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Abstract: We classify integrable irreducible highest weight representations of non-
twisted affine Lie superalgebras. We give a free field construction in the level 1 case.
The analysis of this construction shows, in particular, that in the simplest case of the
s�(2|1) level 1 affine superalgebra the characters are expressed in terms of the Appell
elliptic function. Our results demonstrate that the representation theory of affine Lie
superalgebras is quite different from that of affine Lie algebras.

0. Introduction

In this paper we continue the study of integrable irreducible highest weight modules
over affine superalgebras that we began in [KW].

First, let us recall the definition of an integrable module over an ordinary affine Kac–
Moody algebrâg [K3]. Let g be a finite-dimensional simple or abelian Lie algebra over
C with a symmetric invariant bilinear form(.|.). Recall that the associated affine algebra
is

ĝ = (C[t, t−1] ⊗C g) ⊕ CK ⊕ Cd (0.1)

with the following commutation relations (a, b ∈ g;m, n ∈ Z anda(m) stands for
tm ⊗ a) :

[a(m), b(n)] = [a, b](m + n) + mδm,−n(a|b)K,

[d, a(m)] = −ma(m), [K, ĝ] = 0. (0.2)

We identify g with the subalgebra 1⊗ g. The bilinear form(.|.) extends fromg to a
symmetric invariant bilinear form on̂g by:

(a(m)|b(n)) = δm,−n(a|b), (C[t, t−1] ⊗ g|CK + Cd) = 0,

(K|K) = (d|d) = 0, (K|d) = −1. (0.3)
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Choose a Cartan subalgebrah of g and letg = h ⊕ (⊕α∈�gα) be the root space
decomposition, wheregα denotes the root space attached to a rootα ∈ � ⊂ h∗. Let

ĥ = h + CK + Cd (0.4)

be the Cartan subalgebra ofĝ, and, as before, letgα(m) = tm ⊗ gα.
A ĝ-moduleV is calledintegrable if the following two properties hold [K3]:

ĥ is diagonalizable onV, (0.5)

all gα(m)(α a root ofg,m ∈ Z) are locally finite onV. (0.6)

(Property (0.6) means that dimU(gα(m))v < ∞ for anyv ∈ V .)
It is easy to show that these two properties imply

g is locally finite onV ( i.e., dimU(g)v < ∞ for anyv ∈ V ). (0.7)

Here and furtherU(a) denotes the universal enveloping algebra of a Lie (super)algebra
a. Note also that condition (0.6) is vacuous ifg is abelian.

Let nowg = g0̄ + g1̄ be a finite-dimensional Lie superalgebra overC with an even
symmetric invariant bilinear for(.|.) (for a background on Lie superalgebras see [K1]).
Recall that “even” means that(g0̄|g1̄) = 0, “symmetric” means that(.|.) is symmetric on
g0̄ and skewsymmetric ong1̄, and “invariant” means that([a, b]|c) = (a|[b, c]), a, b, c ∈
g. We shall assume, in addition, thatg0̄ is reductive:

g0̄ = ⊕N
j=0g0̄j , (0.8)

whereg0̄0 is abelian andg0̄j with j ≥ 1 are simple Lie algebras.
The affine superalgebrâg associated to the Lie superalgebrag and the bilinear form

(.|.) is defined in exactly the same way as in the Lie algebra case by relations (0.2).
Likewise, the invariant even symmetric bilinear form(.|.) on ĝ is defined by (0.3), and
the Cartan subalgebrâh is defined by (0.4) after a choice of a Cartan subalgebrah of g0̄.
Note that for eachj ∈ {0,1, . . . , N}, the superalgebrâg contains an affine Kac–Moody
algebrâg0̄j associated tog0̄j .

We shall see that condition (0.6) of integrability is too strong in the superalgebra case,
as for most of the affine superalgebras it allows only trivial highest weight modules. This
forces us to consider weaker conditions (cf. [KW]):

Definition 0.1. Given a subset J ⊂ {1, . . . , N}, a ĝ-module V is called J -integrableif
it satisfies conditions (0.5) and (0.7) and if it is integrable as ĝ0̄j -module for all j ∈ J .

Letg = h ⊕ (⊕α∈�gα) be a root space decomposition of the Lie superalgebrag with
respect to a Cartan subalgebrah of g0̄. Choose a set of positive roots�+ in � and let
n+ = ⊕α∈�+gα. For each� ∈ ĥ∗ one defines anirreducible highest weight module
L(�) over ĝ as the (unique) irreduciblêg-module for which there exists a non-zero
vectorv� such that

hv� = �(h)v� for h ∈ ĥ, n+v� = 0, g(m)v� = 0 form > 0, (0.9)

where, as beforeg(m) = tm ⊗ g. The numberk = �(K) is called thelevel of L(�) and
of �. Note thatK = kI onL(�) and thatL̄(�) := U(g)v� is an irreducible highest
weight module overg.
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In Sect. 1 we describe a general approach to the classification of irreducible integrable
highest weight modules over arbitrary Kac–Moody superalgebras, and in Sects. 2 and 6
give their complete classification in the affine (non-twisted) case, using Serganova’s odd
reflections.

In Sect. 3 we give a free field realization of all level 1 integrable highest weight
modules overg�(m|n)̂, which leads to a “quasiparticle” character formula for these
modules and to a “theta function” type character formula. This construction may be
viewed as a generalization of the classical boson-fermion correspondence based on the
oscillator algebrag�(1)̂ and of the super boson-fermion correspondence based on
g�(1|1)̂ [KL]. The former produces the classical vertex operators and relates represen-
tation theory ofg�(1)̂ to the denominator identity fors�(2)̂, while the latter produces
vertex operators for the symplectic bosons and relates representation theory ofg�(1|1)̂
to the denominator identity fors�(2|1)̂ (see [K4]).

In Sect. 4 we show that the “theta function” type character formula fors�(m|1)̂(m ≥
2) is a product of a theta function, a power of the eta function, and a more “exotic” func-
tion, called a multivariable Appell function. The classical Appell function appeared in
the 1880’s in the papers by Appell [A] and by Hermite in their study of elliptic functions.
Most recently this function has been discussed in [P]. The study of asymptotics of Ap-
pell’s functions gives the high temperature asymptotics of integrable level 1s�(m|1)̂-
characters. We also derive here formulas for branching functions for integrable level 1
s�(m|1)̂-modules restricted to the even subalgebra. They turn out to be certain “half”
modular functions.

In Sect. 5 we relate integrable level 1 modules overg�(m|n)̂ to the denominator
identity for s�(m + 1|n)̂, and as a result, we derive for these modules yet another, a
Weyl type, character formula.

In Sect. 7 we give a free field realization of the two level 1 integrable highest weight
modules overosp(m|n)̂, which generalizes the constructions forso(m)̂ andsp(n)̂
from [KP1,F] and [FF]. These lead to character formulas and high temperature asymp-
totics of the characters.

In Sect. 8 we show that integrability is a necessary condition for an irreducible
highest weight̂g-module to be a module over the associated vertex algebra, and that
in the level 1 case this condition is sufficient. We thus get examples of rational vertex
algebras for which theC-span of normalized (super)characters is notSL(2,Z)-invariant.
The latter property was proved in [Z] under certain additional assumptions, and it was
generally believed that these assumptions were superfluous.

In Sect. 9 we discuss some open problems.
It is interesting to note that in the “super” case a number of new interesting phenomena

occur. The level gets quantized by the integrability condition, but in almost all cases the
number of integrable modules is infinite. This is the case for the lowest, level 1, integrable
s�(m|n)̂-modules which apparently causes the specialized characters and branching
functions to lose their customary modularity properties, which are so ubiquitous in the
affine Lie algebra case [KP2,K3]. However, in the cases when the number of characters
of given level is finite, like, for example,k = 1 osp(m|n)̂ case, the specialized
normalized characters are still modular, though theirC-span is no longerSL(2,Z)-
invariant as in the affine Lie algebra case.

It is also interesting to note that while the characters of affine Lie algebras are global
sections of line bundles on abelian varieties, the characters of affine Lie superalgebras
are related to global sections of rank 2 vector bundles on abelian varieties, as the work
of Polishchuk [P] on Appell’s function apparently indicates.
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1. Integrability of Highest Weight Modules over Kac–Moody Superalgebras

Consider the following data:

D = {h, I, I1,$
∨,$},

whereh is a vector space,I is an index set,I1 is a subset ofI , $∨ = {α∨
i }i∈I and

$ = {αi}i∈I are linearly independent sets of vectors inh andh∗ respectively indexed
by I . One associates to these data a Lie superalgebrag(D) defined as the quotient of the
Lie algebra on generatorsei, fi(i ∈ I ) andh, the generatorsei andfi for i ∈ I1 being
odd and all other generators being even, and thestandard relations (i, j ∈ I, h ∈ h):

[h, h] = 0, [ei, fj ] = δijα
∨
i , [h, ei] = 〈αi, h〉ei, [h, fi] = −〈αi, h〉fi,

by the maximal graded with respect to the root space decomposition ideal intersecting
h trivially (cf. [K1,K3]).

The commutative ad -diagonizable subalgebrah of g(D) is called the Cartan subal-
gebra,$ and$∨ are called the sets of simple roots and coroots respectively, elementsei
andfi (i ∈ I ) are called Chevalley generators, etc. One defines the notions of roots and
root spaces in the usual way (cf. [K1,K3]). Letn+ (resp.n−) denote the subalgebra ofg
generated by theei ’s (resp.fi ’s). Then, as usual, one has the triangular decomposition:

g = n− + h + n+.

Let aij = 〈αj , α∨
i 〉. The matrixA = (aij )i,j∈I is called the Cartan matrix of the dataD

(and ofg(D)).
A root ofg(D) is calledeven (resp.odd) if the attached root space is even (resp. odd).

For example a simple rootαs is called odd iffs ∈ I1. An odd simple rootαs (and the
corootα∨

s ) is calledisotropic if ass = 0. In what follows we let

pij =
{−1 if bothαi andαj are odd,

1 otherwise.

Note thatg(D) has an anti-involutionω defined byω(ei) = fi, ω(fi) = ei, ω|h = I .
For that reason properties of theei ’s automatically hold for thefi ’s.

Lemma 1.1. (a) An odd simple root αi is isotropic iff [ei, ei] = 0.
(b) If i �= j , then [ei, ej ] = 0 iff aij = aji = 0.

Proof. It is clear that[fj , [ei, ei]] = 0 if j �= i, and one has:[fi, [ei, ei]] = 2aiiei ,
which proves (a). The proof of (b) is similar.��

It is straightforward to check the following relation(i, j ∈ I, i �= j):

[[ei, ej ], [fi, fj ]] = pij (aijα
∨
j − piiajiα

∨
i ). (1.1)

Further on we shall always assume the following property of the Cartan matrixA:

aij = 0 iff aji = 0. (1.2)

Givens ∈ I1 such thatass = 0 (i.e.,αs is an odd isotropic simple root), define a new
data

rs(D) = {h, I, rs(I1), rs($
∨), rs($)}
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and new Chevalley generatorsrs(ei), rs(fi) of g(D) as follows (cf. [S,PS,KW]):

i ∈ rs(I1) iff i �∈ I1 in caseasi �= 0, i ∈ rs(I1) iff i ∈ I1 otherwise;

rs(α
∨
s ) = −α∨

s , rs(αs) = −αs,

rs(α
∨
i ) = α∨

i + ais

asi
α∨
s andrs(αi) = αi + αs if asi �= 0,

rs(α
∨
i ) = α∨

i andrs(αi) = αi in all other cases;

rs(es) = fs, rs(fs) = −es,

rs(ei) = [es, ei] andrs(fi) = 1

psiasi
[fs, fi] if asi �= 0,

rs(ei) = ei, rs(fi) = fi in all other cases.

Denote byrs(n+) (resp. rs(n−)) the subalgebra ofg(D) generated by thers(ei)’s
(resp.rs(fi)’s). The transformationrs is called anodd reflection (with respect toαs).

Lemma 1.2. (a) The data rs(D) satisfy (1.2).
(b) The new Chevalley generators satisfy the standard relations and together with h

generate g(D), so that g(rs(D)) � g(D).
(c) One has the new triangular decomposition:

g(D) = rs(n−) + h + rs(n+).

(d) The data rs(rs(D)) coincide with D, and the Chevalley generators rs(rs(ei)) (resp.
rs(rs(fi))) coincide, up to a non-zero factor, with ei (resp. fi).

Proof. It is straightforward using (1.1) and the relation

[a, [a, b]] = 1

2
[[a, a], b] if a is an odd element. ��

An elementρ ∈ h∗ such that

〈ρ, α∨
i 〉 = 1

2
aii for all i ∈ I

is called aWeyl vector for $∨.

Lemma 1.3. If ρ is a Weyl vector for $∨, then ρ + αs is a Weyl vector for rs($∨).

Proof. It suffices to check that in the caseais �= 0 one has:〈ρ + αs, asiα
∨
i + aisα

∨
s 〉 =

1
2〈αi + αs, asiα

∨
i + aisα

∨
s 〉, which is immediate. ��

Recall that for each� ∈ h∗ one defines an irreducible highest weight moduleL(�)

over g(D) as the (unique) irreducibleg(D)-module for which there exists a non-zero
vectorv� such that

hv� = �(h)v� for h ∈ h, n+v� = 0. (1.3)

The vectorv�, called a highest weight vector (with respect ton+), is determined uniquely
up to a (non-zero) constant factor by the conditionn+v� = 0 (cf. [K3]). The linear
function� is called thehighest weight (with respect ton+) of L(�).
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Lemma 1.4. Let αs be an odd isotropic simple root and let n′+ = rs(n+).
(a) If 〈�,α∨

s 〉 = 0, then v′
� = v� is a highest weight vector with respect to n′+, so that

the highest weight remains the same: �′ = �.
(b) If 〈�,α∨

s 〉 �= 0, then v′
� = fsv� is a highest weight vector with respect to n′+, so

that the highest weight vector becomes �′ = � − αs .

Proof. It is straightforward using the facts thatf 2
s v� = 1

2[fs, fs]v� = 0, andfsv� = 0
iff 〈�,α∨

s 〉 = 0. ��
As an immediate corollary of Lemmas 1.3 and 1.4 we obtain the following very useful

formulas (cf. [KW]):

�′ + ρ′ = � + ρ if 〈�,α∨
s 〉(= 〈� + ρ, α∨

s 〉) �= 0,

�′ + ρ′ = � + ρ + αs if 〈�,α∨
s 〉(= 〈� + ρ, α∨

s 〉) = 0. (1.4)

Letα ∈ h∗ be a positive even root ofg(D) such that there exist root vectorse attached
to α andf attached to−α satisfying the following conditions:

(i) ad f is locally nilpotent ong(D),
(ii) [e, f ] = α∨ ∈ h, [α∨, e] = 2e, [α∨, f ] = −2f .

Then we callf anintegrable element of g(D). The following lemma is well-known
(cf. [K3]).

Lemma 1.5. Let f be an integrable element attached to a negative root α.

(a) If f is locally nilpotent on L(�) then 〈�,α∨〉 ∈ Z+.
(b) Provided that α is a simple root, f is locally nilpotent on L(�) iff 〈�,α∨〉 ∈ Z+.

Let β = αs be an odd isotropic simple root. It will be convenient to use notation
rβ in place ofrs . Consider a sequence of rootsβ0, β1, . . . , βk such thatβ0 is an odd
isotropic simple root from$(0) := $, β1 is an odd isotropic simple root from$(1) =
rβ0($

(0)), . . . , βk is an odd isotropic simple root from$(k) = rβk−1 ($
(k−1)). Given

� ∈ h∗, let�(0) = � be the highest weight ofL(�) with respect ton(0)+ := n+, �(1)

be the highest weight ofL(�) with respect ton(1)+ := rβ0(n+), . . . , �(k) be the highest

weight ofL(�) with respect ton(k)+ = rβk−1(n
(k−1)
+ ). Letρ(k) be a Weyl vector for$(k).

Proposition 1.1. Let α be a positive root of g(D) and let f be an integrable root element
attached to −α. Given � ∈ h∗, let

S = {i ∈ [0,1, . . . , k − 1]|〈�(i), β∨
i 〉 = 0}.

Suppose that α ∈ $(k). Then the element f is locally nilpotent on L(�) if and only if

〈� + ρ +
∑
i∈S

βi, α
∨〉 ∈ N = {1,2, . . . }.

Proof. It follows from (1.4) that

�(k) + ρ(k) = � + ρ +
∑
i∈S

βi .

Since〈�(k) + ρ(k), α∨〉 = 〈�(k), α∨〉 + 1, the proposition follows from Lemma 1.5b.
��
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Proposition 1.2. If, under the assumptions of Proposition 1.1, one has:

〈� + ρ, α∨〉 ∈ N,

then f is integrable on L(�).

Proof. Due to Proposition 1.1, Proposition 1.2 holds ifS = ∅. LetN = 〈�,α∨〉. It is
well-known (cf. [K3]) thatf is integrable onL(�) iff

f N+1v� lies in a maximal submodule of the Verma moduleM(�). (1.5)

But we have just shown that (1.5) holds for a Zariski open set ofλ on the hyperplane
〈λ, α∨〉 = N . Since (1.5) is a polynomial condition, we conclude that it holds for allλ

on this hyperplane. ��
Proposition 1.3. If, under the assumptions of Proposition 1.1, f is integrable on L(�)

and

〈� + ρ, β∨
i 〉 �= 0 for i = 0,1, . . . , s(≤ k),

then 〈� −∑s
i=0 βi, α

∨〉 ∈ Z+.

Proof. We have:〈�,β∨
0 〉 = 〈� + ρ, β∨

0 〉 �= 0, hence, by (1.4) we have:� + ρ =
�(1)+ρ(1), etc. Thus,�(i)+ρ(i) = �+ρ for i = 1, . . . , s. Therefore, by Lemma 1.4b,
we have:

�(s) = � −
s∑

i=0

βi.

Now the proposition follows from Lemma 1.5a.��
The calculation of coroots is facilitated by the following simple fact.

Proposition 1.4. (a) There exists a non-degenerate symmetric bilinear form (.|.) on h
such that, identifying h and h∗ via this form, we have:

α∨
i = νiαi, where νi ∈ C×, (1.6)

if and only if

A = diag(νi)i∈IB, where B = (bij ) is a symmetric matrix. (1.7)

One then has: (αi |αj ) = bij .
(b) Let $∨′ = {α∨′

i } = rs($
∨) and $′ = {α′

i} = rs($) where rs is an odd reflection,
and suppose that (1.6) holds. Then

α∨′
i = νiα

′
i .

(c) Provided that (1.7) holds and aii = 2 or 0 for all i ∈ I , one has for any non-
isotropic rootα which is obtained from a simple root by a sequence of odd reflections:
α∨ = 2α/(α|α).

Proof. (a) is proved in [K3], (b) and (c) are easily checked.��
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Remark 1.1. A natural question is which of the Lie superalgebrasg(D) are of “Kac–
Moody” type? The most natural answer, in our opinion, is that they should satisfy the
following conditions:

(i) g(D)0̄ is a (generalized) Kac–Moody algebra,
(ii) the g(D)0̄-moduleg(D)1̄ is integrable.

This definition covers the basic classical finite-dimensional Lie superalgebras and the
associated affine superalgebras (including the twisted ones). Unfortunately, a well devel-
oped theory of generalized Kac–Moody superalgebras (see [B,R] and references there)
does not cover most of the latter superalgebras (because of the crucial assumption on
the Cartan matrix that its off diagonal entries are non-positive).

2. Classification of Integrable Irreducible Highest Weight Modules over g�(m|n)̂

Consider the Lie superalgebrag�(m|n), wherem, n ≥ 1 (see [K1]). Leteij (1 ≤ i, j ≤
m+n)denote its standard basis. Denote byh the Cartan subalgebra ofg�(m|n) consisting
of all diagonal matrices. Letεi (1 ≤ i ≤ m + n) be the basis ofh∗ dual to the basis
ui := eii of h. Theng�(m|n) = g(D) for the following dataD = {h, I, I1,$

∨,$}
(cf. [K1]). We let I = {1,2, . . . , m + n − 1}, I1 = {m}; α∨

i = ui − ui+1 for i ∈ I\I1,
α∨
m = um + um+1, αi = εi − εi+1 for all i ∈ I . Its Cartan matrix is the following

(m + n − 1) × (m + n − 1) matrix:

A =



2 −1 0
−1 2 −1

. . .

−1 2 −1
−1 0 1

−1 2 −1
. . .

−1 2


mth row.

The Chevalley generators are as follows:

ei = ei,i+1, fi = ei+1,i (i = 1, . . . , m + n − 1).

Note thatαm is the only odd simple root, and it is isotropic.
Consider the supertrace form ong�(m|n):

(a|b) = strab.

This is a non-degenerate invariant supersymmetric bilinear form ong�(m|n) whose
restriction toh is non-degenerate and symmetric. Identifyingh andh∗ via this bilinear
form, we have:

εi = ui for i = 1, . . . , m; εi = −ui for i = m + 1, . . . , m + n.

Hence we have:

α∨
i = αi for i = 1, . . . , m, α∨

i = −αi for i = m + 1, . . . , m + n − 1, (2.1)
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and we may use Proposition 1.4. In particular,

((αi |αi))i,j∈I = diag(1, . . . ,1︸ ︷︷ ︸
m

,−1, . . . ,−1)A.

Likewise, the affine superalgebrag�(m|n)̂ is isomorphic tog(D̂), where the data
D̂ = {̂h, Î , Î1, $̂

∨, $̂} is an extension of the dataD for g�(m|n) defined as follows
(cf. [K3]). The spacêh is defined by (0.4),̂I = I ∪ {0}, Î1 = {m,0}, $̂∨ = $∨ ∪ {α∨

0 },
$̂ = $ ∪ {α0}. Here theαi for i ∈ $ are extended fromh to ĥ by lettingαi(K) =
αi(d) = 0,α0 = δ − θ, α∨

0 = K − θ∨, where:δ|h+CK = 0, 〈δ, d〉 = 1, θ = ε1 − εm+n

is the highest root ofg�(m|n), θ∨ = u1 + um+n. We extend the bilinear form(.|.) from
g�(m|n) to g�(m|n)̂ by (0.3). Identifyinĝh with ĥ∗ via this symmetric bilinear form,
we get:

K = δ, θ = θ∨, α0 = α∨
0 . (2.2)

We have the following expression ofδ = K in terms of simple roots and coroots:

δ = K =
m+n−1∑
i=0

αi =
m∑
i=0

α∨
i −

m+n−1∑
j=m+1

α∨
j . (2.3)

The Cartan matrix for̂D is

Â =


0 −1 0 · · · 0 1

−1
0

· · · A

0
−1

 .

As above, we have:

((αi |αj ))i,j∈Î = diag(1, . . . ,1︸ ︷︷ ︸
m+1

,−1, . . . ,−1)Â.

The even part ofg�(m|n) is g�(m) ⊕ g�(n), hence the even part ofg�(m|n)̂ is
the sumg�(m)̂ + g�(n)̂ with a common central elementK and a common scaling
elementd. Note that the restriction of the supertrace form tog�(m) (resp.g�(n)) is
the normalized (resp. negative of the normalized) invariant form, i.e.,(α|α) = 2 (resp.
(α|α) = −2) for any rootα.

The set of simple roots forg�(m)̂ (resp.g�(n)̂) is empty ifm = 1 (resp.n = 1),
and form ≥ 2 (resp.n ≥ 2) it is as follows:

$̂′ = {α′
0 = δ − θ ′, α1, . . . , αm−1}

(resp.$̂′′ = {α′′
0 = δ − θ ′′, αm+1, . . . , αm+n−1), whereθ ′ =

m−1∑
i=1

αi, θ
′′ =

m+n−1∑
i=m+1

αi .

Assuming thatm ≥ 2, we have:(θ ′|θ ′) = 2, henceθ ′ = θ
′∨, and we have:

α′
0 = α

′∨
0 = α0 +

m+n−1∑
i=m

αi = α∨
0 + α∨

m −
m+n−1∑
i=m+n

α∨
i . (2.4)
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A g�(m|n)̂-moduleL(�) is calledintegrable, if its restriction tog�(m)̂ is inte-
grable and its restriction tog�(m|n) is locally finite. In this section we shall classify all
such modules.

As usual, define fundamental weights�i ∈ ĥ (i = 0,1, . . . , m + n − 1) by

〈�i, α
∨
j 〉 = δij , j = 0, . . . , m + n − 1, 〈�i, d〉 = 0,

andlabels of a weight� by:

ki = 〈�,α∨
i 〉.

The following necessary conditions of integrability ofL(�) follow from Lemma 1.5a:

ki ∈ Z+ for i = 1, . . . , m − 1,m + 1, . . . , m + n − 1, (2.5)

k′ := k0 + km −
m+n−1∑
i=m+1

ki ∈ Z+. (2.6)

We assume in (2.6) thatm ≥ 2 and use (2.4).
We callk′ thepartial level of � since, using (2.3), we see that thelevel k := 〈�,K〉

is given by

k =
m−1∑
i=1

ki + k′. (2.7)

Hence, provided thatm ≥ 2, the level of an integrableg�(m|n)̂-module is a non-
negative integer.

Lemma 2.1. Assume that m ≥ 2. Then conditions (2.5) and (2.6) along with the condi-
tion

k′ ≥ n (2.8)

are sufficient for integrability of the g�(m|n)̂-module L(�).

Proof. The lemma follows from Lemma 1.5 applied to the simple rootsαi, i = 1, . . . ,
m − 1, and Proposition 1.2 applied toα∨ = α

′∨
0 , since, due to (2.4) we have:

〈ρ, α′∨
0 〉 = −n + 1. (2.9)

��
Lemma 2.2. Let L(�) be an integrable g�(m|n)̂-module such that k′ < n, and let
m ≥ 2. Then the following complementary condition holds:

(*) there exist r, s ∈ Z+ such that
(i) k′ = r + s,
(ii) k0 − km+n−1 − km+n−2 − · · · − km+n−r − r = 0,
(iii) km − km+1 − km+2 − · · · − km+s − s = 0.
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Proof. Consider the following two sequences of roots ofg�(m|n)̂:

β0 = α0, β1= α0 + αm+n−1, β2

= α0 + αm+n−1 + αm+n−2, . . . , βn−1= α0 + αm+n−1 + . . . + αm+1;
β ′

0 = αm, β
′
1 = αm + αm+1, β

′
2

= αm + αm+1 + αm+2, . . . , β
′
n−1 = αm + · · · + αm+n−1.

It is clear by Proposition 1.4 thatβ∨
i = βi andβ

′∨
i = β ′

i . Note that〈� + ρ, β∨
r 〉 (resp.

〈� + ρ, β
′∨
s 〉) is equal to the left-hand side of (ii) (resp. (iii)). Note that

〈βi, α′∨
0 〉 = 1 = 〈β ′

i , α
′∨
0 〉, i = 0, . . . , n − 1. (2.10)

If 〈�+ρ, β∨
i 〉 �= 0 for all i, using (2.6) and (2.10) we would conclude, by Proposition 1.3,

thatk′ − n ≥ 0, in contradiction with the assumption of the lemma. Hence (ii) holds for
some non-negative integerr (< n). Similarly, (iii) holds for some non-negative integer
s (< n). Similarly, applying Proposition 1.3 to the union of sequencesβi andβ ′

i , we
conclude that

r + s ≤ k′. (2.11)

Hence, adding up (ii) and (iii) we get

k′ +
m+n−r−1∑
i=m+s+1

ki = r + s. (2.12)

Now (i) follows from (2.5), (2.11) and (2.12).��
Remark 2.1. Condition (*) on� is equivalent to the following condition: there exists a
non-negative integers ≤ k′ (≤ n − 1) such that:

km = km+1 + · · · + km+s + s andkm+s+1 = · · · = km+s+n−k′−1 = 0.

This condition implies that� lies in a union ofk′+1 hyperplanes of dimensionk′+m−1.
Equivalently, there exists a non-negative integerr ≤ k′ (≤ n − 1) such that

k0 = km+n−1 + km+n−2 + · · · + km+n−r + r and

km+n−r−1 = · · · = km+k′−r+1 = 0.

Theorem 2.1. (a) A g�(1|n)̂-module L(�) is integrable iff k2, . . . , kn ∈ Z+.
b) Provided that m ≥ 2, a g�(m|n)̂-module L(�) is integrable iff conditions (2.5),

(2.6) hold and, in the case k′ < n, the complementary condition (*) holds.

Proof. In the casem = 1, the only condition of integrability is local finiteness ofg�(1, n)
onL(�) which is equivalent tok2, . . . , kn ∈ Z+ due to Lemma 1.5b. It follows from
Lemma 2.2 that in the casem ≥ 2, the conditions listed by Theorem 2.1b are necessary.
In view of Lemma 1.5b, it remains to show that these conditions are sufficient for local
nilpotency ofe−α′

0
. Due to Lemma 2.1, we may assume that

k′ ≤ n − 1. (2.13)
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Consider the sequence of odd rootsβ0, . . . , βn−1 introduced in the proof of Lemma 2.2
and let$(0) = $, $(1) = rβ0($

(0)), . . . ,$(n) = rβn−1($
(n−1)), and notice that

α′
0 ∈ $(n).

Let �(n) be the highest weight vector ofL(�) with respect ton(n)+ = rβn−1 . . . rβ0(n).
Due to Lemma 1.5b, it remains to show that conditions listed by Theorem 2.1b imply
that

〈�(n), α
′∨
0 〉 ∈ Z+. (2.14)

Recall that by (1.4) we have:

�(n) + ρ(n) = � + ρ +
∑
i∈S

βi, (2.15)

whereS = {i ∈ [0, . . . , n − 1]|〈�(i), β∨
i 〉 = 0}. Let ti = 〈�(i), β∨

i 〉 for short. Then
condition (*) gives for somer ∈ Z+, r < n, that tr = 0. In view of Remark 2.1, we
have:

tr = tr+1 = · · · = tn−s−1 = 0. (2.16)

Hence, due to (2.15), (2.9), (2.10) and (2.16) we get:

〈�(n) + ρ(n), α
′∨
0 〉 = k′ + (1 − n) + |S| ≥ k′ + (1 − n) + (n − s − r) ≥ 1,

proving (2.14), since〈ρ(n), α′∨
0 〉 = 1. ��

Remark 2.2. It follows from Theorem 2.1 that whenm ≥ 2, the only integrable
g�(m|n)̂-modulesL(�) of level k = 0 are those for which all labels are 0, in which
case dimL(�) = 1.

Remark 2.3. If m ≥ 2 andn ≥ 2, then the onlyL(�) which are integrable with respect
to the whole even subalgebra are 1-dimensional. (It is because theg�(m)̂-integrability
impliesk ≥ 0 andg�(n)̂-integrability impliesk ≤ 0.)

Remark 2.4. Defineε ∈ ĥ∗ by letting ε|h = supertrace,ε(K) = ε(d) = 0. It follows
from Theorem 2.1 that whenm ≥ 2, the complete list of highest weights of integrable
g�(m|n)̂-modules of level 1, up to adding an arbitrary linear combination ofε andδ,
is as follows:

�s(1 ≤ s ≤ m − 1), (a + 1)�m + a�m+1(a ∈ Z+),
(a + 1)�0 + a�m+n−1(a ∈ Z+).

Remark 2.5. Consider the sequence of the sets of simple roots$(0) = $, . . . ,$(n) =
{α′

0, . . . , α
′
m+n−1}, introduced in the proof of Theorem 2.1. One has:

α′
0 = α0 + α1, α

′
1 = α2, . . . , α

′
m−2 = αm−1, α

′
m−1

= αm + αm+1 + · · · + αm+n−1 + α0,

α′
m = −(αm+n + · · · + αm+n−1 + α0), α

′
j

= αj for m + 1 ≤ j ≤ m + n − 1.
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Let �′
j be the fundamental weights with respect to$(n). Given a weight�, denote by

�(n) the highest weight ofL(�)with respect to$(n) (or rathern(n)+ ). Using Lemma 1.4, it
is easy to see that the weights listed in Remark 2.4 get changed under the map� !→ �(n)

as follows:

�
(n)
j = �j (1 ≤ j ≤ m), ((a + 1)�0 + a�m+n−1)

(n)

= (a + 1)�0 + a�m+n−1 − α0, ((a + 1)�m + a�m+1)
(n)

= (a + 1)�m + a�m+1 + α′
m(a > 0).

In terms of the fundamental weights�′
j the map� → �(n) looks as follows:

�j !→ �′
j−1 (1 ≤ j ≤ m) ,

(a + 1)�0 + �m+n−1 !→ (a + 2)�′
0 + (a + 1)�′

m+n−1(a ∈ Z+),
(a + 1)�m + a�m+1 !→ a�′

m + (a − 1)�′
m+1 (a ∈ N).

It follows that all weights of level 1 listed by Remark 2.4 are conjugate to each other by
odd reflections.

3. Free Field Realization of Level 1 Integrable Modules over g�(m|n)̂

Fix non-negative integersm andn such thatm + n ≥ 1 and denote byF the vertex
algebra generated bym pairs of odd fieldsψi(z), ψi∗(z), (i = 1, . . . , m) andn pairs
of even fieldsϕj (z), ϕj∗(z) (j = 1, . . . , n), all pairwise local, subject to the following
operator product expansions (as usual, we list only the non-trivial OPE):

ψi(z)ψj∗(w) ∼ δij
z−w

, ψi∗(z)ψj (w) ∼ δij
z−w

,

ϕi(z)ϕj∗(w) ∼ − δij
z−w

, ϕi∗(z)ϕj (w) ∼ δij
z−w

.

This is called a free fermionic vertex algebra in the book [K4] to which we refer for
foundations of the vertex algebra theory.

This vertex algebra has a family of Virasoro fields [K4], from which it is convenient
to choose the following one:

L(z) ≡
∑
k∈Z

Lkz
−k−2 = 1

2

m∑
i=1

(: ∂ψi(z)ψi∗(z) : + : ∂ψi∗(z)ψi(z) :)

+ 1
2

n∑
j=1

(: ∂ϕj (z)ϕj∗(z) : − : ∂ϕj∗(z)ϕj (z) :). (3.1)

With respect toL(z) the fieldsψi(z),ψi∗(z),ϕj (z) andϕj∗(z) are primary of conformal
weight 1/2. We therefore write all these fields in the formxi(z) = ∑

k∈ 1
2+Z x

(i)
k z−k−1/2

wherex = ψ , ψ∗, ϕ or ϕ∗, and we have the following conditions on the vacuum|0〉:

ψ
(i)
k |0〉 = 0, ψ

(i)∗
k |0〉 = 0, ϕ

(i)
k |0〉 = 0, ϕ

(i)∗
k |0〉 = 0 for k > 0.
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The operatorL0 is called theenergy operator or (Hamiltonian) and its eigenvalues are
called theenergies of the corresponding eigenvectors. The energy can be calculated from
the following relations:

energy|0〉 = 0, energy(ψ(i)
k , ψ

(i)∗
k , ϕ

(j)
k , ϕ

(j)∗
k ) = −k. (3.2)

The second relation means thatψ
(i)
k , etc., changes the energy by−k, i.e.,

energy (ψ(i)
k v) = energy(v) − k, etc.

Next, for each pairi, j that may occur introduce the following fields of conformal
weight 1:

aij+(z) =: ψi(z)ψj∗(z) :, aij−(z) =: ϕi(z)ϕj∗(z) :
Eij+(z) =: ψi(z)ϕj∗(z) :, Eij−(z) =: ϕi(z)ψj∗(z) : .

Proposition 3.1. (a) Consider the affine superalgebra g�(m|n)̂ and let A(z) =∑
k∈Z(t

k ⊗ A)z−k−1 for A ∈ g�(m|n). Then the linear map σ given by

eij (z) !→ aij+(z), ei+m,j+m(z) !→ aij−(z),
ei,j+m(z) !→ Eij+(z), ei+m,j (z) !→ Eij−(z), K !→ 1, d !→ L0

defines a representation of g�(m|n)̂ (of level 1) in the space F .
(b) Consider the standard g�(m|n)-module Cm|n and its contragredient module Cm|n∗.

Consider the corresponding C[t, t−1] ⊗ g�(m|n)-modules C[t, t−1] ⊗ Cm|n and
C[t, t−1] ⊗ Cm|n∗, and let v(z) = ∑

k∈Z(t
k ⊗ v)z−k−1 for v ∈ Cm|n or Cm|n∗. Then

the linear maps ν and ν∗ given by (i = 1, . . . , m; j = 1, . . . , n):

vi(z) !→ ψi(z), vj+m(z) !→ ϕj (z) and

v∗
i (z) !→ ψi∗(z), v∗

j+m(z) !→ ϕj∗(z)

are equivariant, i.e., they have the following property:

ν(A(z)v(w)) = [σ(A(z)), ν(v(w))], v ∈ Cm|n,
ν∗(A(z)v∗(w)) = [σ(A(z)), ν∗(v∗(w))], v∗ ∈ Cm|n.

Proof. Both statements follow from the corresponding OPE, which are easily derived
from Wick’s formula. Below we give the less trivial OPE needed for the proof of (a):

Eij+(z)Ek�−(w) ∼ δjka
i�+(w) + δi�a

kj−(w)
z − w

+ δi�δjk

(z − w)2
,

aij±(z)Ek�±(w) ∼ δjkE
i�±(w)

z − w
,

aij±(z)Ek�∓(w) ∼ −δ�iE
kj∓(w)

z − w
,
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aij±(z)ak�±(w) ∼ δjka
i�±(w) − δ�ia

kj±(w)
z − w

± 1

(z − w)2
,

aij±(z)ak�∓(w) ∼ 0. ��
Introduce thetotal charge operator

a0 = σ(I), whereI =
m+n∑
i=1

eii ∈ g�(m|n).

Its eigenvalues are calledcharges of the corresponding eigenvectors. It is clear from
Proposition 3.1 that the total charge can be calculated from the following relations:

charge|0〉 = 0, charge(ψ(i)
k , ϕ

(j)
k ) = 1, charge(ψ(i)∗

k , ϕ
(j)∗
k ) = −1. (3.3)

Consider the charge decomposition ofF , i.e., its decomposition in eigenspaces ofa0:

F = ⊕s∈ZFs. (3.4)

Sincea0 commutes withσ(g�(m|n)̂), we conclude that (3.4) is a decomposition in a
direct sum ofg�(m|n)̂-modules.

It is clear thatL0 commutes witha0, hence eachFs is L0-invariant, and since all
eigenvalues ofL0 inF lie in 1

2Z+, the same holds for eigenvalues ofL0 inFs , s ∈ Z. Note
also thatL0 commutes withσ(g�(m|n)). It is because all fieldsaij±(z) andEij±(z) have
conformal weight 1. It follows that each eigenspace ofL0 in Fs is ag�(m|n)-module.
The following proposition describes the lowest energy subspaceF low

s and the lowest
weight vector|s〉 in eachFs .

Proposition 3.2. a) Let s ∈ Z+. Then, as a g�(m|n)-module, F low
s is isomorphic to

�sCm|n. Furthermore, any highest weight vector of g�(m|n)̂ in Fs lies in F low
s and

is proportional to the vector

|s〉 = ψ
(1)
− 1

2
. . . ψ

(s)

− 1
2
|0〉 with weight �0 + ε1 + · · · + εs − s

2δ,

provided that s ≤ m, and to the vector

|s〉 =
(
ϕ
(1)
− 1

2

)s−m

|m〉 with weight �0 + ε1 + · · · + εm + (s − m)εm+1 − s
2δ

provided that s ≥ m.
(b) Let −s ∈ Z+. Then, as a g�(m|n)-module, F low

s is isomorphic to �−s(Cm|n)∗. Fur-
thermore, any highest weight vector of g�(m|n)̂ inFs lies inF low

s and is proportional
to the vector

|s〉 =
(
ϕ
(n)∗
− 1

2

)−s

|0〉 with weight �0 + sεm+n + s
2δ.

Proof. It is clear that, ifs (resp.−s) ∈ Z+, thenF low
s consists of homogeneous poly-

nomials of degree|s| in anticommuting operatorsψ(i)

− 1
2

(resp.ψ(i)∗
− 1

2
) and commuting

operatorsϕ(j)− 1
2

(resp.ϕ(j)∗− 1
2

), applied to|0〉. This proves (a) (resp. (b)), due to Proposi-

tion 3.1. ��
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Remark 3.1. The lowest energy inFs is 1
2|s| and the spectrum ofL0 in Fs is 1

2|s| + Z+.

Remark 3.2. Denote by�(s) the weight of|s〉. When restricted tos�(m|n)̂,�(s) is given
by the following formulas:

�s − s
2δ if 0 ≤ s ≤ m,

(1 + s − m)�m + (s − m)�m+1 − s
2δ if s ≥ m,

(1 − s)�0 − s�m+n−1 + s
2δ if s ≤ 0.

We identify here�m+1 with −�0 in the casen = 1.

The following theorem is the central result of this section.

Theorem 3.1. Suppose that m ≥ 1. Then each g�(m|n)̂-module Fs , s ∈ Z, is an irre-
ducible integrable highest weight module of level 1.

Remark 3.3. Theg�(0|n)̂-modulesFs are not irreducible. For example, one can show
that in the case(m, n) = (0,2), one has the following decomposition asg�(2)̂-modules
(in the standard notation of [K3]):

chFs =
∞∑
j=0

chL(−(1 + 2j + |s|)�0 + (2j + |s|)�1)q
j2+(|s|+1)j+|s|/2.

E. Frenkel informed one of us that he had found this decomposition too.
The proof of Theorem 3.1 is based on the (super) boson-fermion correspondence,

which we shall now recall (cf. [K4]).
For eachi = 1, . . . , m there exists a unique invertible odd operatoreεi with inverse

e−εi satisfying the following three properties:

[eεi , ψj (z)] = 0 if i �= j, [eεi , ϕj (z)] = 0 for all j, (3.5)

eεiψ
(i)
k e−εi = ψ

(i)
k−1, eεiψ

(i)∗
k e−εi = ψ

(i)∗
k+1, (3.6)

eεi |0〉 = ψ
(i)

− 1
2
|0〉, e−εi |0〉 = ψ

(i)∗
− 1

2
|0〉. (3.7)

It is easy to see thateεi eεj = −eεj eεi if i �= j .
We let for short(i = 1, . . . , m; j = 1, . . . , n):

εi(z) = aii+(z) =
∑
k∈Z

ε
(i)
k z−k−1, εj+m(z) = ajj−(z) =

∑
k∈Z

ε
(j+m)
k z−k−1.

Then we have:

[ε(i)k , eεj ] = δij δk0e
εj , i = 1, . . . , m + n; j = 1, . . . , m. (3.8)

For eachi = 1, . . . , m + n introduce the following fields:

?+
εi
(z) = e

∑∞
k=1

zk

k
ε
(i)
−k , ?−

εi
(z) = e−∑∞

k=1
z−k

k
ε
(i)
k ,
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and for a linear combination with integer coefficientsα = ∑m
i=1 siεi we let?±

α (z) =
$i(?

±
εi
)si (recall that allε(i)k commute and allε(i)−k commute fork ≥ 1, see Proposi-

tion 3.1a). The central fact of the classical boson-fermion correspondence is the follow-
ing formula, see e.g. [K4](i = 1, . . . , m)

ψi(z) = eεi zε
(i)
0 ?+

εi
(z)?−

εi
(z), ψi∗(z) = e−εi z−ε

(i)
0 ?+−εi

(z)?−−εi
(z). (3.9)

The key formulas of the super boson-fermion correspondence are the following [KL,
K4] (j = 1, . . . , n):

ϕj (z) = zε
(i)
0 eεi?+

εi
(z)Eji−(z)?−

εi
(z), (3.10)

ϕj∗(z) = z−ε
(i)
0 e−εi ?+−εi

(z)Eij+(z)?−−εi
(z),

for eachi = 1, . . . , m (we assume here thatm ≥ 1).

Proof of Theorem 3.1. Since the eigenspaces ofL0 in Fs are finite-dimensional and
L0 commutes withg�(m|n), it follows thatFs is a direct sum of finite-dimensional
g�(m|n)-modules, henceg�(m|n) acts locally finitely onFs . Furthermore, we have:

F = F fermi ⊗ F bose,

whereF fermi (resp.F bose) is the vertex algebra generated by theψi(z), ψi∗(z) (resp.
ϕj (z), ϕj∗(z)), and the subalgebrag�(m)̂ of g�(m|n)̂ acts onF via π ⊗ 1, where the
representationπ of g�(m)̂ onF fermi is known to be integrable of level 1 (see [KP1]).
Thus, the representation ofg�(m|n)̂ in eachFs is integrable.

The irreducibility ofFs , provided thatm ≥ 1, is proved using (3.9) and (3.10) in
exactly the same fashion as the proof of Theorem 5.8a from [K4].��

Remark 3.4. We have got along the way the following vertex operator construction of
g�(m|n)̂. For eachα = ∑m

i=1 siεi , si ∈ Z, introduce the usual vertex operator

?α = eαzα0?+
α ?

−
α .

Then the following map defines an irreducible integrable highest weightg�(m|n)̂ -
module of level 1 in eachFs :

eii(z) !→ εi(z) (i = 1, . . . , m), K !→ 1,
eij (z) !→ ?εi−εj (i, j = 1, . . . , m),

ei+m,j+m(z) !→: ϕi(z)ϕj∗(z) : (i, j = 1, . . . , n),
ej+m,i(z) !→ ?−εi (z)ϕ

j (z) (i = 1, . . . , m; j = 1, . . . , n),
ei,j+m(z) !→ ?εi (z)ϕ

j∗(z) (i = 1, . . . , m; j = 1, . . . , n).

Next, we give a standard derivation of a “quasiparticle” character formula for the
g�(m|n)̂-modulesFs , s ∈ Z.

Given a = (a1, . . . , am), b = (b1, . . . , bm) ∈ Zm+ and c = (c1, . . . , cn), d =
(d1, . . . , dn) ∈ Zn+, denote byF(a, b, c, d) the linear span of vectors inF obtained

from the vacuum vector|0〉 by applying all monomials in theψ(i)
k , ψ(i)∗

k , ϕ(i)k , ϕ(i)∗k

which containa1 factors of the formψ(1)
k , k ∈ 1

2 + Z, . . . , am factors of the form

ψ
(m)
k , b1 factors of the formψ(1)∗

k , . . . , bm factors of the formψ(m)∗
k , c1 factors of the
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form ϕ
(1)
k , . . . , dn factors of the formϕ(n)∗k . These states lie inFs iff the following

condition holds:

|a| − |b| + |c| − |d| = s, (3.11)

where|a| = ∑
ai , etc.

It is clear that the state of minimal energy inF(a, b, c, d) is (up to a constant factor)
the following vector:

v(a, b, c, d) = (ψ
(1)
−(a1− 1

2 )
. . . ψ

(1)
− 3

2
ψ

(1)
− 1

2
) . . . (ψ

(m)

−(am− 1
2 )
. . . ψ

(m)

− 1
2
)

× (ψ
(1)∗
−(b1− 1

2 )
. . . ψ

(1)∗
− 1

2
) . . . (ψ

(m)∗
−(bm− 1

2 )
. . . ψ

(m)∗
− 1

2
)

× (ϕ
(1)
− 1

2
)c1 . . . (ϕ

(n)

− 1
2
)cn(ϕ

(1)∗
− 1

2
)d1 . . . (ϕ

(n)∗
− 1

2
)dn |0〉.

All other basis elements fromF(a, b, c, d) are obtained fromv(a, b, c, d) by adding to
the lower indices of the factors arbitrary non-negative integers. Hence we have (since
weight|0〉 = �0):

chF(a, b, c, d) = eweight(v(a,b,c,d))/$(q), where (3.12a)

$(q) = (q)a1 . . . (q)am(q)b1 . . . (q)bm(q)c1 . . . (q)cn(q)d1 . . . (q)dn . (3.12b)

Here and further we use the usual notation and assumptions:

(q)a = (1 − q) . . . (1 − qa), q = e−δ and|q| < 1.

Noticing that

weight(ψ(i)
k ) = εi + kδ, weight(ψ(i)∗

k ) = −εi + kδ, (3.13)

weight(ϕ(i)k ) = εm+i + kδ, weight(ϕ(i)∗k ) = −εm+i + kδ,

we obtain from (3.11) and (3.12) the “quasiparticle” character formula forFs :

chFs = e�0
∑

a,b∈Zm+n+|a|−|b|=s

e
∑m+n

i=1 (ai−bi )εi q
1
2

∑m
i=1(a

2
i +b2

i )+ 1
2

∑m+n
i=m+1(ai+bi )

$m+n
i=1 (q)ai (q)bi

. (3.14)

Another formula, which we call a theta function type character formula, is derived
as follows. Let

chF =
∑
s∈Z

zschFs.

Using (3.3) and (3.13), we obtain:

chF = e�0$∞
k=1

$m
i=1(1 + zeεi qk−1/2)(1 + z−1e−εi qk−1/2)

$n
j=1(1 − zeεm+j qk−1/2)(1 − z−1e−εm+j qk−1/2)

. (3.15)

In order to compute the coefficient ofzs , we use the Jacobi triple product identity

$∞
k=1(1 + zqk− 1

2 )(1 + z−1qk− 1
2 ) = 1

ϕ(q)

∑
m∈Z

zmq
1
2m

2
, (3.16)
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and also the following well-known identity which can be derived from the super boson-
fermion correspondence [K4]:

$∞
k=1(1 + zqk− 1

2 )−1(1 + z−1qk− 1
2 )−1 = 1

ϕ(q)2

∑
m∈Z

(−1)m
q

1
2m(m+1)

1 + zqm+ 1
2

(3.17)

= ϕ(q)−2

 ∑
m,k≥0

−
∑

m,k<0

 ((−1)m+kzkq
1
2m(m+1)+(m+ 1

2 )k).

Here and further

ϕ(q) = $∞
j=1(1 − qj ).

Substituting (3.16) and (3.17) in (3.15), we get:

chF = e�0

ϕ(q)m+2n

∑
k∈Zm

 ∑
p1,a1≥0

−
∑

p1,a1<0

 . . .

 ∑
pn,an≥0

−
∑

pn,an<0


(−1)|r|z|k|+|p|e

∑
i ki εi+

∑
j pj εm+j q

1
2

∑
i k

2
i + 1

2

∑
j (aj (aj+1)+pj (aj+1/2))

,

wherek = (k1, . . . , km) ∈ Zm, p = (p1, . . . , pn), a = (a1, . . . , an) ∈ Zn, and
|k| = ∑

i ki .
The coefficient ofzs is a rather complicated expression forchFs , which, after letting

r = p + a ∈ Zn, can be written as follows:

chFs = e�0+sε1qs
2/2

ϕ(q)m+2n

∑
k∈Zm−1

 ∑
r1≥p1≥0

−
∑

r1<p1<0

 . . .

 ∑
rn≥pn≥0

−
∑

rn<pn<0

 (−1)|r+p|

e
∑

i ki (εi−ε1)+∑j pj (εm+j−ε1)q
1
2 |k|2+ 1

2

∑
i k

2
i + 1

2

∑
j rj (rj+1)+∑i<j pipj+|k||p|−s(|k|+|p|)

,

(3.18)

wherek = (k2, . . . , km) ∈ Zm−1, p, r ∈ Zn.
We rewrite (3.18) using translation operatorstα, α ∈ h∗, defined by(λ ∈ ĥ∗):

tα(λ) = λ + (λ|δ)α − (1
2(α|α)(λ|δ) + (λ|α))δ. (3.19)

LetM# = ∑m−1
i=1 Zαi ; recall thatM# acts on̂h∗ viaα !→ tα and the image of this action

is the translation subgroup of the Weyl group ofs�(m)̂. It is straightforward to show
that (3.18) can be rewritten as follows:

chFs = 1

ϕ(q)m+2n

 ∑
r1≥p1≥0

−
∑

r1<p1<0

 . . .

 ∑
rn≥pn≥0

−
∑

rn<pn<0


(−1)|r|+|p|q

1
2

∑
j rj (rj+1)+∑i<j pipj−|p|+as

∑
α∈M#

e
tα(�(s)−∑n

j=1 pj (ε1−εm+j )),

(3.20)
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where�(s) is the weight of|s〉 andas = s(rn−pn+1)+|p| if s ≤ 0, = 0 if 0 < s ≤ m,
and= (s − m)(r1 − p1) if s ≥ m.

In the casen = 1 formula (3.18) can be simplified by making use of the following
lemma.

Lemma 3.1. Let a, b ∈ Z. Then (j, k, n ∈ Z):

(a) (
∑

k≥j≥a −∑
k<j<a)(−1)j+kxj qbkqk(k+1)/2

= x
1+x

ϕ(q)$∞
n=1(1 + x−1qn−b−1)(1 + xqn+b).

(b) $∞
n=1(1+x−1qn−b−1)(1+xqn+b) = x−bq−b(b+1)/2$∞

n=1(1+x−1qn−1)(1+xqn)

= x−b−1q−b(b+1)/2$∞
n=1(1 + x−1qn)(1 + xqn−1).

Proof. If k ≥ a (resp.k < a), we have:

k∑
j=a

(−1)j+kxj (resp. −
a−1∑

j=k+1

(−1)j+kxj ) = xk+1 − (−1)kxa

1 + x
.

Hence the LHS of (a) is equal to

1

1 + x

∑
k∈Z

xk+1qbk+k(k+1)/2 − xa

1 + x

∑
k∈Z

(−1)kqbk+k(k+1)/2.

Noticing that the second summand is zero and applying to the first summand the Jacobi
triple product identity (3.16), we obtain (a). In the proof of (b) we assume thatb > 0,
the caseb < 0 being similar:

$∞
n=1(1 + x−1qn−b−1) = $m≥1−b(1 + x−1qm−1)

= $∞
m=1(1 + x−1qm−1)$0

m=1−b(1 + x−1qm−1).

The second product on the RHS is equal to

$b
n=1(1 + x−1q−n) = $b

n=1x
−1q−n(1 + xqn) = x−bq−b(b+1)/2$b

n=1(1 + xqn).

Next, we have:

$∞
n=1(1 + xqn+b) = $∞

m=1+b(1 + xqm) = $∞
m=1(1 + xqm)/$b

m=1(1 + xqm).

These equalities prove (b).��
Let nown = 1. Then (3.18) reads:

chFs = e�0+sε1qs
2/2

ϕ(q)m+2

∑
k∈Zm−1

ψ(k)e
∑

i ki (εi−ε1)q
1
2 |k|(|k|−2s)+ 1

2

∑
i k

2
i , (3.21)

where

ψ(k) =
 ∑

t≥j≥0

−
∑

t<j<0

 (−1)j+t
(
q |k|−seεm+1−ε1

)j
qt (t+1)/2.
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By Lemma 3.1a forx = q |k|−seεm+1−ε1, b = 0, we have:

ψ(k) = q |k|−seεm+1−ε1ϕ(q)

1 + q |k|−seεm+1−ε1
$∞

n=1

(
1 + eε1−εm+1qn−|k|+s−1

) (
1 + eεm+1−ε1qn+|k|−s

)
.

By Lemma 3.1b forx = eεm+1−ε1, b = |k| − s, we rewrite this as follows:

ψ(k) = x−bq−b(b−1)/2ϕ(q)

1 + qbx
$∞

n=1(1 + x−1qn)(1 + xqn−1).

Substituting this in (3.21), we obtain:

chFs = e�0+sεm+1q− s
2

ϕ(q)m+1 $∞
n=1(1 + eε1−εm+1qn)(1 + eεm+1−ε1qn−1) (3.22)

×
∑

k∈Zm−1

e
∑m

i=2 ki (εi−εm+1)

1 + q |k|−seεm+1−ε1
q

1
2

∑m
i=2 ki (ki+1).

This formula agrees with the one obtained in [KL] (see also [K4]) forg�(1|1)̂.
In the next section we use this formula in the casem ≥ 2 in order to derive character

formulas for all integrable level 1s�(m|1)̂-modules in terms of the theta function and
the (multivariable) Appell’s functions, and to obtain their high temperature asymptotics.

4. Theta Function Type Character Formula for Integrable Level 1
s�(m|1)̂-Modules and Appell’s Function

Recall that Appell’s function is defined by the following series (cf. [A] and [P]):

A(x, z, q) =
∑
k∈Z

q
1
2k

2
zk

1 + xqk
,

which converges to a meromorphic function in the domainx, z, q ∈ C, |q| < 1. The
classical theta function in one variable is a special case of this function:

A(z) ≡ A(z; q) = A(0, z, q).

Note that by (3.16) we have a product expansion:

A(zq1/2; q) = ϕ(q)$∞
k=1(1 + zqk)(1 + z−1qk−1). (4.1)

We shall need also the following multivariable generalization of Appell’s function.
LetB be anN × N symmetric matrix such that ReB is positive definite and let� be a
linear function ofCN . We define the series

AB,�(x; z1, . . . , zN ; q) =
∑
k∈ZN

q
1
2k

T Bkz
k1
1 . . . z

kN
N

1 + xq�(k)
,

which converges to a meromorphic function provided that|q| < 1. Again, lettingx = 0,
we get the multivariable theta function.
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Consider now theg�(m|1)̂-modulesFs , s ∈ Z, and assume in this section that
m ≥ 2. We have (see Remark 3.2):

�(s) =
�s − s

2δ if 0 ≤ s ≤ m

−(s − m)�0 + (1 + s − m)�m − s
2δ if s ≥ m

(1 − s)�0 + s�m + s
2δ if s ≤ 0

.

Form ≥ 2, we have:g�(m|1)̂ = s�(m|1)̂+ g�(1)̂ (sum of ideals), hence:

chFs = chL(�(s))ϕ(q)
−1,

whereL(�(s)) denotes the irreducibles�(m|1)̂-module with highest weight�(s).
Hence formula (3.22) gives us the following expression forchL(�(s)) in terms of the
theta functionA(z; q) (we use (4.1)) and the (multivariable) Appell’s function:

chL(�(s)) = e�0+sεm+1q− s
2

ϕ(q)m+1 A(z1q
1
2 ; q)AI,�(z

−1
1 q−s; z2q

1
2 , . . . , zmq

1
2 ; q), (4.2)

wherezi = eεi−εm+1 (i = 1, . . . , m), B = I is the(m − 1) × (m − 1) identity matrix
and�(k) = ∑

i ki , k ∈ Zm−1. (Note that in the simplest casem = 2 we get in this
expression the classical Appell’s function.)

Next, we derive yet another character formula for thes�(m|1)̂-moduleL(�0) in
the casem ≥ 2, in terms of classical theta functions and certain “half” modular forms.
We use for this (3.20) forn = 1:

chL(�0) = 1

ϕ(q)m+1

 ∑
r≥p≥0

−
∑

r<p<0

 ∑
α∈M#

(−1)r+petα(�0−p(ε1−εm+1))q
1
2 r(r+1).

(4.3)

Introduce the following elements ofM#:

βk = kε1 −
k∑

i=1

εi, k = 1, . . . , m,

and the elementµ = εm+1 − 1
m
(ε1 + · · · + εm) ∈ h∗, which is orthogonal toM#. The

even part ofs�(m|1)̂ is a sum of idealss�(m)̂ and(Cµ)̂.
Write p = jm − k, wherej ∈ Z, 1 ≤ k ≤ m and note that

�0 − p(ε1 − εm+1) + jβm − βk = �̇k + pµ, (4.4)

where�̇k denote fundamental weights ofs�(m)̂ and we identify�̇m with �̇0. Adding
to α the elementjβm − βk in (4.3), and using (4.4), we rewrite (4.3) as follows:

chL(�0) = 1

ϕ(q)m+1

m∑
k=1

( ∑
j,r∈Z

r+k≥jm
j>0

−
∑
j,r∈Z

r+k<jm
j≤0

)

(−1)r+k+jm
∑
α∈M#

etα(�̇k)+(jm−k)µq
r(r+1)

2 − (jm−k)(jm−k−j)
2 − k(j−1)

2 .
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Denoting byL̇(�̇, a) the irreducibles�(m)̂ + (Cµ)̂-module with highest weight
�̇ + aµ, and recalling that ([K3], Proposition 12.13):

chL̇(�̇k, a) = 1

ϕ(q)m

∑
α∈M#

etα(�̇k)+aµ, (4.5)

we obtain:

chL(�0) =
m∑
k=1

∑
p∈Z

p+k|m

bk,p(q)chL̇(�̇k, p), (4.6)

where

bk,p(q) = q(
1
2− 1

2m )p2+ 1
2mk2+ 1

2k

ϕ(q)

×
∑
r≥p

(−1)r−pq
1
2 r(r+1)(resp. ×

∑
r<p

(−1)r−p−1q
1
2 r(r+1)),

if p ≥ 0 (resp.p < 0).
Thus, the branching functionsbk,p(q) are “half” modular functions, in a sharp con-

trast with the case of affine Lie algebras [K3]. Recalling that the series
∑

α∈M# etα(�)

converges to a classical theta function [K3], we see that the character of the “basic”
s�(m|1)̂-module is a finite linear combination of classical theta functions with coeffi-
cients “half” modular functions.

The basic specialization of (3.22) gives the specialized character formulas for
s�(m|1)̂-modulesL(�(s)):

trL(�(s))q
L0 = 2q− s

2
ϕ(q2)2

ϕ(q)m+2

∑
k∈Zm−1

q
1
2

∑
i ki (ki+1)

1 + q |k|−s
, (4.7)

where, as before,|k| = ∑
i ki . In the remainder of this section we discuss asymptotics

of (4.7).
Given a positive definite quadratic formB(x) on RN , an affine linear function�(x)

onRN and an elementα of RN , consider the following series, whereq = e2πiτ :

fB,�,α(τ ) =
∑

γ∈ZN+α

q
1
2B(γ )

1 + q�(γ )
.

This series converges on the upper half plane Imτ > 0 to a specialization of the
multivariable Appell’s function. From the transformation properties of theta series one
gets (see e.g. [K3]):

fB,0,α(iβ) = 1

2
(detB)−1/2β−N/2 + o(β) asβ → 0 (Re β > 0). (4.8)

In order to get the asymptotics of the functionsfB,�,α(τ ), let

f±
B,�,α(τ ) = 1

2

∑
γ∈ZN+α
±�(γ )>0

q
1
2B(γ ).
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It is easy to derive from (4.8) by induction onn the following asymptotics:

f±
B,�,α(iβ) = 1

4
(detB)−1/2β−N/2 + p±(β−1/2) + o(β), (4.9)

asβ → 0, β ∈ R+, wherep±(x) is a polynomial inx of degree strictly less thanN .
The idea of the following lemma is due to A. Polishchuk.

Lemma 4.1. |fB,�,α(iβ) − fB,0,α(iβ)| < p(β−1/2) for β ∈ R,0 < β < a, where a is
a positive number and p(x) is a polynomial in x of degree strictly less than N .

Proof. Let g(β) = fB,�,α(iβ) − fB,0,α(iβ). We have:g(β) = g+(β) − g−(β), where

g±(β) =
∑

γ∈ZN+α
±�(γ )>0

e−πβB(γ ) 1 − e∓2πβ�(γ )

1 + e∓2πβ�(γ )
.

Furthermore, we have:

0 ≤ g±(β) ≤
∑

γ∈ZN+α
±�(γ )>0

e−πβB(γ ) −
∑

γ∈ZN+α
±�(γ )>0

e−πβ(B(γ )±2�(γ )).

The first sum on the right is justf±
B,�,α(iβ), which has asymptotics (4.9). But the second

sum on the right has asymptotics of this form too since it can be written as a product
of a power ofq and a functionf±

B,�′,α(iβ) for some other affine linear function�′, by
“completing the squares”. The lemma is proved.��

We shall writef (τ) ∼ g(τ) if lim β→0
β∈R+

f (iβ)/g(iβ) = 1. Lemma 4.1 and (4.8)

imply:

fB,�,α(τ ) ∼ 1

2
(detB)−1/2β−N/2. (4.10)

Since

η(τ) ∼ β−1/2e−π/12β, (4.11)

we deduce from (4.10) and (4.7) the following asymptotics along the imaginary axis
τ = iβ, β ∈ R+:

trL(�(s))q
L0 ∼ 1

2
β

1
2 e

π
12β (m+1)

. (4.12)

5. A Weyl Type Character Formula for Integrable Level 1 g�(m|n)̂-Modules

In this section we derive a Weyl type character formula (5.12) for principal integrable
level 1-modules overg�(m|n)̂ provided thatm ≥ n. We use for that formula (3.15)
for chF and the denominator identity fors�(m + 1|n)̂. In order to compare these two
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formulas, we consider the labelings of simple roots ofg�(m|n)̂ ands�(m + 1|n)̂
given below:

✘✘✘✘✘✘✘✘


0⊗

© © © ⊗ ©· · · · · ·
1 2 m − 1 m m + n − 1

✘✘✘✘✘✘✘✘


0⊗

© © © · · · © ⊗ · · · ©
∗ 1 2 m − 1 m m + n − 1

Putting

z = −e−ε1q− 1
2y andy = e−α∗ , (5.1)

we can rewrite formula (3.15) as follows:

e−�0chF = $∞
k=1

$m−1
i=0 (1−eα∗+α1+···+αi qk)(1−e−α∗−α1−···−αi qk−1)

$n−1
j=0(1+e

α∗+α1+···+αm+j qk)(1+e
−α∗−α1−···−αm+j qk−1)

. (5.2)

Denote byW# (resp.W̃#) the subgroup of the Weyl group ofg�(m|n) (resp.s�(m+
1|n)) generated by reflectionsrα in rootsα = α1, . . . , αm−1 (resp.α∗, α1, . . . , αm−1)
and byM# (resp.M̃#) the groups generated by translationstα in integral linear combi-
nations of these roots. Letρ̃ denote a Weyl vector fors�(m+1|n)̂ and letR denote the
denominator forg�(m|n)̂. It is clear by (5.2) that the denominatorR̃ of s�(m+ 1|n)̂
is given by

R̃ = e−�0RchF. (5.3)

In order to write down the denominator identity fors�(m + 1|n)̂, introduce the
rootsβij = αi + αi+1 + · · · + αj , 1 ≤ i ≤ j ≤ m + n − 2 (hereβii = αi), and let
βi = βm−n+i,m+i−1, i = 1, . . . , n. Let

ρ̃′ = ρ̃ +
∑

m−n+2≤i≤m≤j≤m+n−2
j−i≤n−2

βij . (5.4)

Then the denominator identity fors�(m + 1|n)̂ looks as follows:

e−�0eρ̃
′
RchF =

∑
w∈W̃#�M̃#

ε(w)w
eρ̃

′

$n
j=1(1 + e−βj )

. (5.5)

This identity can be derived from the denominator identity given in [KW] by making
use of odd reflections as follows.
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The denominator identity fors�(m + 1|n)̂ in [KW] is given for the choice of the
set of simple roots with a maximal number of grey nodes:

✘✘✘✘✘✘✘✘✘✘✘


0⊗

© © © ⊗ ⊗ ⊗· · · · · ·
2n − 1

︸ ︷︷ ︸
Let γ1, . . . γn be the (unique subset) of the set of simple roots withoutα0 such that
(γi |γj ) = 0 for all i, j , and letρ̃′′ be its Weyl vector. Then the identity reads:

eρ̃
′′
R̃ =

∑
w∈W̃#�M̃#

ε(w)w
eρ̃

′′

$n
j=1(1 + e−γj )

. (5.6)

In order to derive (5.5) from (5.6), we apply a sequence of odd reflections which trans-
forms the initial diagram with two grey nodes to the above final diagram with 2n grey
nodes. In order to explain this sequence, denote by$(i,j) a set of simple roots containing
βi,m+j and by$(i,j+1) the set of simple roots obtained from it by the odd reflection in
βi,m+j . Denoting by$̃ and$̃′ the initial and the final sets of simple roots, we have the
following sequence:

$̃ = $(m,0) → $(m,1) → · · · → $(m,n−2) → $(m,n−1)

= $(m−1,0) → $(m−1,1) → · · · → $(m−1,n−2)

= $(m−2,0) → $(m−2,1) → · · ·$(m−2,n−3)

= $(m−3,0) → $(m−3,1) → · · ·
· · · = $(m−n+2,0) → $(m−n+2,1) = $̃′.

Using Lemma 1.3, one sees thatρ̃′ and ρ̃ are related by formula (5.4) and using
Lemma 1.4a, we see that

�′
0 = �0. (5.7)

Using the decompositions

W̃# = W# � (�m−1
j=0 W

#rα∗+α1+···+αj ) andM̃# = Zα∗ + M#,

we obtain from (5.5):

e−�0RchF = I0 −
m−1∑
i=0

IIi, (5.8)

where

I0 = e−ρ̃′ ∑
k∈Z

∑
α∈M#

∑
w∈W#

ε(w)tkα∗ tαw
eρ̃

′

$n
j=1(1 + e−βj )

,

IIi = e−ρ̃′ ∑
k∈Z

∑
α∈M#

∑
w∈W#

ε(w)tkα∗ tαwrα∗+α1+···+αi

eρ̃
′

$n
j=1(1 + e−βj )

.
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In order to computechL(�0) of theg�(m|n)̂-moduleL(�0) we compare the con-
stant terms (i.e.,y0-terms) in the decomposition of both sides of (5.8) as the series in
powers ofy.

We will show that

constant term ofIIi = 0 for all i, (5.9)

constant term ofI0 =
∑

w∈W#�M#

ε(w)w
eρ̃

′

$n
j=1(1 + e−βj )

. (5.10)

Using thatρ̃′ when restricted to the Cartan subalgebra ofg�(m|n)̂ coincides with
�0 +ρ′, whereρ′ is related to the Weyl vectorρ of g�(m|n)̂ by (5.4) with∼ removed,
we obtain from (5.5), (5.9) and (5.10):

eρ
′
RchL(�0) =

∑
w∈W#�M#

ε(w)w
e�0+ρ′

$n
j=1(1 + e−βj )

. (5.11)

Applying to this formula odd reflections as above, we obtain an equivalent character
formula for the choice of the diagram with 2n grey nodes as above (whereρ is a Weyl
vector for this choice of the diagram):

eρRchL(�0) =
∑

w∈W#�M#

ε(w)w
e�0+ρ

$n
j=1(1 + e−αm−n+2j−1)

. (5.12)

The proof of (5.9) and (5.10) is straightforward, and we explain it in the casen = 1.
We have:

e−ρ̃ t−kα∗rα∗+α1+···+αm−1

(
eρ̃

1 + e−αm

)
= e−mkα∗e−m(α∗+α1+···+αm−1)qk

2m−k+mk

1 + e−(α∗+α1+···+αm)qk
.

Hence:

e−ρ̃
∑
k∈Z

t−kα∗rα∗+α1+···+αm−1

(
eρ̃

1 + e−αm

)
=
∑

k,s≥0

−
∑
k,s<0

 (−1)sym(k+1)+s(. . . ),

where(. . . ) doesn’t involvey. But the constant term of the last expression is 0 since
m(k + 1)+ s > 0 if k, s ≥ 0 andm(k + 1)+ s ≤ s < 0 if k, s < 0. Thus, constant term
of IIm−1 = 0. Furthermore, we have for 0≤ i ≤ m − 2:

e−ρ̃ tkα∗rα∗+α1+···+αi

eρ̃

1 + e−αm
= y−mk+i+1(. . . ).

Since−mk + i + 1 �= 0 if 0 ≤ i ≤ m− 2, we see that constant term ofIIi is 0 for all i.
Finally:

e−ρ̃ tkα∗
eρ̃

1 + e−αm
= y−mk qk

2m+k

1 + e−αm
,

hence the constant term of this expression is equalδk,0(1 + e−αm)−1, which proves
(5.10).
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Using odd reflections one may derive from (5.11) or (5.12) the Weyl-type character
formulas for all other level 1 principal integrable modules. For example, in the case
ĝ = s�(m|1)̂, we letk = mj + s ∈ Z+, wherej ∈ Z+ and 0≤ s ≤ m − 1; then

eρRch((k + 1)�0 − k�m) =
∑
w∈Ŵ

ε(w)w
e�+ρ

1 + e−jδ−αm−s−...−αm
, (5.13)

eρRch(−k�0 + (k + 1)�m) =
∑
w∈Ŵ

ε(w)w
e�+ρ

1 + e−jδ−α0−...−αs
, (5.14)

and for 1≤ j ≤ m − 1 we have:

eρRch(�j ) =
∑
w∈Ŵ

ε(w)w
e�j+ρ

1 + e−αm
. (5.15)

6. Classification of Integrable Highest Weight Modules over Affine Superalgebras

In this section we consider affine superalgebras of typeA(m, n)̂, B(m, n)̂, C(n)̂,
D(m, n)̂, D(2,1; a)̂, F(4)̂, G(3)̂. We shall exclude from consideration the well
understood case ofB(0, n)̂ (see [K2] and Sect. 9.5). In all cases except forA(n, n)̂
these are the affine superalgebrasĝ defined by (0.1), (0.2) forg = A(m, n)(m �=
n), B(m, n), C(n),D(m, n),D(2,1; a), F (4)andG(3) respectively (see [K1] for a con-
struction of the simple finite-dimensional Lie superalgebrasg). In theA(n, n)̂ case it
is more convenient to takeg = s�(n+ 1|n+ 1) in order not to lose the most interesting
modules. The Lie superalgebrag carries a unique, up to a constant factor, non-zero in-
variant bilinear form(.|.). This form extends tôg by formula (0.3)and it is normalized
by the values of(αi |αi), given in Table 6.1 (see below).

It is convenient to depict Cartan matrices of affine (super)algebras by (generalized)
Dynkin diagrams (cf. [K1]). We shall assume that the diagonal entries of a Cartan matrix
Â are always 2 or 0 (one can achieve this by rescaling simple coroots). The Dynkin
diagram ofÂ is a graph whose nodes label the index setÎ = {0,1,2, . . . } and are of
the form 0,⊗ or • corresponding to casesaii = 2, i �∈ Î1; aii = 0 (theni ∈ Î1); and

aii = 2, i ∈ Î1, respectively. These nodes are called white, grey and black respectively,
so that̂I1 consists of non-white nodes. We letI = Î\{0}, I1 = Î1\{0}. As usual,I labels
simple rootsα1, α2, . . . of g, I1 labels odd simple roots ofg, andα0 = δ − θ , where
θ is the highest root ofg. In the casesaij = aji = 0, i �= j , theith andj th nodes are
not connected. In the casesaii = ajj = 2, i �= j , the nodes are, as usual, connected by
|aij aji | edges with an arrow pointing toj th node if|aji | > 1. In the remaining cases the
nodes are joined as follows:

⊗ − © =
(

0 a

−1 2

)
, ⊗ ⇒ © =

(
0 a

−2 2

)
= ⊗ ⇒ •,

⊗ − ⊗ =
(

0 a

b 0

)
, © ⇒ • =

(
2 −1

−2 2

)
.

In Table 6.1 below we list the Dynkin diagrams of the symmetrizable Cartan matrices
of the affine Lie superalgebraŝg under consideration. The labels against the nodesi are
(αi |αi), and the labels against the edges connectingi and j are (αi |αj ). Recall that
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α∨
i = 2αi/(αi |αi) if aii �= 0; we letα∨

i = αi if aii = 0. We also give the coefficients
of the decomposition of the rootδ in terms of simple roots. The nodes are numbered by
Î = {0,1, . . . } in increasing order from left to right, except when it is impossible to do,
in which case nodes are numbered by the subscripts of their labels.

Table 6.1.

ĝ Dynkin diagram δ

A(m, n)̂ ✘✘✘✘✘✘✘


0⊗

© © © ⊗ © ©· · · · · ·
21 2 2 0m+1 −2 −2m+n+1

−1 −1 −1 −1 1 1 1

−1 1
m+n+1∑
i=0

αi

B(0, n)̂ −2 −1 −1 −1
©⇒©−©−. . .−©⇒•
4 2 2 2 1

α0 + 2
n∑

i=1

αi

B(m, n)̂ 2 1 1 1 1 −1 −1 −1 −1
©⇒©−©−. . .−©−⊗−©−. . .−©⇒©
−4 −2 −2 −2 0n 2 2 1

α0 + 2
m+n∑
i=1

αi

m > 0

C(n)̂
⊗

−2|�1
1 1 1 2⊗− ©−©−. . .−©⇐©

01 −2 −2 −2 −4n

α0 + α1 + 2
n−1∑
i=2

αi + αn

D(m, n)̂ ©⇒© · · · © ⊗2 1 1 1 −1

−4 −2 −2 0n 2 2 2
© . . . © ©−1

© 2m+n

−1
α0 + 2

m+n−2∑
i=1

αi + αm+n−1 + αm+n

D(2,1; a)̂
22 01 2a3

© ⊗ ©−1 −a

© −2(a + 1)
a + 1

α0 + 2α1 + α2 + α3

F(4)̂ © ⊗ ©⇐,© ©
3
2 − 1

2 −1 −1

−3 0 1 2 2
α0 + 2α1 + 3α2 + 2α3 + α4

G(3)̂ 4
3 − 1

3 −1
©−−⊗−−©�©

− 8
3 0 2

3 2

α0 + 2α1 + 4α2 + 2α3

Remark 6.1. Recall the definition of the orthosymplectic Lie subalgebraosp(M|N)

[K1]. Let V = V1̄ ⊕ V0̄ be a superspace, where dimV1̄ = M,dimV0̄ = N , and let
(.|.) be a non-degenerate bilinear form onV such that(V0̄|V1̄) = 0, the restriction
of (.|.) to V1̄ is symmetric and toV0̄ is skewsymmetric, so thatN = 2n is even; let
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m = [M/2]. Then(α = 0,1):

osp(M|N)ᾱ = {a ∈ g�(M|N)ᾱ|(a(x)|y) + (−1)αp(x)(x|a(y)) = 0, x, y ∈ V }.
For the definition in a matrix form, consider the following(M+N)×(M+N)matrices:

C =
(
C1 0
0 C2

)
, F =

(
IM 0
0 −IN

)
,

whereC1 (resp.C2) is aM×M (resp.N×N ) symmetric (resp. skewsymmetric) matrix.
Then

osp(M|N)ᾱ = {a ∈ g�(M|N)ᾱ|FαaᵀC + Ca = 0}, α = 0,1.

Recall thatB(m, n) = osp(2m+1|2n),C(n) = osp(2|2n)andD(m, n) = osp(2m|2n).
The invariant bilinear form onosp(M|N) that is used in Table 6.1 and throughout the
paper is

(a|b) = 1
2 strab.

Table 6.2.

g g0̄ g g0̄

A(m, n) Am + An + C D(2,1; a) D2 + A1

C(n) C + Cn F(4) B3 + A1

B(m, n) Bm + Cn G(3) G2 + A1

D(m, n) Dm + Cn

The even partsg0̄ of the Lie superalgebrasg are listed in Table 6.2. In the case of
D(2,1; a), the subalgebraD2 corresponds toα2 andα3 (see Table 6.1). We denote by
g′̄

0
(resp.g′′̄

0
) the first (resp. second) non-zero summand ofg0̄ in the decomposition of

Table 6.2. Note that the invariant bilinear form(.|.) (which can be read off from Table 6.1)
is normalized in such a way that it is positive definite ong′̄

0
and negative definite ong′′̄

0
(except that forD(2,1; a) we should assume thata ∈ R>), and the maximal square
length of a root is 2, except for the casesB(1, n) when it is 1 andD(2,1; a) when it is
max(2,2a). If the Killing form on g is non-degenerate, then the form(.|.) is a positive
(resp. negative) multiple of the Killing form, in the casesg ∼= s�(m|n) with m > n,
osp(m|n) with m > n + 2, F(4) andG(3) (resp.s�(m|n) with m < n andosp(m|n)
with m < n + 2).

An irreducible highest weight module overĝ is calledprincipal (resp.subprincipal)
integrable module if it is integrable with respect tôg′̄

0
(resp. ĝ′′̄

0
) and locally finite

with respect tog (cf. Definition 0.1). As we shall see, the non-trivial principal (resp.
subprincipal) highest weight modules have positive (resp. negative) level, except for the
caseŝg = A(0, n)̂ andC(n)̂ (resp.A(n,0)̂). It is easy to see that in these cases the
only conditions of integrability areki ∈ Z+ if i ∈ I\I1; we shall exclude these cases
from further considerations.

Let θ ′ be the highest root ofg′̄
0
; in casesD(2, n) andD(2,1; a), which are the only

cases wheng′̄
0

is not simple, we have:g′̄
0

= A1+A1, and the highest roots areθ ′+ = αn+1
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andθ ′− = αn+2 (wheren = 1 for D(2,1; a)). The rootθ ′ (resp. rootθ ′±) gives rise to
a simple rootα′

0 = δ − θ ′ (resp. simple rootsα′
0± = δ − θ ′±) of g′̄

0
. The corresponding

coroot isα′∨
0 = 2α′

0/(α
′
0|α′

0).
In all cases except forA(m, n)̂ andC(n)̂ there is a (unique) simple rootα′′ of

g′′
0 (which is a simple Lie algebra), which is not a simple root ofg [K1]. As we have

seen in Sect. 2, the principal integrability in the case ofA(m, n)̂ follows from local
nilpotency of the root vectorf ′ attached to the root−α′

0. In all other cases one has to
check in addition the local nilpotency of the root vectorf ′′ attached to the root−α′′ (in
order to ensure the local finiteness with respect tog′′̄

0
; that with respect tog′̄

0
follows

automatically from the integrability with respect tôg′̄
0
). For that reason, as we have seen

in Sect. 1, it is important to introduce the following numbers, whereρ is a Weyl vector
for ĝ:

b′ = −〈ρ, α′∨
0 〉, b′± = −〈ρ, α′∨

0±〉, b′′ = −〈ρ, α′′∨〉.
The values of the numbersb′ andb′± (resp.b′′) are given in Table 6.3 (resp. 4), the first
line forD(2, . . . )̂ in Table 6.3 being forb′+ and the second forb′−. Table 6.3 contains
also the formula for thepartial levels (k′± being on the same line asb′±)

k′ = 〈�,α′∨
0 〉, k′± = 〈�,α′∨

0±〉,
and the levelk = 〈�,K〉 of a weight� in terms of its labelski andk′, k′±. Table 6.4
contains also a formula for

k′′ = 〈�,α′′∨〉
and the levelk in terms of theki andk′′.

Theorem 6.1. For an affine superalgebra from Table 6.1 (recall thatA(0, n)̂,B(0, n)̂
andC(n)̂ are excluded) the labels {ki}i=Î of the highest weight of a principal integrable
irreducible highest weight module L(�) are characterized by the following four series
of conditions:

(1) ki ∈ Z+ if i ∈ I\I1,
(2) k′ (resp. k′± in case D(2, . . . )̂ ) ∈ Z+, k′′ ∈ Z+ (see Tables 6.3 and 6.4),
(3) if k′ (resp. one of the k′±) ≤ b′ (see Table 6.3), there are the supplementary conditions:

A(m, n)̂,m ≥ 1: there exists s ∈ Z+, s ≤ k′, such that:

km+1 = km+2 + · · · + km+1+s + s, km+s+2 = · · · = km+s+1+n−k′ = 0,

B(m, n)̂, m ≥ 2, and D(m, n)̂,m ≥ 3: one of the four possibilities hold:
(i) there exist r, s ∈ Z+, r < s, such that

k′ = r + s, kj = 0 for r + 1 ≤ j ≤ m + n and j �= s, ks = 1,

(ii) there exist r, s ∈ Z+, r ≤ s, such that

k′ = r + s, kj = 0 for r + 1 ≤ j ≤ m + n, kr �= 0,
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Table 6.3.

ĝ k′ b′ k

A(m, n)̂ k0 + km+1 −
m+n+1∑
i=m+2

ki n k′ +
m∑
i=1

ki

(m ≥ 1)

B(1, n)̂ 4kn + kn+1 − 4
n−1∑
i=0

ki 4n − 1 1
2(k

′ + kn+1)

B(m, n)̂ 2kn + kn+1 − 2
n−1∑
i=0

ki 2n − 1 k′ + kn+1 + 2
n+m−1∑
i=n+2

ki + kn+m

(m ≥ 2)

D(2, n)̂ 2kn + kn+1 − 2
n−1∑
i=0

ki 2n − 1 k′+ + kn+2

2kn + kn+2 − 2
n−1∑
i=0

ki 2n − 1 k′− + kn+1

D(m, n)̂ 2kn + kn+1 − 2
n−1∑
i=0

ki 2n − 1 k′ + kn+1 + 2
m+n−2∑
i=n+2

ki + kn+m−1 + kn+m

D(2,1; a)̂ −(a + 1)k0 + 2k1 + ak3 1 k′+ + k2

a−1(−(a + 1)k0 + 2k1 + k2) 1 a(k′− + k3)

F (4)̂ − 3
2k0 + 2k1 + 1

2k2 1 k′ + k2 + 2k3 + k4

G(3)̂ − 4
3k0 + 2k1 + 1

3k2 1 k′ + k2 + k3

Table 6.4.

ĝ k′′ b′′ k

B(m, n)̂,m ≥ 1 −kn −
n+m−1∑
i=n+1

ki − 1
2km+n m − 1

2 −2(k′′ +
n−1∑
i=0

ki )

C(n)̂ − 1
2(k0 + k1) 0 −2(k′′ +

n∑
i=2

ki )

D(m, n)̂ −kn −
n+m−2∑
i=n+1

ki − 1
2(km+n−1 + km+n) m − 1 −2(k′′ +

n−1∑
i=0

ki )

D(2,1; a)̂ −(a + 1)−1(2k1 + k2 + ak3) 1 −(a + 1)(k′′ + k0)

F (4)̂ − 4
3k1 − k2 − 4

3k3 − 2
3k4 3 − 3

2(k
′′ + k0)

G(3)̂ − 3
2k1 − k2 − 3

2k3
5
2 − 4

3(k
′′ + k0)
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(iii) there exist r ∈ Z+ such that

k′ = n + r, kj = 0 for r + 1 ≤ j ≤ n − 1, kn �= 0, kn + kn+1 + 1 = 0,

(iv) there exist r ∈ Z+ such that

k′ ≥ n + r, kj = 0 for j ≥ r + 1, kr �= 0.

B(1, n)̂: the same as for B(m, n)̂ with m > 1 with the following changes: k′ is
replaced by 1

2k
′ everywhere and kn+1 is replaced by 1

2kn+1 in (iii),

D(2, n)̂: the same as for D(m, n)̂ with m > 2 with the following additions:

k′+ = k′−, kn + kn+2 + 1 = 0 in (iii),

D(2,1; a)̂: one of the four possibilities holds:
(i) k′+k′− = 0, then all ki = 0,
(ii) a ∈ Q>0, a, a−1 �∈ N and one of k′± equals 1, then k′+ = k′− = 1 and one has:
(*) k0 = −(a+1)−1r−1, k1 = −r, k2 = r−1, k3 = a−1r−1 for some r ∈ N∩aN,
(iii) a−1 ∈ N and k′+ = 1, then either (*) holds or k0 = −(a + 1)−1, k1 = k2 =

k3 = 0,
(iv) a ∈ N and k′− = 1, then either (*) holds or k0 = −a(a+1)−1, k1 = k2 = k3 =

0,

F(4)̂: one of the two possibilities holds:
(i) k′ = 0, then all ki = 0,
(ii) k′ = 1, then k0 = −2

3, k1 = k2 = k3 = k4 = 0,

G(3)̂: one of the two possibilities holds:
(i) k′ = 0, then all ki = 0,
(ii) k′ = 1, then k0 = −3

4, k1 = k2 = k3 = 0,

(4) if k′′ ≤ b′′ (see Table 6.4), there are the supplementary conditions:

B(m, n)̂: kj = 0 for all j ≥ n + k′′ + 1,
D(m, n)̂: one of the two possibilities holds:
(i) k′′ ≤ m− 2 and m > 2 (resp. m = 2), then kj = 0 for all j ≥ n+ k′′ + 1 (resp.

j ≥ n),
(ii) k′′ = m − 1, then km+n−1 = km+n,

D(2,1; a)̂: one of the two possibilities holds:
(i) k′′ = 0, then k1 = k2 = k3 = 0,
(ii) k′′ = 1, then a ∈ Q and k2 + 1 = |a|(k3 + 1),

F(4)̂: one of the three possibilities holds:
(i) k′′ = 0, then k1 = k2 = k3 = k4 = 0,
(ii) k′′ = 2, then k2 = k4 = 0,
(iii) k′′ = 3, then k2 = 2k4 + 1,

G(3)̂: one of the two possibilities holds:
(i) k′′ = 0, then k1 = k2 = k3 = 0,
(iii) k′′ = 2, then k2 = 0.
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Proof. In the casêg = A(m, n)̂, the theorem follows from Theorem 2.1. In general,
the proof is based on similar arguments. Below we shall give details in the caseĝ =
B(1, n)̂; in the rest of the cases arguments are the same.

The even part ofB(1, n) is A1 + Cn and its simple roots areαn+1 for A1 and
{α1, α2, . . . , αn−1, α′′ = 2(αn + αn+1)} for Cn. The simple roots of̂A1 are {α′

0 =
δ−αn+1, αn+1}. Due to Lemma 1.5a, the local finiteness (resp. integrability) with respect
to Cn (resp.Â1) implies thatk1, . . . , kn−1, k

′′ ∈ Z+ (resp.kn+1, k
′ ∈ Z+). Hence,

conditions (1) and (2) are necessary. Furthermore, it follows from Proposition 1.2, that
in the casesk′ > b′ = 4n − 1 (resp.k′′ > b′′ = 1

2) the elementf ′ (resp.f ′′) is locally
nilpotent. It remains to show that in the case of inequality

k′ ≤ 4n − 1 (6.1)

the elementf ′ is locally nilpotent iff condition (3) holds, and in the casek′′ = 0, f ′′ is
locally nilpotent iff (4) holds. We shall concentrate on the first claim, the second being
easier (cf. also [K1]).

Introduce the following isotropic roots:

βj =
n∑

i=n−j

αi (j = 0, . . . , n), βn+j = βn +
j∑

i=1

αi (j = 1, . . . , n − 1).

We have:β∨
j = βj for all j , and

(βi |αn+1) = −1 for all i, (βi |βi+1) =
{

1 if 0 ≤ i ≤ n − 2,
2 if i = n − 1. (6.2)

Let $(0) = $, thenβ0 ∈ $(0) and we let$(1) = rβ0$
(0). Similarly β1 ∈ $(1) and

we let$(2) = rβ1$
(1), . . . ,$(2n) = rβ2n−1$

(2n−1). We have:

α′
0 ∈ $(2n), α′∨

0 = 2α′
0. (6.3)

Let�(j) denote the highest weight ofL(�) with respect ton(j)+ . It can be computed by
making use of Lemma 1.4. Introduce the following numbers:

uj = 〈�(j), α′∨
0 〉 (j = 0, . . . ,2n), tj = 〈�(j), βj 〉 (j = 0, . . . ,2n − 1).

Using (6.2),〈�,α′∨
0 〉 = k′ and Lemma 1.4, we get the following recurrent formula for

theuj ’s:

u0 = k′, uj+1 = uj − 2( resp. = uj ) if tj �= 0( resp. = 0). (6.4)

In view of Lemma 1.5, the local nilpotency off ′ follows fromu2n ∈ Z+. This, clearly,
holds ifk′ ≥ 4n (by (6.4)), which again shows that in this case there are no supplementary
conditions.

From now on we may assume thatk′ ≤ 4n− 1. We may also assume that conditions
(1), (2) and (4) hold. We shall derive a recurrent formula for theti . Using that, by
Lemma 1.4,�(i+1) = �(i) − βi (resp.= �(i)) if ti �= 0 (resp.= 0) and thatαn−i−1 ∈
$(i), we obtain:

ti+1 =
{
ti − kn−i−1 − 1 if ti �= 0
ti − kn−i−1 if ti = 0 (0 ≤ i ≤ n − 2) , (6.5a)
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tn = tn−1 − 2k0 − 2 (resp. = tn−1 − 2k0) if tn−1 �= 0 (resp. = 0). (6.5b)

For tj , j ≥ n, the recurrent formula involves numbers

si = (�(n)|αi) for 1 ≤ i ≤ n − 1, sn = (�(n)|αn + αn+1),

which, using the above arguments, can be expressed in terms of the labels of� as
follows:

si =
−ki if tn−i−1tn−i �= 0 or tn−i−1 = tn−i = 0 (1 ≤ i ≤ n − 1),

−ki − 1 if tn−i−1 �= 0, tn−i = 0,
−ki + 1 if tn−i−1 = 0, tn−i �= 0,

(6.6a)

sn = −k′′ + 1(resp. − k′′), wherek′′ = −kn − 1
2kn+1, if kn �= 0 (resp. = 0).

(6.6b)

Then we have(0 ≤ i ≤ n − 1):

tn+i+1 = tn+i + si+1 − 1 (resp.tn+i + si+1) if tn+i �= 0 (resp. = 0), (6.7a)

where we let

t2n = 1
2u2n. (6.7b)

Note thatt0 = kn ≤ 0 since

k′′ = −kn − 1
2kn+1 ∈ Z+ andkn+1 ∈ Z+.

Sinceki ∈ Z+ for i �= 0, n, formulae (6.5) imply

0 ≥ t0 ≥ t1 ≥ · · · ≥ tn−1. (6.8)

Furthermore, we have

tn ≥ tn+1 ≥ · · · ≥ t2n = 1
2u2n . (6.9)

In order to show this, it suffices to prove thatsi ≤ 0, 1 ≤ i ≤ n. But, due to (6.6a),
si > 0 can take place for 1≤ i ≤ n−1 only whentn−i−1 = 0, tn−i �= 0, ki = 0, which
is impossible by (6.5a). Also,sn = −k′′ + 1(resp.−k′′) if kn �= 0 (resp.= 0) cannot
be positive since in this casek′′ = 0, which implies thatkn = 0 (see supplementary
conditions (4)).

Suppose now thatf ′ is locally nilpotent. Thenu2n ≥ 0 (by Lemma 1.5), hence we
have from (6.4):

tj = 0 for some 0≤ j ≤ 2n − 1. (6.10)

Due to (6.10), (6.8) and (6.9), we have the following three possibilities for some
0 ≤ i0 ≤ n − 1 andn ≤ j0 ≤ 2n − 1:

(α) t0 = · · · = ti0 = 0, ti0+1 �= 0, . . . , t2n−1 �= 0,
(β) t0 �= 0, . . . , tj0−1 �= 0, tj0 = · · · = t2n = 0,
(γ ) t0 = · · · = ti0 = 0, ti0+1 �= 0, . . . , tj0−1 �= 0, tj0 = . . . = t2n = 0.
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The possibilities (i), (ii), (iii) and (iv) of the supplementary conditions (3) correspond
respectively to the following cases:

(i) (γ ) wheni0 + j0 < 2n − 1, where we puti0 = n − s − 1, j0 = n + r,
(ii) (γ ) wheni0 + j0 ≥ 2n − 1, where we puti0 = n − r − 1, j0 = n + s,
(iii) (β), where we putj0 = n + r,
(iv) (α), where we puti0 = n − r − 1.

We consider in detail only case (ii), the treatment of all other cases being similar. We
have:

t0 = · · · = tn−r−1 = 0, tn−r �= 0, . . . , tn+s−1 �= 0, tn+s = · · · = t2n−1 = 0

for some integers such that 0≤ r ≤ s ≤ n − 1. Hence, by (6.5a) we have:

kr �= 0, kr+1 = · · · = kn = 0, (6.11)

and, by (6.6a), we have:

si = −ki if i �= r, 1 ≤ i ≤ n − 1, sr = −kr + 1, sn = 0.

The recurrent formulas (6.5) and (6.7) can be now rewritten respectively as follows:

tn−r = −kr ,

tn−r+1 = tn−r − kr−1 − 1,
· · ·
tn−1 = tn−2 − k1 − 1,
tn = tn−1 − 2k0 − 2,
tn+1 = tn − k1 − 1,
· · ·

tn+r−1 = tn+r−2 − kr−1 − 1,
tn+r = tn+r−1 − kr ,

tn+r+1 = tn+r − kr+1 − 1,
· · ·

0 = tn+s = tn+s−1 − ks − 1 + δr,s .

Summing up these equalities, we get: 2
r∑

i=0

ki = −(r + s), which, in view of (6.11),

impliesk′ = 2(r + s).
Suppose now that conditions (1)–(4) hold. We have to show thatu2n ≥ 0. As before,

we may assume thatk′ ≤ 4n − 1, hence, due to (3), (6.10) holds. Since (6.8) and
(6.9) hold, we again have only the possibilities(α), (β) and(γ ). In cases(β) and(γ ),
u2n = 2t2n = 0, hence only case(α) remains. This case corresponds to (3)iv when we
have:t0 = kn = 0, t1 = t0 − kn−1 = 0, . . . , tn−r−1 = tn−r−2 − kr+1 = 0. Hence
v := #{0 ≤ j ≤ 2n − 1|tj �= 0} ≤ n + r andu2n = u0 − 2v ≥ k′ − 2(n + r) ≥ 0 (we
have used here (6.4) and (3)iv).��
Theorem 6.2. For an affine superalgebra ĝ from Table 6.4 the labels {ki}i∈Î of the
highest weight of a subprincipal integrable irreducible highest weight module are char-
acterized by the following conditions:

(1) ki ∈ Z+ if i ∈ Î\I1, k′′ ∈ Z+,
(2) if k′′ ≤ b′′ (see Table 6.4), there are supplementary conditions described by (4) of

Theorem 6.1, and also in the C(n)̂ case: k0 = k1 = 0.
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Proof. The only simple root of̂g′′̄
0

which is not simple for̂g is α′′. Hence the proof of
Theorem 6.1 proves Theorem 6.2 as well.��
Remark 6.2. It follows from Theorem 6.1 that the levelk of a principal integrablêg-
moduleL(�) is a non-negative number which is an integer in all cases, except for
B(1, n)̂, when it is a half-integer; moreover, ifk = 0, then all labels of� are 0, hence
L(�) is 1-dimensional; also, ifk > 0, thenk ≥ 1.

Remark 6.3. It is easy to see that, when restricted to the derived subalgebra[̂g, ĝ] of ĝ
the moduleL(�) remains irreducible. Twôg-modules are calledessentially equivalent
if they are equivalent as[̂g, ĝ]-modules. For example, the modulesL(�) andL(�+aδ)

are essentially equivalent for anya ∈ C. Theorem 6.1 gives the following complete list
of principal integrable modules of level 1 up to essential equivalence:

(1) A(m, n)̂,m ≥ 1: �s (1 ≤ s ≤ m), (a + 1)�m+1 + a�m+2(a ∈ Z+), and
(a + 1)�0 + a�m+n+1(a ∈ Z+),

(2) B(m,1)̂ andD(m,1)̂: −1
2�0 and−3

2�0 − �1,

(3) B(m, n)̂ andD(m, n)̂, n ≥ 2: −1
2�0 and−3

2�0 + �1,

(4) D(2,1; a)̂, a−1 ∈ N: −(a + 1)−1�0 and− a+2
a+1�0 − �1 + 1−a

a
�3,

(5) F(4)̂: −2
3�0,

(6) G(3)̂: −3
4�0.

One can show (cf. Remark 2.5) that in all cases, all weights are conjugate to each other by
odd reflections. Thus, for each of the affine superalgebrasA(m, n)̂(m ≥ 1),B(m, n)̂,
D(m, n)̂, D(2,1; a)̂(a ∈ Q>), F(4)̂ andG(3)̂ all, up to essential equivalence,
principal integrable modules of level 1, can be obtained from one of them by making
different choices of the set of positive roots. Note also that in all cases the “basic” module
L(u�0), whereu is such thatu�0 has level 1, is a principal integrable module.

Remark 6.4. Using the symmetry ofA(m, n)̂ which exchanges the subalgebrasÂm

andÂn, one gets the classification of the subprincipal integrable modulesL(�) for this
affine subalgebra:

ki ∈ Z+ for i ∈ Î\Î1, k′′ := −
m+1∑
i=0

ki ∈ Z+,

and there existss ∈ Z+, s ≤ k′′, such that

k0 + k1 + · · · + ks + s = 0 andks+1 = · · · = ks+m−k′′+1 = 0.

One has:k = −(k′′ +
m+n+1∑
i=m+2

ki).

Remark 6.5. All principal integrable highest weights of level 2 (up to essential equiva-
lence) forB(1,2)̂ are−(1 + a)�0 + a�1, wherea ∈ Z+. Thus, in sharp contrast to
the level 1 case, there are infinitely many essentially inequivalent principal integrable
highest weight modules of level≥ 2.
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Remark 6.6. It follows from Theorem 6.2 and Remark 6.3 that the levelk of a sub-
principal integrablêg-moduleL(�) is a non-positive number, provided thata > −1
for D(2,1; a); moreover, dimL(�) = 1 if k = 0. Thus, in view of Theorem 6.1, the
only L(�) over ĝ �= A(m,0)̂, A(0, n)̂ or C(n)̂, which are integrable over̂g0̄ are
1-dimensional.

Remark 6.7. Using the same arguments, one can show that the non-symmetrizable “twist-
ed” affine superalgebra of typeQ (which is the universal central extension of the Lie
superalgebra

∑
n∈Z

(Q(n)0̄t
2n + Q(n)1̄t

2n+1)), with the Cartan matrix


0 1 0 · · · −1

−1
0 An

· · ·
0

−1


has no non-trivial integrable (with respect to its even part) highest weight modules.

Remark 6.8. Consider theZ/2Z-gradation ofF(4)of type(0,0,0,1,0)and that ofG(3)
of type(0,0,0,1), cf. Table 6.1 and [K3]. The 0th piece in the first (resp. second) case
is isomorphic toD(2,1; 1/2) ⊕ A1 (resp. toD(2,1; 1/3)), and its representation on
the 1st piece is the moduleC10 � C2 (resp.C14), whereC10 (resp.C14) is the lowest-
dimensional non-trivial module overD(2,1; 1/2) (resp.D(2,1; 1/3)). This reduces to
some extent the construction of the principal integrable level 1 module overF(4)̂ and
G(3)̂ to that ofD(2,1; a)̂. The free field construction of the principal integrable
level 1 modules overosp(m, n)̂ (covering theB − C − D cases) will be given in
Sect. 7.

7. Free Field Realization of Level 1 Integrable Modules over osp(M|N)̂

LetV be the superspace and let(.|.) be the bilinear form onV considered in Remark 6.1.
Recall an equivalent definition ofosp(M|N) via the Clifford superalgebra:

C�V = T (V )/〈[x, y] − (x|y)1|x, y ∈ V 〉.
The Lie superalgebraosp(M|N) is identified with theC-span of all quadratic elements
of C�V of the form:

: αβ :≡ αβ + (−1)p(α)p(β)βα, whereα, β ∈ V.

Such an element is identified with an operator fromosp(M|N) by the formula:

(: αβ :)v = [: αβ :, v], v ∈ V. (7.1)

Denote byOV the vertex algebra generated by pairwise local fieldsγ (z), whereγ ∈
V0̄ ∪V1̄ andγ (z) is even (resp. odd) ifγ ∈ V0̄ (resp.V1̄), subject to the following OPE:

γ (z)γ ′(w) ∼ (γ |γ ′)
z − w

.

This is called the vertex algebra of free superfermions in [K4].
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Remark 7.1. The vertex algebraF considered in Sect. 3 is isomorphic toOV , where
dimV0̄ = 2n,dimV1̄ = 2m and the bilinear form is given by:

(ϕi∗|ϕj ) = −(ϕi |ϕj∗) = δij (i, j = 1, . . . , n),

(ψi∗|ψj ) = (ψi |ψj∗) = δij (i, j = 1, . . . , m), all other inner products= 0.

Furthermore, in the case when dimV1̄ = 2m + 1 the vertex algebraOV is isomorphic
to F ⊗ O, whereO is a vertex algebra generated by one odd fieldψ(z) with the OPE
ψ(z)ψ(w) ∼ 1

z−w
. This corresponds to adding an odd vectorψ with (ψ |ψ) = 1

orthogonal to all the above basis vectors.

As in Sect. 3, we construct the Virasoro fieldL(z) ≡ ∑
j∈Z Ljz

−j−2 with respect

to which all γ (z) are primary of conformal weight 1/2. Choose a basisϕi, ϕi∗ (i =
1, . . . , n) of V0̄, and a basisψi, ψi∗ (i = 1, . . . , m) andψ if M is odd, with inner
products described by Remark 7.1. ThenL(z) is given by formula (3.1) ifM is even. In
the caseM is odd, one should add to the expression (3.1) the term1

2 : ∂ψ(z)ψ(z) :. As

in Sect. 3, we shall writeγ (z) =
∑

k∈ 1
2+Z

γkz
−k−1/2, γ ∈ V0̄ ∪ V1̄.

We shall need also the following well-known fact (see e.g. [K4], formula (5.1.5)).

Lemma 7.1. Let ψ+, ψ− ∈ V1̄ be such that (ψ±|ψ±) = 0, (ψ+|ψ−) = 1. Let

α(z) ≡
∑
n∈Z

αnz
−n−1 =: ψ+(z)ψ−(z) :. Then one has:

: α(z)α(z) :=: ∂ψ+(z)ψ−(z) : + : ∂ψ−(z)ψ+(z) : .
Consequently, the fields ψ±(z) are primary of conformal weight 1/2 with respect to the
Virasoro field �(z) ≡

∑
n∈Z

�nz
−n−2 = 1

2 : α(z)α(z) :. In particular, we have

[�0, ψ
±
n ] = −nψ±

n . (7.2)

Note that

γj |0〉 = 0 for j > 0, γ ∈ V.

HenceOV is obtained by applying polynomials in theγ−j , γ ∈ V, j > 0, to the
vacuum vector|0〉. We have the decomposition

OV = O+
V ⊕ O−

V , (7.3)

whereO+
V (resp.O−

V ) is obtained by applying even (resp. odd) degree polynomials in
theγ−j to |0〉.
Theorem 7.1. a) Consider the affine superalgebra osp(M|N)̂ and let : αβ : (z) =∑

k∈Z

(tk⊗ : αβ :)z−k−1 for : αβ :∈ osp(M|N). Then the linear map σ given by

(α, β ∈ V ):

: αβ : (z) !→: α(z)β(z) :, K !→ 1, d !→ L0

defines a principal integrable representation of osp(M|N)̂ of level 1 in the space
OV for which O+

V and O−
V are submodules.
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b) The osp(M|N)̂-modules O+
V and O−

V are irreducible highest weight modules iso-
morphic to L(−1

2�0) and L(−1
2�0 − 1

2α0) respectively, provided that (M,N) �=
(1,0) or (2,0).

Proof. The proof thatσ is a representation is, as usual, a straightforward use of Wick’s
formula. The proof of integrability ofσ is the same as in the proof of Theorem 3.1. This
establishes (a).

Note that, as before,L0 commutes withosp(M|N), and the spectrum ofL0 onO+
V

(resp.O−
V ) is Z+ (resp.1

2 + Z+), the lowest eigenvalue eigenspace beingS± = C|0〉
(resp.S− = {γ− 1

2
|0〉|γ ∈ V }), which is the trivial 1-dimensional (resp. the standard)

representation ofosp(M|N). Provided thatO±
V are irreducibleosp(M|N)̂-modules,

(b) follows.
In order to prove irreducibility ofO±

V , pick elementsψ+, ψ− ∈ V1̄ as in Lemma 7.1
and define the field�(z) as in that lemma. Letψ ∈ V1̄ be an element orthogonal to

bothψ+ andψ−, and consider the fieldβ(z) =: ψ+(z)ψ(z) :≡
∑
n∈Z

βnz
−n−1, so that

βn =
∑

j∈ 1
2+Z

: ψ+
j ψn−j :. Since�0 commutes withψ(z), we have by (7.2):

[�0, βn] =
∑

j∈ 1
2+Z

j : ψ+
j ψn−j : . (7.4)

Let U ⊂ O±
V be an invariant with respect toosp(M|N)̂ subspace. It follows from

Lemma 7.1 and (7.4) thatv ∈ U implies that((ad �0)
sβn)v ∈ U , s ∈ Z+. Hence

U is invariant with respect to all operatorsψ+
j ψk, whereψ+, ψ ∈ V are such that

(ψ+|ψ+) = 0 = (ψ+|ψ) andj, k ∈ 1
2 + Z.

Hence, provided thatM ≥ 3,U contains a non-zero purely bosonic element, i.e., an
element obtained by applying a polynomial in theγj (γ ∈ V0̄) to |0〉. Thus we reduced
the problem to the purely bosonic case, i.e., the case whenM = 0. In this case the
irreducibility was proved in [L] using the character formula for modular invariant rep-
resentations of̂Cn from [KW1] and formula (12.13) from [K3] (the reference to (13.13)
in [L] is a misprint).

The remaining cases, whenM = 1 or 2 andN = 2n is even≥ 2 can be reduced
again to the purely bosonic case by a direct calculation. We give below details in the
M = 1 case, theM = 2 case being similar.

The simple root vectors ofosp(1, N)̂ = B(0, n)̂ are as follows:

e0 = (ϕ1∗(z)ϕ1∗(z))1 = ∑
s∈Z ϕ

(1)∗
−s+1/2ϕ

(1)∗
s+1/2,

ei = (ϕi(z)ϕi+1∗(z))0 = ∑
s∈Z ϕ

(i)
−s−1/2ϕ

(i+1)∗
s+1/2 (i = 1, . . . , n − 1),

en = (ϕn(z)ψ(z))0 = ∑
s∈Z ϕ

(n)
−s−1/2ψs+1/2.

Then the simple root vectors ofsp(N)̂ = Ĉn aree0, e1, . . . en−1 ande′
n = [en, en] =∑

s∈Z ϕ
(n)
−s−1/2ϕ

(n)
s+1/2.

Any vectorv of OV can be uniquely written in the form:

v =
∑

i1<···<ik

ψi1 . . . ψikui1,... ,ik ,
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whereui1,... ,ik are purely bosonic elements (i.e., obtained by applying polynomials in
theϕ’s to |0〉). Now, if v is a singular vector, i.e.,eiv = 0 for all i = 0, . . . , n, then, in
particular,e′

nv = 0, and since alle1, . . . , en−1, e
′
n commute with theψ ’s, we get:∑

i1<···<ik

ψi1 . . . ψik (eiui1,... ,ik ) = 0,
∑

i1<···<ik

ψi1 . . . ψik (e
′
nui1,... ,in ) = 0.

It follows that allui1,... ,in are purely bosonic singular with respect toĈn vectors, hence,
due to irreducibility ofO±

V for M = 0 mentioned above, we obtain that allui1...ik are

linear combinations of elements|0〉 andϕ(1)−1/2|0〉. Hence

v =
∑

i1<···<ik

ai1,... ,ikψi1 . . . ψik |0〉 +
∑

i1<···<ik

bi1,... ,ikψi1 . . . ψikϕ
(1)
−1/2|0〉.

Using thatenv = 0, we obtain:

k∑
r=1

∑
i1<···<ik

(−1)r−1ai1,... ,ikψi1 . . . ψ̂ir . . . ψikϕ
(n)
ir

|0〉

+
k∑

r=1

∑
i1<...<ik

(−1)r−1bi1,... ,ikψi1 . . . ψ̂ir . . . ψikϕ
(n)
ir

ϕ
(1)
−1/2|0〉 = 0,

which implies thatai1,... ,ik (resp.bi1,... ,ik ) = 0 if k > 0. Thus, the only singular vectors

in O+
V (resp.O−

V ) are scalar multiples of|0〉 (resp.ϕ(1)−1/2|0〉).
To conclude that theB(0, n)̂-modulesO±

V are irreducible, note thatOV carries a
unique non-degenerate Hermitian formH(., .) such that the square length of|0〉 is 1
and the adjoint operators ofϕ(j)k andψk areϕ(j)∗−k andψ−k, respectively. The absence
of non-trivial singular vectors inO+

V (resp.O−
V ) implies that theB(0, n)̂-submodules

O+′
V (resp.O−′

V ) generated by|0〉 (resp.ϕ(1)−1/2|0〉) is irreducible, hence the restriction

of H to it is non-degenerate. Hence the orthogonal complement toO+′
V (resp.O−′

V ) is
a complementary submodule which has no non-zero singular vectors, hence it is zero,
andO±

V are irreducible. ��
Remark 7.2. The irreducibility in the purely fermionic case was established in [KP1] by
making use of the Weyl-Kac character formula. An argument, using Virasoro operators,
was given in [F]. The method of using Virasoro operators to prove irreducibility appar-
ently works only in the presence of fermions (cf. Remark 3.3). It is shown in [L] that
the irreducibility claims of [FF], based on the use of Virasoro operators, are false for the
constructions ofA(2)

2�−1 andA(2)
2� -modules.

Using Theorem 7.1, it is straightforward to write down the characters and superchar-
acters for the integrable level 1osp(M|N)̂-modules. We have:

chO+
V ± chO−

V

= e− 1
2�0$∞

k=1
(1 ± qk−1/2)p(M)$m

i=1(1 ± eεi qk−1/2)(1 ± e−εi qk−1/2)

$n
j=1(1 ∓ eεj+mqk−1/2)(1 ∓ e−εj+mqk−1/2)

, (7.5)
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wherep(M) = 0 (resp. 1) ifM is even (resp. odd).A similar formula for supercharacters
is obtained by reversing signs in the numerator of the right-hand side of (7.5).

Letting all εi and�0 equal 0 in (7.5), we obtain:

trO+
V
qL0 ± trO−

V
qL0 = $∞

k=1
(1 ± qk− 1

2 )M

(1 ∓ qk− 1
2 )N

. (7.6)

Noticing that

$∞
k=1(1 − qk− 1

2 ) = ϕ(q
1
2 )

ϕ(q)
and$∞

k=1(1 + qk− 1
2 ) = ϕ(q)2

ϕ(q
1
2 )ϕ(q2)

(7.7)

and using the asymptotics (4.11) ofη(τ), we obtain the following asymptotics asτ ↓ 0:

trO±
V
qL0 ∼ 1

2n+1e
πi
12τ (

1
2M+N). (7.8)

Remark 7.3. The right-hand side of (7.6) multiplied byq(N−M)/48 is a modular function
equal to a product of powers of functionsη(1

2τ)/η(τ) andη(τ)2/η(1
2τ)η(2τ), and the

same holds if we replacetr by str. It is well known (and easy to see) that the above two
modular functions along with the modular functionη(2τ)/η(τ)are transitively permuted
(with some constant factors) under the action ofSL(2,Z). Thus, the normalized by
q(N−M)/48 characters and supercharacters of integrable level oneosp(M|N)̂-modules
are modular functions, but theirC-span is notSL(2,Z)-invariant.

8. On Classification of Modules over the Associated Vertex Algebras

Define numbersu andh∨ (the dual Coxeter number) by

level (ku�0) = k, level (ρ) = h∨. (8.1)

Their values for all affine superalgebras are given in Table 8.1.

Table 8.1.

ĝ A(m, n)̂ B(m, n)̂ C(n)̂ D(m, n)̂ D(2,1; a)̂ F(4)̂ G(3)̂
u 1 −1/2 −1/2 −1/2 −(a + 1)−1 −2/3 −3/4
h∨ m − n 2(m − n) − 1 n − 1 2(m − n − 1) 0 3 2

The following proposition is an immediate corollary of Theorems 6.1 and 6.2.

Proposition 8.1. a) If ĝ = A(m, n)̂ with m ≥ 1, B(m, n)̂ with m ≥ 2, D(m, n)̂,
F(4)̂ or G(3)̂, then the ĝ-module L(ku�0) is principal integrable iff k ∈ Z+.
The B(1, n)̂-module L(ku�0) is principal integrable iff k ∈ Z+∪ {2n− 1

2 + Z+}.
The D(2,1; a)̂-module L(ku�0) is principal integrable iff k ∈ Z+ ∩ aZ+.

b) If ĝ = B(m, n)̂, C(n)̂, D(m, n)̂, D(2,1; a)̂, F(4)̂ or G(3)̂, then the ĝ-
module L(k0�0) is subprincipal integrable iff k0 ∈ Z+.
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Recall that thêg-moduleVk := L(ku�0) has a canonical structure of a vertex algebra
for anyk ∈ C (see e.g. [K4]). It is well known that any irreducibleVk-module is one
of the (irreducible)̂g-modulesL(�) of levelk, and it is an important problem of vertex
algebra theory to find out which of theseL(�) are actuallyVk-modules. A necessary
condition is given by

Proposition 8.2. Suppose that k is such thatL(ku�0) is a principal (resp. subprincipal)
integrable ĝ-module. If a ĝ-module L(�) of level k is a Vk-module, then it must be a
principal (resp. subprincipal) integrable.

Proof. Denote bŷg0 the subalgebrâg′̄
0

(resp.̂g′′̄
0
) of ĝ (see Sect. 6). This is an affine Lie

algebra. Denote byV 0 the vertex subalgebraU(̂g0)vku�0 of Vk. Since, by definition,
V 0 is an integrablêg0-module, it follows that it iŝg0-irreducible [K3], henceV 0 is a
simple affine vertex algebra of non-negative integral level. But one knows [Z] that all
irreducible modules over such a vertex algebra are integrableĝ0-modules. Using the
complete reducibility of̂g0-modules [K3], we deduce that anyV -module, viewed as
a V 0-module, is a direct sum of irreducible integrableĝ0-modules, which proves the
proposition. ��

Let ĝ+ = C[t] ⊗C g + Cd and consider a 1-dimensional moduleCk (k ∈ C) over
ĝ+ + CK on which ĝ+ acts trivially andK = k. ThenL(ku�0) is a quotient of the
induced̂g-moduleṼk = U(̂g)⊗U(̂g++CK) Ck by a left idealIk of U(̂g) applied to 1⊗1.
Suppose thatk is such thatL(ku�0) is a principal integrablêg-module. As we have
seen in the proof of Proposition 8.2, viewed as aĝ′

0-module,L(ku�0) is a direct sum of
irreducible integrable highest weight modules. All these modules have the same level�

(resp.�+, �− wheng′̄
0

has two simple components) given in terms ofk as follows:

� = �+ = k if g �= B(1, n), � = 2k if g = B(1, n),

�− = k if g = D(2, n), �− = a−1k if g = D(2,1; a).
In particular,Ik contains the element

e−θ ′(1)�+1( resp. elementse−θ ′+(1)
�′++1 ande−θ ′−(1)

�′−+1). (8.2)

If elements (8.2) generate the left idealIk, it follows that âg-moduleL(�) of level k

is aVk-module iff the fielde−θ ′(z)�+1 (resp. fieldse
�′++1
−θ ′+

(z) ande
�′−+1
−θ ′−

(z)) annihilate

L(�). The latter property implies that, viewed as aĝ′̄
0
-module,L(�) is a direct sum of

irreducible integrable modules and thereforeL(�) is a principal integrablêg-module.
We thus established a sufficient condition for aĝ-moduleL(�) to be aVk-module:

Proposition 8.3. Let k be such that L(ku�0) is a principal integrable ĝ-module and
suppose that the left ideal Ik is generated by (8.2). Let L(�) be a principal integrable
ĝ-module of level k. Then L(�) is a Vk-module.

Proposition 8.4. Let k be such that L(ku�0) is a principal integrable ĝ-module.

a) Suppose that the highest weight ku�0 is the only singular weight of the ĝ-module
Ṽk which is principal integrable. Then elements (8.2) generate the left ideal Ik .
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b) The assumption of (a) holds if

k + h∨ �= 0, (8.3)

and for any principal integrable weight � of level k one has:

� − ku�0 �∈ Q̂\Zδ, (8.4)

where Q̂ = ∑
i∈Î Zαi is the root lattice of ĝ.

Proof. Let I ′
k (⊂ Ik) denote the left ideal ofU(̂g) generated by elements (8.2). Then the

ĝ-moduleV ′
k = Ṽk/(I

′
k(1⊗1)) is principal integrable, hence each of its singular weights

� is integrable. Hence, if the condition of (a) holds, theĝ-moduleV ′
k is irreducible, and

thereforeI ′
k = Ik.

Furthermore, obviously,� − ku�0 ∈ Q̂, hence (8.4) implies that� = ku�0 + jδ

for somej ∈ Z. Using the Casimir operator [K3], we obtain:

(ku�0 + ρ|ku�0 + ρ) = (ku�0 + ρ − jδ|ku�0 + ρ − jδ),

which is equivalent toj (k + h∨) = 0. But then (8.3) implies thatj = 0, proving (b).
��
Theorem 8.1. Let ĝ be one of the affine superalgebrasA(m, n)̂withm ≥ 1,B(m, n)̂
withm ≥ 1,D(m, n)̂,D(2,1; a)̂witha−1 ∈ N,F(4)̂orG(3)̂. Then all integrable
ĝ-modules L(�) of level 1 are V1-modules (the complete list of these �’s is given by
Remark 6.3).

Proof. Note that in theA(m, n)̂ caseV1 is a subalgebra of the vertex subalgebraF0 of
F (constructed in Sect. 3), while the highest component of theF0-moduleFs restricted
to V1 is L(�(s)). Since the�(s) exhaust all integrable highest weights of level 1, by
Proposition 8.1, they give a complete list of irreducibleV1-modules.

In theB(m, n)̂ andD(m, n)̂ cases we note thatV1 is isomorphic to the vertex
algebraO+

V (see Theorem 7.1),O−
V is its irreducible module, and these two modules

produce all integrable highest weights of level 1.
The casesF(4)̂ andG(3)̂ are obvious sinceV1 is the only irreducible integrable

module of level 1 (see Remark 6.3).

It remains to show thatL
(
− a+2

a+1�0 − �1 + 1−a
a
�3

)
is aV1-module in theD(2,1; a)̂

case. But− a+2
a+1�0−�1+ 1−a

a
�3 = − 1

a+1�0−(1
2α0 + a−1

2a α3
)
, hence the difference of

this weight andu�0 does not lie in the root lattice; we also have:k = 1 and levelh∨ = 0.
Hence we may apply Propositions 8.4 and 8.3.��

Remark 8.1. The lowest energyD(2,1; a)-submodule of the moduleL
(
− a+2

a+1�0−
�1 + 1−a

a
�3

)
is the moduleL̄(−�̄1 + (a−1 − 1)�̄3). It has dimension 4a−1 + 2.

For a = 1 this is the defining module ofD(2,1); for a = 1
2 (resp. 1

3) this is the 10-
(resp. 14-) dimensional module mentioned in Remark 6.8. As aD(2,1; a)-module, the
even (resp. odd) part of this module is isomorphic to the irreducibles�(2)+s�(2)+s�(2)-
module

C � Ca−1 � C2(resp.C2 � Ca−1+1 � C).
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Remark 8.2. LetV be a vertex algebra with a conformal vector such thatL0 is diagoniz-
able with finite-dimensional eigenspaces and rational eigenvalues. It is a general belief
that if V has finitely many irreducible modules, then the character trM qL0 of each of
these modulesM becomes a modular function when normalized, i.e., multiplied by a
suitable power ofq. The example of the vertex algebraV1 for B(m, n)̂ andD(m, n)̂
confirms this conjecture and leads to believe that the same is true forD(2,1; a)̂ (with
a−1 ∈ N), F(4)̂ andG(3)̂.

The vertex algebraV is called rational ifL0 has integral eigenvalues, the number of ir-
reducibleV -modules is finite and anyV -module is completely reducible. It follows from
the above discussion that the vertex algebraV1 for B(m, n)̂, D(m, n)̂, D(2,1; a),
F(4)̂ andG(3)̂ is a rational vertex algebra, and that, moreover, the corresponding
Zhu algebra [Z] is finite-dimensional semisimple (and even 1-dimensional in theF(4)̂
andG(3)̂ cases).

It was proved by Zhu [Z] under certain technical assumptions that theC-span of
normalized characters of irreducible modules over a rational vertex algebra isSL(2,Z)-
invariant, and it was believed by many that the technical assumptions may be removed.
However, the above mentioned rational vertex algebraV1 shows that this is not the case.

Remark 8.3. There are only two cases where there exists only a finite number of essen-
tially inequivalent subprincipal integrablêg-modules of a given non-zero levelk:

ĝ = F(4)̂, k = −3
2 and̂g = G(3)̂, k = −4

3.

In both cases the only subprincipal integrableĝ-module isL(�0). In both cases the
associated vertex algebra is rational with a unique irreducible module and the Zhu
algebra is 1-dimensional.

9. Some Remarks and Open Problems

9.1. The calculation of characters of integrable highest weight modules of arbitrary
level k over affine superalgebras seems to be a very difficult problem. One may expect
that the case of the “critical” levelk = −h∨ should be rather different from other levels
(as for the affine Lie algebras). However, the construction of level 1 integrable modules
overosp(m|n)̂ given in Sect. 7 is the same for all valuesm andn though 1 is the critical
level iff m − n = 1.

Formula (5.12) leads us to believe in the following conjecture:
Consider a principal integrable highest weight moduleL(�) over an affine superal-

gebrâg and suppose that one can choose a set of simple roots$̂ such that it contains a
maximal�+ρ-isotropic subsetS� of roots (i.e., all roots fromS� are pairwise orthog-
onal and orthogonal to� + ρ [KW]). Let Ŵ# be the Weyl group of the integrable part
ĝ′̄

0
of ĝ0̄. We conjecture that the following character formula holds:

eρRchL(�) =
∑
w∈Ŵ#

ε(w)w
e�+ρ

$β∈S�(1 + e−β)
. (9.1)

Note that the assumptions of this conjecture exclude the critical level, and include the
level 1 integrable modules over exceptional affine superalgebras.
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9.2. In the papers [KW1] and [KW2] we proved character formulas for a class of
modulesL(�) over affine Lie algebras, called admissible modules, which includes
integrable modules. These character formulas imply that the normalized specialized
characters of admissible modules are modular functions (and we conjecture that this
property characterizes admissible modules). Of course, these character formulas break
down in the Lie superalgebra case. However, in certain exceptional situations, when
the character admits a simple product expansion in the Lie algebra case (see [KW2],
Theorem 3.2), it seems that a similar product formula holds in the Lie superalgebra case
as well.

Concretely, letu be a positive integer and let

k = h∨(u−1 − 1) (9.2)

(recall that in general the levelk of an admissible module is≥ h∨(u−1 − 1)). Let y be
an automorphism of the root latticêQ such that all rootsγi = y((u− 1)δi0K + α∨

i ) are
positive(i ∈ Î ). The weights of the formy.k�0, where, as usual,y.λ = y(λ + ρ) − ρ,
are calledadmissible. We conjecture that the following analog of formula (3.3) from
[KW2] holds:

chL(y.(k�0)) = ey.(k�0)

(
ϕ(qu)

ϕ(q)

)�

$α∈�̄0̄
n∈N

1 − quney.α

1 − qneα
/$α∈�̄1̄

n∈N

1 + quney.α

1 + qneα
,(9.3)

where� is the rank ofg, �̄0̄, �̄1̄ are the sets of even and odd roots ofg, andq = e−δ.
This conjecture agrees with formula (7.5) in the caseĝ = osp(2|2)̂ = s�(2|1)̂.

In this casek = −1/2 andh∨ = 1, so that (9.2) holds foru = 2. All the admissible
weights of level−1

2 are as follows:

−1
2�i(i = 0,1,2),−1

2�0 − 1
2α0,

where the Dynkin diagram is chosen such thatα1 andα2 are odd roots (andα0 is even).
Character formula (7.5) gives:

ch(−1
2�0)

ch(−1
2�0 − 1

2α0)
= 1

2e
− 1

2�0

(
Q(u−1vq

1
2 ; q)

Q(−uvq
1
2 ; q)

± Q(−u−1vq
1
2 ; q)

Q(uvq
1
2 ; q)

)
, (9.4)

whereu = e− 1
2α1, v = e− 1

2α2 and

Q(z; q) = $∞
k=1(1 + zqk−1)(1 + z−1qk), (9.5)

whereas formula (9.3) gives:

ch(−1
2�0) = e− 1

2�0
Q(u2q; q2)Q(v2q; q2)ϕ(q2)2

Q(−uvq; q2)ϕ(q)2
, (9.6a)

ch(−1
2�0 − 1

2α0) = e− 1
2�0− 1

2α0
Q(u2; q2)Q(v2; q2)ϕ(q2)2

Q(−uvq; q2)ϕ(q)2
. (9.6b)
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However, the seemingly different expressions in the right-hand sides of (9.4) and (9.6)
actually coincide due to one of the addition theta function formulas (cf. [M], formula (6.6)
and notation on p. 17):

θ00(τ, z1)θ00(τ, z2) = θ00(2τ, z1 + z2)θ00(2τ, z1 − z2)

+ θ10(2τ, z1 + z2)θ10(2τ, z1 − z2),
(9.7)

if we let u = e2πiz1, v = e2πiz2.
Using [KW], formula (6.1), it is immediate to show that the span of supercharacters

of the four admissibles�(2|1)̂-modules of level−1/2 is SL(2,Z)-invariant. Thus, it
is natural to conjecture that this modular invariance property of admissible characters
holds for any affine superalgebrâg and anyk given by (9.2).

Two other very interesting examples are provided by Remark 8.3:ĝ = F(4)̂ with
u = 2, y = 1 and̂g = G(3)̂ with u = 3, y = 1.

9.3. The first case not covered in Sect. 5, that whenm = n − 1, is very interesting. It
connects the level 1 modules overg�(n− 1|n)̂ (or, equivalently the “critical” level−1
modules overg�(n|n−1)̂) to the denominator identity fors�(n|n)̂, which is unknown.
Analyzing this connection, we arrived at the followings�(2|2)̂ denominator identity:

eρR =
∑
w∈Ŵ#

ε(w)w
eρ

(1 + e−α0)$∞
j=1(1 + qj eα2)(1 + qj−1e−α2)

, (9.8)

where, as before,q = e−δ andŴ# = 〈r1, tα1〉. Here we use the Dynkin diagram with the
grey nodesα0 andα2. If all four nodes are grey we get the same identity withρ replaced
by 0; in yet another form (9.8) can be written as follows (whereŴ# = 〈rα1+α2, tα1+α2〉):
R

ϕ(q)2
$∞

n=1(1 − q2n)(1 + q2n−1eα1+α3)(1 + q2n−1e−α1−α3) (9.9)

=
∑
w∈Ŵ#

ε(w)w($∞
n=1(1 + qneα1)(1 + qneα3)(1 + qn−1e−α1)(1 + qn−1e−α3))−1.

The latter identity is equivalent to the following identity inu = e−α1, x = e−α2, v =
e−α3 andq (whereQ is defined by (9.5)):

Q(uvq; q2)Q(−ux; q)Q(−vx; q)
= Q(uv−1q; q2)Q(x; q)Q(uvx; q) − xQ(uvx2q; q2)Q(u; q)Q(v; q).

In the notation of [M] this identity can be rewritten in terms of theta functions as follows
(if we let u = e2πiz1, v = e2πiz2, x = e2πiz3):

θ00(2τ, z1 + z2)θ11(τ, z1 + z3)θ11(τ, z2 + z3) (9.10)

+ θ00(2τ, z1 − z2)θ10(τ, z3)θ11(τ, z1 + z2 + z3)

= θ00(2τ + z1 + z2 + 2z3)θ10(τ, z1)θ10(τ, z2).

Identity (9.10) can be derived from (9.7) as follows. Replacingzi by zi + 1
2τ (resp.zi +

1
2(1 + τ)) in (9.7), we obtain:

θ10(τ, z1)θ10(τ, z2) = θ00(2τ, z1 + z2)θ10(2τ, z1 − z2)

+ θ10(2τ, z1 + z2)θ00(2τ, z1 − z2),
(9.11a)
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θ11(τ, z1)θ11(τ, z2) = θ00(2τ, z1 + z2)θ10(2τ, z1 − z2)

− θ10(2τ, z1 + z2)θ00(2τ, z1 − z2).
(9.11b)

Substituting (9.11b) (resp. (9.11a)) in the first (resp. second) summand of the left-
hand side of (9.10), we obtain the product ofθ00(2τ, z1 + z2 + 2z3) and the right-hand
side of (9.11a), and, substituting its left-hand side, we obtain the left-hand side of (9.10).

We also have a conjectural formula for ans�(3|3)̂ denominator identity, but it is
too cumbersome to be reproduced here. We have no conjectures as how thes�(n|n)̂
denominator identity should look forn > 3.

Using the connection of thes�(2|2)̂ denominator identity to level 1 modules over
s�(2|1)̂ we deduce from (9.8)(k ∈ Z+):

chL(k�0 − (k + 1)�1)

= ϕ(q)

eρR

∑
w∈〈r0〉

ε(w)w
∑
j∈Z+

tjα0

e�+ρ

$∞
n=1(1 + qn−1e−α2)(1 + qneα2)

. (9.12)

Here the Dynkin diagram is chosen in such a way thatα0 is even andα1, α2 are odd
simple roots.

9.4. Let k be such thatVk = L(uk�0) is a (principal or subprincipal) integrablêg-
module of levelk. Is it always true that any integrablêg-module of levelk can be extended
to a module over the vertex algebraVk? Of course, this question is closely related to the
description of generators of the left idealIk. In the principal integrable caseIk contains
elements (8.2), and the answer to the above question in this case would be positive ifIk
were generated by these elements.

Is it true that the normalized (by a power ofq) characterstrqL0 (whereL0 is given
by the Sugawara construction [K4]) of irreducibleVk-modules are modular functions,
provided that there are finitely many of them andk + h∨ �= 0? Is it true that fork of the
form (9.2), allVk-modules are admissible modules?

9.5. A few examples that we have worked out in the paper indicate that the theory of
integrable highest weight modules over affine Lie superalgebras is dramatically different
from that in the Lie algebra case. The only exception is the case ofĝ = B(0, n)̂. The
integrability conditions are (see Table 6.1 for its Dynkin diagram).

ki ∈ Z+ for all i, kn ∈ 2Z+,

hence the levelk = 2k0+ . . .+2kn−1+kn is a non-negative even integer and the number
of integrable highest weightB(0, n)̂-modules is finite for eachk. Moreover, each of
these modules extends to an irreducibleVk-module sinceIk is generated bye−θ (1)k+1

for eachk, and these are all irreducible modules over the vertex algebraVk (k ∈ 2Z+).
Furthermore, the character formula for all integrableB(0, n)̂-modulesL(�) is

known (see [K2]), and it is given by the same expression as that for the twisted affine
algebraA(2)

2n (replacing the black node by a white one). In order to derive the transfor-

mation formula ofB(0, n)̂ supercharacters from that ofA(2)
2n characters, we need to go

from theA(2)
2n coordinates, which we callA-coordinates, to theB(0, n)̂ coordinates,

which we will callB-coordinates. This calculation is explained below.
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TheB-coordinates(τ, zB, uB) of h ∈ ĥ are defined by

h = 2πi(−τ 1
2�0 + zB + uBδ), wherezB ∈ h.

Let β = 1
2

∑n−1
j=0(n − j)α∨

j . Then tβ(�i) = �i for i = 1, . . . , n − 1 and

〈t−β(
1
2�0), α

∨
i 〉 = δ0n, hence we may take�n = t−β(

1
2�0) for the 0th fundamen-

tal weight ofA(2)
2n . Hence theA-coordinates are expressed viaB-coordinates by

h̃ = t−β(h) = 2πi(−τ�n + zA + uAδ). (9.13)

Recall thatSL(2,Z) acts on functions inτ, z, u by the formula [K3, Chapter 13]:

F(τ, z, u)|( a b
c d

) = j (τ )−nF

(
aτ + b

cτ + d
,

z

cτ + d
, u − c(z|z)

2(cτ + d)

)
.

Furthermore, defining a new functionFα,β by

Fα,β(h) = F(tβ(h) + 2πiα − πi(α|β)δ),
we have [KP2]:

Fα,β |( a b
c d

) = (F |( a b
c d

))dα−bβ,aβ−cα. (9.14)

We shall use the following connection between supercharacters ofB(0, n)̂ and char-
acters ofA(2)

2n , which follows from (9.13) and definitions:

schL(�)(h) = chL(�)(h̃)−β,β = (−1)nk/2chL(�)(h̃)β,β . (9.15)

Recall that the normalizedA(2)
2n characterχ̃� and the normalizedB(0, n)̂ superchar-

acterχ� are defined by:

χ̃� = qm̃�chL(�), χ� = qm�schL(�),

where inB-coordinates:

m� = |� + ρ|2
2(k + h∨)

− |ρ|2
2h∨ = (� + 2ρ|�)

2(k + h∨)
− ck

24
, ck = k sdimB(0, n)

k + h∨ ,

andm̃� is defined by a similar formula inA-coordinates. (Henceχ�(τ,0,0) = strL(�)

qL0−ck/24, as it should be.)
Let S = (

0 −1
1 0

) ∈ SL(2,Z). We shall denote bySA (resp.SB ) the action ofS in A-
(resp.B-coordinates). We have by (9.15):

χ�|SB = χ̃
−β,β
� = (χ̃�|SA)β,β, (9.16)

where the last equality holds due to (9.14).
But one has (see [KP2], [K3, Theorem 13.8a]):

χ̃�|SA =
∑

M∈P k+ mod Cδ

S�Mχ̃M,
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where(S�M) is an explicitly known matrix. Hence, continuing the calculation (9.16),
we get, using (9.15):

χ�|SB =
∑

M∈P k+ mod Cδ

S�Mχ̃
β,β
M = (−1)nk/2

∑
M

S�Mχ̃
−β,β
M .

Using again (9.15), we obtain the final transformation formula:

χ�|SB = (−1)nk/2
∑

M∈P k+ mod Cδ

S�MχM. (9.17)

It is clear from the above calculation that theSL(2,Z)-invariance of normalized
B(0, n)̂ characters̃χ� does not hold, but the span of{χ̃�, χ̃

β,0
� , χ̃

0,β
� }�∈P k+ mod Cδ is

SL(2,Z)-invariant.

9.6. We use this opportunity to make some corrections to [KW].
Due to computer error the following lines disappeared from the paper:

(1) Bottom of page 418:
and 4(n + 1)2, respectively (given by Theorem 4.2; see also Examples 5.3 and

(2) Bottom of page 421:
(this is independent of the choice ofB), and letW# denote the subgroup ofW
generated by reflectionsrα with respect to allα ∈ �#

0. Denote by(.|.) the even

Also, the diagramsB(0, n), D(m, n) andD(2,1;α) on p. 429 should be as follows:

B(0, n) © − © − . . . − © − © ⇒ •
D(m, n),m ≥ 2

�
©1

© − © − . . . −⊗
2 − ©2 − . . . − ©2

�©1

D(2,1;α)
�

©1

2⊗
�©1

Furthermore, the following corrections should be made:

– page 417, line 13↑: �(−q)

– page 432, line 12↓: M� := {α ∈ �̄0|α ⊥ S�},
– page 434, lines 5,7↓: α2 should be replaced byα1,
– page 435, line 6↓: (

⊕
j>0 t

j ⊗ g),
– page 438, line 1↑: : (α1|α1) = 0,
– page 449, line 3↑: (α2|α2) = 2,
– page 450, line 4↑: R̂ = Rm$

∞
n=1 . . . , whereRm is the denominator ofAm, not the

one defined by (7.1),
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– page 453: Theorem 8.1(a) as stated holds for the subprincipal integrable modules
(cf. Theorem 6.2 of the present paper).
It is appropriate to mention here that the specialization (7.2) of Conjecture 7.2 has
been proved recently independently by S. Milne (by combinatorial methods) and
by D. Zagier (using cusp forms). D. Zagier also proved Conjecture 7.2 in the first
unknown casem = 21.

In a slightly different form than in [KW], Conjecture 7.2 reads:

$∞
n=1

((
1 − q2n

1 − q2n−1

)2s

$α∈�
1 − q2neα

1 − q2n−1eα

)
=

∑
n1,... ,ns≥0
k1≥...≥ks≥0

chL

(
s∑

i=1

kiγi, Am

)

× q

s∑
i=1

ki (2ni+1)+(m−2i+2)ni
.

Here� is the set of roots ofAm, s = [
m+1

2

]
and {γ1, . . . , γs} is the set of positive

pairwise orthogonal roots,γ1 being the highest root.
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