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Abstract: We establish the multifractal analysis of hyperbolic flows and of suspension
flows over subshifts of finite type. A non-trivial consequence of our results is that for
every Hölder continuous function non-cohomologous to a constant, the set of points
without Birkhoff average has full topological entropy.

1. Introduction

Much attention has been given by physicists and applied mathematicians to the study
of chaotic behavior. Several techniques were put forward as a means to deal with the
enormous amount of data provided by the associated time series. In particular, there has
been a growing interest in the study of multifractal spectra, such as the dimension spec-
trum for pointwise dimensions. These spectra conveniently encode information about
the “multifractal” structure of complicated invariant sets. The rigorous mathematical
theory of multifractal analysis has been developed quite significantly during the last
decade. We refer the reader to the book [7] for a description of results, and for a list of
references.

We briefly describe here the main elements of multifractal analysis. LetT : X → X

be a continuous map of a compact metric space, andg : X → R a continuous function.
For eachα ∈ R, let

Kα =
{
x ∈ X : lim

n→∞
1

n

n∑
i=0

g(T ix) = α

}
.

We also consider the set

K =
{
x ∈ X : lim

n→∞
1

n

n∑
i=0

g(T ix) does not exist

}
.
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Clearly

X = K ∪
⋃
α∈R

Kα. (1)

This union is formed by pairwise disjointT -invariant sets, and is called amultifractal
decomposition of X.

For eachα ∈ R such thatKα �= ∅, set

D(α) = dimH Kα,

where dimH Z denotes the Hausdorff dimension ofZ. GivenZ ⊂ X andα > 0, recall
that dimH Z = inf {α : m(Z, α) = 0}, where

m(Z, α) = lim
δ→0

inf
U

∑
U∈U

(diamU)α,

and the infimum is taken over all finite or countable coversU of Z by sets of diameter
at mostδ. The functionD is calleddimension spectrum for the Birkhoff averages of g,
and is one of the main elements of multifractal analysis.

By Birkhoff’s ergodic theorem, ifµ is aT -invariant finite ergodic measure onX,
andα = ∫

X
g dµ/µ(X), thenµ(Kα) = µ(X). That is, there exists a setKα in the

multifractal decomposition with fullµ-measure. Of course this does not mean that the
other sets in the multifractal decomposition are empty. In fact, for several classes of
hyperbolic dynamical systems it has been proved that:

1. if Kα �= ∅, thenKα is a proper dense set;
2. the set{α ∈ R : Kα �= ∅} is an interval (in particular it contains an uncountable

number of points);
3. the functionD is real analytic and strictly convex;
4. the irregular setK is everywhere dense and has full Hausdorff dimension, that is,

dimH K = dimH X.

This implies that the multifractal decomposition in (1) is composed of an uncountable
number ofT -invariant sets, all being everywhere dense, and all having positive Hausdorff
dimension. Thus, multifractal analysis reveals a very rich “multifractal” structure for
hyperbolic dynamical systems. In particular, this analysis has been effected wheng is a
Hölder continuous function, andT is either a subshift of finite type, an expanding map,
or an axiom A diffeomorphism. We refer to [7] for details and a list of references.

One of the main objectives of our paper is to establish a version of the multifractal
analysis for a class of hyperbolic flows and suspension flows over subshifts of finite type.
In the multifractal analysis of a flow� = {ϕt }t on X, the setsKα andK are replaced
respectively by

Kα =
{
x ∈ X : lim

t→∞
1

t

∫ t

0
g(ϕτ x) dτ = α

}
and

K =
{
x ∈ X : lim

t→∞
1

t

∫ t

0
g(ϕτ x) dτ does not exist

}
.

Recall that a setA ⊂ X is �-invariant ifϕtA = A for everyt ∈ R. Each of the setsKα

andK are�-invariant.
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For several classes of hyperbolic flows we establish Properties 1, 2, 3, and 4 above.
For example, we can give a complete description when� is the geodesic flow on a
compact surface with negative curvature.

Recall that a Borel finite measureµ on X is �- invariant if µ(ϕtA) = µ(A) for
every measurable setA ⊂ X and everyt ∈ R. Assume thatµ is ergodic, i.e., that any
�-invariant measurable set has either zero or fullµ-measure. By Birkhoff’s ergodic
theorem, ifg : X → R is aµ- integrable measurable function then

lim
t→∞

1

t

∫ t

0
g(ϕτ x) dτ = 1

µ(X)

∫
X

g dµ (2)

for µ-almost everyx ∈ X. Therefore, it is a rare event from the point of view of measure
theory that the limit in (2) does not exist for a given pointx ∈ X. Property 1 above
shows that, surprisingly, for suspension flows over subshifts of finite type, and a generic
Hölder continuous functiong, the set of points where the limit in (2) does not exist is
everywhere dense and hasfull topological entropy. In particular, from the point of view
of topology it is a rather common event that the limit in (2) does not exist for a given point
x ∈ X. Our results are counterparts of the corresponding results for diffeomorphisms
on hyperbolic sets developed by Barreira and Schmeling in [3].

The main theme of our proofs is to use Markov systems and the associated symbolic
dynamics developed by Bowen [4] and Ratner [10] to reduce the setup for flows to the
setup for maps, and then apply the results that are already available in the case of maps.
This is done through a study of suspension flows over subshifts of finite type associated
to Markov systems, and a careful analysis of the relation between cohomology for flows
and cohomology for the maps associated to Markov systems.

After the completion of this draft, we learned that Pesin and Sadovskaya [8] recently
obtained results related to ours. They use a different approach, involving the construction
of Moran covers associated to Markov systems.

2. Hyperbolic Flows

2.1. Preliminaries. Let � = {ϕt }t be aC1 flow of the smooth compact manifoldM. A
�-invariant set� ⊂ M is calledhyperbolic for � if there exists a continuous splitting
T�M = Es ⊕ Eu ⊕ E0, and constantsc > 0 andλ ∈ (0,1) such that for eachx ∈ �

the following properties hold:

1. d
dt

(ϕtx)|t=0 generatesE0(x);
2. dxϕtE

s(x) = Es(ϕtx) anddxϕtE
u(x) = Eu(ϕtx) for eacht ∈ R;

3. ‖dxϕtv‖ ≤ cλt‖v‖ for everyv ∈ Es(x) andt > 0;
4. ‖dxϕ−t v‖ ≤ cλt‖v‖ for everyv ∈ Eu(x) andt > 0.

For example, geodesic flows on compact Riemannian manifolds with negative sectional
curvature have the whole manifold as a hyperbolic set. Furthermore, time changes and
smallC1 perturbations of flows with a hyperbolic set also possess a hyperbolic set.

A closed�-invariant set� ⊂ M is called abasic set of � if � is hyperbolic, locally
maximal, topologically transitive, and the periodic orbits of� are dense in�.



342 L. Barreira, B. Saussol

2.2. Irregular sets. For each continuous functiong : � → R we define theirregular
set for the Birkhoff averages of g (with respect to� = {ϕt }t ) by

B(g) =
{
x ∈ � : lim

t→∞
1

t

∫ t

0
g(ϕτ x) dτ does not exist

}
.

One can easily verify thatB(g) is �-invariant. By Birkhoff’s ergodic theorem, the set
B(g) has zero measure with respect to any�-invariant finite measure.

We say thatg : � → R is �-cohomologous to a functionh : � → R on� if there
exists a bounded measurable functionq : � → R such that

g(x) − h(x) = lim
t→0

q(ϕtx) − q(x)

t
(3)

for everyx ∈ �. If g : � → R is �- cohomologous to a constantc ∈ R on�, then∣∣∣∣1t
∫ t

0
g(ϕτ x) dτ − c

∣∣∣∣ = 1

t
lim
s→0

1

s

∣∣∣∣∫ s+t

s

q(ϕτ x) dτ −
∫ t

0
q(ϕτ x) dτ

∣∣∣∣
= 1

t
lim
s→0

1

s

∣∣∣∣∫ s+t

t

q(ϕτ x) dτ −
∫ s

0
q(ϕτ x) dτ

∣∣∣∣
≤ 2 sup|q|

t

(4)

for everyx ∈ � andt > 0, and hence,B(g) = ∅.
We now present the main result of this section. It shows that for hyperbolic flows,

if g : � → R is not�-cohomologous to a constant, thenthe set B(g) is non-empty, is
everywhere dense, and has full topological entropy. See Sect. 4.1 for the definition of
topological entropyh(�|Z)on an arbitrary setZ (not necessarily compact nor invariant).

Theorem 1. Let � be a compact basic set of a topologically mixing C1+ε flow �, for
some ε > 0, and let g : � → R be a Hölder continuous function. Then the following
properties are equivalent:

1. g is not �-cohomologous to a constant on �;
2. B(g) is a non-empty proper dense set with

h(�|B(g)) = h(�|�). (5)

In [3], Barreira and Schmeling studied irregular sets with respect to diffeomorphisms
on hyperbolic sets. Theorem 1 is a counterpart of their results in the case of flows, and
follows from the more general statements formulated below.

We now show that “most” Hölder continuous functions are not�-cohomologous to
a constant. LetCα(�) be the space of Hölder continuous functions on� with Hölder
exponentα. For a functionϕ ∈ Cα(�) we define its norm by

‖ϕ‖α = sup{|ϕ(x)| : x ∈ �} + sup

{ |ϕ(x) − ϕ(y)|
d(x, y)α

: x, y ∈ � andx �= y

}
,

whered denotes the distance onM.

Theorem 2. Let � be a compact hyperbolic set of a topologically transitive C1 flow
�. Then, for each α ∈ (0,1), the family of functions in Cα(�) which are not �-
cohomologous to a constant is open and dense in Cα(�).
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Theorems 1 and 2 immediately imply the following statement, whose formulation
has the advantage of not using the notion of cohomology.

Theorem 3. Let � be a compact basic set of a topologically mixing C1+ε flow �, for
some ε > 0. Given α > 0, for an open and dense family of functions g ∈ Cα(�), the
set B(g) is a non-empty proper dense set with h(�|B(g)) = h(�|�).

2.3. Multifractal analysis. Let g : � → R be a continuous function. For eachα ∈ R,
consider the set

Kα =
{
x ∈ � : lim

t→∞
1

t

∫ t

0
g(ϕτ x) dτ = α

}
.

One can easily verify thatKα is�-invariant. By (4), ifg is�-cohomologous to a constant
c ∈ R on�, thenKc = �.

Givenα ∈ R, set

E(α) = h(�|Kα).

The functionE is called theentropy spectrum for the Birkhoff averages of g.
For every real numberq, let νq be the equilibrium measure ofqg, and write

T (q) = P�(qg),

whereP�(qg) is the topological pressure ofqg with respect to�. It is well known that
T is a real analytic function. We denote byhν(�|�) the entropy of�|� with respect to
the�-invariant measureν. See Sect. 4.1 for the definition.

We now present a multifractal analysis of the spectrumE on basic sets.

Theorem 4. Let � be a compact basic set of a topologically mixing C1+ε flow �, for
some ε > 0, and let g : � → R be a Hölder continuous function with P�(g) = 0. Then
the following properties hold:

1. the domain of E is a closed interval in [0,∞), which coincides with the range of the
function α = −T ′, and if q ∈ R then

E(α(q)) = T (q) + qα(q) = hνq (�|�);
2. if g is not �-cohomologous to a constant on �, then E and T are real analytic strictly

convex functions.

See Sect. 4.2 for a more detailed description of the spectrumE.

2.4. Markov systems. Let � be a compact basic set of theC1 flow � = {ϕt }t , and let

V s
ε (x) = {y ∈ B(x, ε) : d(ϕty, ϕtx) → 0 ast → +∞}

and

V u
ε (x) = {y ∈ B(x, ε) : d(ϕty, ϕtx) → 0 ast → −∞}

be the local stable and unstable manifolds of sizeε at the pointx ∈ �. For each
sufficiently smallε > 0, there existsδ > 0 such that ifx, y ∈ � are at a distance
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d(x, y) ≤ δ then there is a unique timet = t (x, y) ∈ [−ε, ε] for which the set

[x, y] def= V s
ε (ϕtx) ∩ V u

ε (y) consists of a single point, and[x, y] ∈ �.
Let D ⊂ M be an open disk of dimension dimM − 1 which is transversal to the

flow �, and letx ∈ D. There exists a diffeomorphism fromD × (−ε, ε) onto an open
neighborhoodU(x) of x. The projection mapπD : U(x) → D defined byπD(ϕty) = y

is differentiable. A closed setR ⊂ � ∩ D is called arectangle if R = int R (where the
interior is computed with respect to the topology of�∩D), andπD[x, y] ∈ R whenever
x, y ∈ R.

Consider a collection of rectanglesR1, . . . , Rk ⊂ � (each contained in some disk
transversal to the flow) withRi ∩Rj = ∂Ri ∩∂Rj for i �= j such that there existsε > 0
with:

1. � = ⋃
t∈[0,ε] ϕt (

⋃k
i=1 Ri);

2. for eachi �= j either(ϕtRi) ∩ Rj = ∅ for all t ∈ [0, ε] or (ϕtRj ) ∩ Ri = ∅ for all
t ∈ [0, ε].

We define thetransfer function τ : � → [0,∞) by

τ(x) = min

{
t > 0 : ϕtx ∈

k⋃
i=1

Ri

}
.

Let T : � → ⋃k
i=1 Ri be thetransfer map given byT x = ϕτ(x)x. We note that the

restriction ofT to
⋃k

i=1 Ri is invertible.
We say that the rectanglesR1, . . . , Rk form aMarkov system for � on� if

T (int(V s
ε (x) ∩ Ri)) ⊂ int(V s

ε (T x) ∩ Rj )

and

T −1(int(V u
ε (T x) ∩ Rj )) ⊂ int(V u

ε (x) ∩ Ri)

wheneverx ∈ int T Ri ∩ int Rj . Any basic set� of aC1 flow possesses Markov systems
of arbitrary small diameter (see [4,10]). Furthermore, the mapτ is Hölder continuous
on each domain of continuity, and

0 < inf
x∈�

τ ≤ sup
x∈�

τ < ∞. (6)

Given a Markov systemR1, . . . , Rk for � on the basic set� we define ak×k matrix
A with entriesaij = 1 if int T Ri ∩ int Rj �= ∅, andaij = 0 otherwise. Consider the set
X ⊂ {1, . . . , k}Z defined by

X = {(· · · i−1i0i1 · · · ) : ainin+1 = 1 for everyn ∈ Z},
and the shift mapσ : X → X given byσ(· · · i0 · · · ) = (· · · j0 · · · ), wherejn = in+1 for
everyn ∈ Z. The mapσ |X is called a (two-sided)subshift of finite type with transfer
matrix A. We fixβ > 1 and equipX with the distancedX defined by

dX((· · · i−1i0i1 · · · ), (· · · j−1j0j1 · · · )) =
∞∑

n=−∞
β−|n||in − jn|. (7)
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We define acoding map π : X → ⋃k
i=1 Ri for the basic set by

π(· · · i0 · · · ) =
⋂
j∈Z

T −j int Rij .

One can easily check thatπ ◦ σ = T ◦ π . As observed in [4], it is always possible to
choose the constantβ in such a way that the functionτ ◦ π : X → [0,∞) is Lipschitz.

Markov systems will be used in the proof of Theorem 1.

2.5. Cohomology for flows and maps. We now discuss the cohomology assumption
in Theorem 1. We show how to use a Markov system to reduce this assumption to a
cohomology assumption using the associated transfer map instead of the original flow.
This relation is crucial to our approach.

Given a continuous functiong : � → R and a Markov system for the flow� = {ϕt }t
on the basic set� with transfer functionτ : � → [0,∞), we define a new function
Ig : � → R by

Ig(x) =
∫ τ(x)

0
g(ϕsx) ds.

In particular, ifc ∈ R, thenIc = cτ .
We say that a functionG : � → R is T - cohomologous to a functionH : � → R on

� if there exists a bounded measurable functionq : � → R such that

G − H = q ◦ T − q on�.

Theorem 5. Let � be a basic set of the C1 flow �, g : � → R and h : � → R

continuous functions, and τ the transfer function of some Markov system for � on �.
Then the following properties are equivalent:

1. g is �-cohomologous to h on � and (3) holds for every x ∈ �;
2. Ig is T -cohomologous to Ih on � with

Ig(x) − Ih(x) = q(T x) − q(x) for every x ∈ �.

Theorem 5 allows us to translate the results obtained in [3] in the setting of subshifts
of finite type and hyperbolic sets to the setting of hyperbolic flows.

Theorem 5 implies that a functiong is �- cohomologous to a constantc ∈ R if
and only ifIg is T - cohomologous tocτ . In particular, the cohomology assumption in
Theorem 1 can be replaced by one in terms of the transfer mapT (associated to some
Markov system). Therefore, it would be of interest to also describe the convergence
and the non-convergence of the Birkhoff averages of the flow� in terms ofT . This is
effected in the following statement.

Proposition 6. Let � be a basic set of the C1 flow � = {ϕt }t , g : � → R a continuous
function, and τ the transfer function of some Markov system for � on �. Then the
following properties hold:

1. if g : � → R is Hölder continuous, then Ig is Hölder continuous on each domain of
continuity of τ ;
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2. if x ∈ �, then

lim inf
t→∞

1

t

∫ t

0
g(ϕsx) ds = lim inf

m→∞

∑m
i=0 Ig(T

ix)∑m
i=0 τ(T ix)

and

lim sup
t→∞

1

t

∫ t

0
g(ϕsx) ds = lim sup

m→∞

∑m
i=0 Ig(T

ix)∑m
i=0 τ(T ix)

;

3.

B(g) =
{
x ∈ � : lim

m→∞

∑m
i=0 Ig(T

ix)∑m
i=0 τ(T ix)

does not exist

}
. (8)

The identity (8) tells us that any irregular set for a hyperbolic flow can be described in
terms of the mapT . However, contrary to the maps considered in [3],T is not invertible
nor hyperbolic.

3. Suspension Flows

3.1. Preliminaries. Let T : X → X be a homeomorphism of the compact metric space
X, andτ : X → (0,∞) a Lipschitz function. Consider the space

Y = {(x, s) ∈ X × R : 0 ≤ s ≤ τ(x)}, (9)

with the points(x, τ (x)) and(T x,0) identified for eachx ∈ X. One can introduce in a
natural way a topology onY which makesY a compact topological space. This topology
is induced by a distance introduced by Bowen and Walters in [5] (see Appendix A for
details). The metric structure shall first be used in Sect. 3.2.

Thesuspension flow over T with height function τ is the flow: = {ψt }t onY , where
ψt : Y → Y is defined by

ψt(x, s) = (x, s + t). (10)

We extendτ to a functionτ : Y → R by

τ(y) = min{t > 0 : ψty ∈ X × {0}},
and extendT to a mapT : Y → X × {0} by

T (y) = ψτ(y)y.

Since there is no danger of confusion we continue to use the symbolsτ andT for the
extensions. Given a continuous functiong : Y → R we define a functionIg : Y → R

by

Ig(y) =
∫ τ(y)

0
g(ψsy) ds. (11)
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Theorem 7. If : = {ψt }t is a suspension flow on Y over T : X → X, and g : Y → R

and h : Y → R are continuous functions, then the following properties are equivalent:

1. g is :-cohomologous to h on Y with

g(y) − h(y) = lim
t→0

q(ψty) − q(y)

t
for every y ∈ Y ;

2. Ig is T -cohomologous to Ih on Y with

Ig(y) − Ih(y) = q(T y) − q(y) for every y ∈ Y ;

3. Ig|X × {0} is T -cohomologous to Ih|X × {0} on X × {0} with

Ig(y) − Ih(y) = q(T y) − q(y) for every y ∈ X × {0}.
By Theorem 7 (see Properties 2 and 3), each cohomology class in the base space

X induces a cohomology class in the whole spaceY , and all cohomology classes inY
appear in this way.

We also obtain a version of Proposition 6 for suspension flows.

Proposition 8. Let : = {ψt }t be a suspension flow on Y over T : X → X with height
function τ , and g : Y → R a continuous function. If x ∈ X and s ∈ [0, τ (x)], then

lim inf
t→∞

1

t

∫ t

0
g(ψτ (x, s)) dτ = lim inf

m→∞

∑m
i=0 Ig(T

ix)∑m
i=0 τ(T ix)

(12)

and

lim sup
t→∞

1

t

∫ t

0
g(ψτ (x, s)) dτ = lim sup

m→∞

∑m
i=0 Ig(T

ix)∑m
i=0 τ(T ix)

. (13)

Note that for a fixedx ∈ X the limits in (12) and (13) are independent ofs.
One can also consider the case whenT : X → X is continuous but not necessarily a

homeomorphism. More precisely, letT be a local homeomorphism in an open neighbor-
hood of each point of the compact metric spaceX, τ : X → (0,∞) a Lipschitz function,
andY as in (9). Note that even ifX is a topological manifold andτ is a constant function,
thenY may not be a topological manifold. Thesuspension semi-flow over T with height
function τ is the semi-flow: = {ψt }t onY , whereψt : Y → Y is defined by (10). The
statements in Theorem 7 and Proposition 8 also hold for suspension semi-flows.

3.2. Suspension flows over subshifts of finite type. Let now: = {ψt }t be a suspension
flow onY overT : X → X. The spaceY is equipped with the Bowen–Walters distance
(see Appendix A for the definition). Letg : Y → R be a continuous function. For each
α ∈ R, set

E(α) = h(:|Kα),

where

Kα =
{
x ∈ Y : lim

t→∞
1

t

∫ t

0
g(ψτx) dτ = α

}
.
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The topological entropy is computed with respect to (the topology induced by) the
Bowen–Walters distance onY . The functionE is called theentropy spectrum for the
Birkhoff averages of g. For every real numberq, let νq be the equilibrium measure of
qg, and write

T (q) = P:(qg).

The following is a version of Theorem 4 for suspension flows over subshifts of finite
type.

Theorem 9. Let : be a suspension flow on Y over a topologically mixing two-sided
subshift of finite type, and g : Y → R a Hölder continuous function with P:(g) = 0.
Then the following properties hold:

1. the domain of E is a closed interval in [0,∞), which coincides with the range of the
function α = −T ′, and if q ∈ R then

E(α(q)) = T (q) + qα(q) = hνq (:);

2. if g is not :-cohomologous to a constant on Y , then E and T are real analytic strictly
convex functions.

Given a continuous functiong : Y → R we consider the irregular set

B(g) =
{
y ∈ Y : lim

t→∞
1

t

∫ t

0
g(ψτy) dτ does not exist

}
.

Set

C =
{
x ∈ X : lim

m→∞

∑m
i=0 Ig(T

ix)∑m
i=0 τ(T ix)

does not exist

}
.

For a suspension flow: and a continuous functiong onY , it follows from Proposition 8
that

B(g) = {(x, s) ∈ Y : x ∈ C ands ∈ [0, τ (x)]}.

We now formulate a version of Theorem 1 for suspension flows over subshifts of
finite type.

Theorem 10. Let : be a suspension flow on Y over a topologically mixing two-sided
subshift of finite type, and g : Y → R a Hölder continuous function. Then the following
properties are equivalent:

1. g is not :-cohomologous to a constant on Y ;
2. B(g) is a non-empty proper dense set with

h(:|B(g)) = h(:). (14)
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Abramov’s entropy formula shows that

h(:) = sup
µ

hµ(T )∫
X

τ dµ
= hν(T )∫

X
τ dν

,

where the supremum is taken over allT -invariant probability measures. Here,hµ(T ) is
the entropy ofT with respect toµ, andν is the equilibrium measure of−h(:)τ .

One can also consider one-sided subshifts of finite typeT : X → X. It is easy to
verify that in this caseT is a local homeomorphism in an open neighborhood of each
point. The statements in Theorem 10 hold for suspension semi-flows over one-sided
subshifts of finite type. See also Sect. 5.1 below.

Given a basic set of a hyperbolic flow, each Markov system has naturally associated
a suspension flow over a two-sided subshift of finite type. In fact these are the primary
examples of suspension flows. We now describe this construction. If� is a basic set
of theC1 flow � = {ϕt }t , then given a Markov system there is an associated transfer
functionτ : � → R (which is Hölder continuous on each domain of continuity), and an
associated two-sided subshift of finite typeσ : X → X with coding mapπ : X → � (see
Sect. 2.4). Therefore, to each Markov system one can naturally associate the suspension
flow : = {ψt }t on Y overσ with Lipschitz height functionτ ◦ π (see Sect. 2.4). We
extendπ to a finite-to-one surjectionπ : Y → � by π(x, s) = (ϕs ◦ π)(x) for every
(x, s) ∈ Y . Then

π ◦ ψt = ϕt ◦ π. (15)

Observe that the functiong ◦π : Y → R is Hölder continuous wheneverg : � → R

is Hölder continuous. Using (15) one can show that

B(g) = π(B(g ◦ π)).

This can be used to establish the identity in (5) from the identity in (14).

4. Multifractal Analysis and Irregular Sets

4.1. A new Carathéodory dimension for flows. We introduce here a new Carathéodory
dimension characteristic for flows. It is a generalization of the topological entropy, and
is a flow version of a Carathéodory dimension characteristic introduced in [3] in the case
of maps.

Let: = {ψt }t be a continuous flow of the compact metric space(Y, d). Givenx ∈ Y ,
t > 0, andε > 0, we write

B(x, t, ε) = {y ∈ Y : d(ψτy, ψτ x) < ε whenever 0≤ τ ≤ t}.
Let u : Y → R be a strictly positive continuous function. We write

U(x, t, ε) = sup

{∫ t

0
u(ψτy) dτ : y ∈ B(x, t, ε)

}
if B(x, t, ε) �= ∅, andU(x, t, ε) = −∞ otherwise.

For each setZ ⊂ Y and eachα ∈ R, we define

M(Z, α, u, ε) = lim
T →∞ inf

<

∑
(x,t)∈<

exp(−αU(x, t, ε)),
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where the infimum is taken over all finite or countable sets< = {(xi, ti)}i such that
(xi, ti) ∈ Y × [T ,∞) for eachi, and

⋃
i B(xi, ti , ε) ⊃ Z. We define the number

dimu,ε Z = inf {α : M(Z, α, u, ε) = 0}.
The limit

dimu Z
def= lim

ε→0
dimu,ε Z

exists, and is called theu-dimension of Z (with respect to:).
If u is the constant function equal to 1, then dimu Z is calledtopological entropy of

: on Z, and is denoted byh(:|Z). If Z is compact and:-invariant, then we recover
the well-known notion of topological entropy

h(:|Z) = lim
ε→0

lim inf
t→∞

logNZ(t, ε)

t
= lim

ε→0
lim sup
t→∞

logNZ(t, ε)

t
,

whereNZ(t, ε) is the least number of setsB(x, t, ε) needed to coverZ.
For every Borel probability measureν onY , let

dimu,ε ν = inf {dimu,ε Z : ν(Z) = 1}.
The limit

dimu ν
def= lim

ε→0
dimu,ε ν

exists, and is called theu-dimension of ν. If u = 1, then dimu µ is called theentropy
of : with respect to ν, and is denoted byhν(:). We also define thelower andupper
u-pointwise dimensions of ν at the pointx ∈ Y by

dν,u(x) = lim
ε→0

lim inf
t→∞ − logν(B(x, t, ε))

U(x, t, ε)

and

dν,u(x) = lim
ε→0

lim sup
t→∞

− logν(B(x, t, ε))

U(x, t, ε)
.

4.2. Suspension flows over subshifts of finite type. Let : = {ψt }t be a suspension flow
on Y over a homeomorphismT : X → X of the compact metric spaceX, andµ a T -
invariant Borel probability measure inX. It is well known thatµ induces a:-invariant
probability measureν in Y such that∫

Y

g dν =
∫
X

∫ τ(x)

0
g(x, s) dsdµ(x)

/∫
X

τ dµ (16)

for every continuous functiong : Y → R, and that any:-invariant measureν in Y is
of this form for someT -invariant Borel probability measureµ in X. We remark that the
identity in (16) is equivalent to
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Y

g dν =
∫
X

Ig dµ
/∫

X

τ dµ, (17)

where the functionIg is defined by (11).
We now consider the spaceY equipped with the Bowen–Walters distance (see Ap-

pendix A). For every real numberα, set

Kα = {y ∈ Y : dν,u(y) = dν,u(y) = α}.
WheneverKα �= ∅ andy ∈ Kα, the common valueα of dν,u(y) anddν,u(y) is denoted
by dν,u(y), and is calledu-pointwise dimension of ν at y. We set

Du(α) = dimu Kα.

The functionDu is called theu-dimension spectrum for u-pointwise dimensions (with
respect to the measureν).

We now consider the special case whenT is a subshift of finite type.

Proposition 11. Let : = {ψt }t be a suspension flow on Y over a topologically mixing
two-sided subshift of finite type, ν is an equilibrium measure for : with Hölder contin-
uous potential, and u : Y → R is a Hölder continuous positive function. If y ∈ Y and
ε > 0, then

dν,u(y) = lim inf
t→∞ − logν(B(y, t, ε))∫ t

0 u(ψτy) dτ

and

dν,u(y) = lim sup
t→∞

− logν(B(y, t, ε))∫ t

0 u(ψτy) dτ
.

Notice that the limits in the proposition are independent ofε.
Let g : Y → R be a continuous function. By (17) and Abramov’s entropy formula,

we obtain

hν(:) +
∫
Y

g dν = hµ(T ) + ∫
X

Ig dµ∫
X

τ dµ
, (18)

wheneverµ is aT -invariant probability measure inX, andν is the:-invariant probability
measure induced byµ in Y . Sinceτ > 0, we conclude from (18) thatP:(g) = 0 if and
only if PT (Ig) = 0, wherePT (Ig) is the topological pressure ofIg with respect toT .
Therefore, whenP:(g) = 0 the measureν is an equilibrium measure ofg (with respect
to :) if and only if µ is an equilibrium measure ofIg|X (with respect toT ).

For every real numberq, we define the functiongq : Y → R by

gq = −Tu(q)u + qg,

where the numberTu(q) is chosen so thatP:(gq) = 0. The above discussion shows
thatTu(q) is equivalently specified by the equationPT (Igq ) = 0, wherePT (Igq ) is the
topological pressure ofIg with respect toT . We denote byνq andmu, respectively, the
equilibrium measures ofgq and− dimu X · u with respect to:.

The following is a complete multifractal analysis of the spectrumDu for suspension
flows over subshifts of finite type.
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Theorem 12. Let : be a suspension flow on Y over a topologically mixing two-sided
subshift of finite type, u : Y → R a Hölder continuous positive function, and ν an
equilibrium measure for : with Hölder continuous potential g : Y → R such that
P:(g) = 0. Then the following properties hold:

1. for ν-almost every y ∈ Y ,

dν,u(y) = hν(:)∫
Y
u dν

;

2. Tu is real analytic, and satisfies T ′
u(q) ≤ 0 and T ′′

u (q) ≥ 0 for every q ∈ R, with
Tu(0) = dimu Y and Tu(1) = 0;

3. the domain of Du is a closed interval in [0,∞), which coincides with the range of
the function αu = −T ′

u, and if q ∈ R, then

Du(αu(q)) = Tu(q) + qαu(q);

4. for every q ∈ R, νq(Kαu(q)) = 1, and

dνq,u(x) = Tu(q) + qαu(q)

for νq -almost all x ∈ Kαu(q); moreover,

dνq,u(x) ≤ Tu(q) + qαu(q)

for every x ∈ Kαu(q), and Du(αu(q)) = dimu νq for every q ∈ R;
5. if ν �= mu, then Du and Tu are real analytic strictly convex functions.

Theorem 12 is a flow version of Theorem 6.6 in [3], which in turn follows from work
of Pesin and Weiss [9], and Schmeling [11].

Settingu = 1 in Theorem 12 we obtain a complete multifractal analysis of the
spectrum

E(α) = h(:|{y ∈ Y : hν(y) = α}),

where

hν(y) = lim
t→∞ − logν(B(y, t, ε))

t
= lim

t→∞
1

t

∫ t

0
g(ψτy) dτ. (19)

The functionE is calledentropy spectrum for local entropies (with respect to the mea-
sureν), and coincides with the entropy spectrum for the Birkhoff averages ofg. In the
case of axiom A diffeomorphisms this spectrum was studied in [1].

We note that the statements in Proposition 11 andTheorem 12 also hold for suspension
semi-flows over one-sided subshifts of finite type.
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4.3. Irregular sets. In this section we establish a version of the results in Sect. 3 for
u-dimension. Consider again a continuous flow: = {ψt }t on Y . Given continuous
functionsg1, . . . , gk : Y → R andu : Y → R, with u positive, we define theirregular
set F(g1, . . . , gk; u) by

{
y ∈ Y : lim

t→∞

∫ t

0 gj (ψsy) ds∫ t

0 u(ψsy) ds
does not exist forj = 1, . . . , k

}
. (20)

One can show that

F(g1, . . . , gk; u) = {(x, s) : x ∈ C(g1, . . . , gk; u) ands ∈ [0, τ (x)]}, (21)

whereC(g1, . . . , gk; u) is the set

{
x ∈ X : lim

m→∞

∑m
i=0 Igj

(T ix)∑m
i=0 Iu(T ix)

does not exist forj = 1, . . . , k

}
. (22)

The proof is a modification of the proof of Proposition 6.

Theorem 13. Let : be a suspension flow on Y over a topologically mixing two-sided
subshift of finite type, and g1, . . . , gk , u : Y → R Hölder continuous functions, with u

positive. Then the following properties are equivalent:

1. the function gj is not :-cohomologous to a multiple of u on Y for each j = 1, . . . ,
k;

2. dimu F(g1, . . . , gk; u) = dimu Y .

Settingu = 1, we have

F(g1, . . . , gk; 1) =
k⋂

j=1

B(gj ).

Hence, under the hypotheses of Theorem 13, if the functiongj is not:-cohomologous
to a constant onY for eachj = 1, . . . , k, then

h(:|
k⋂

j=1

B(gj )) = h(:).

One can also consider suspension semi-flows over one-sided subshifts of finite type,
and obtain a corresponding version of Theorem 13. An application of this is given in the
following section.
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5. Suspensions over Hyperbolic Dynamical Systems

5.1. Suspension semi-flows over expanding maps. Let T : M → M be aC1 map of a
smooth compact manifoldM, and� ⊂ M aT -invariant set such thatT is expanding on
�. This means that there exist constantsc > 0 andβ > 1 such that‖dxT

nv‖ ≥ cβn‖v‖
for all x ∈ �, v ∈ TxM, andn ∈ N. We say that� is a repeller of T . It is well
known that repellers admit Markov partitions of arbitrarily small diameter. Each Markov
partition has associated a one-sided subshift of finite typeσ : X → X, and a coding map
π : X → � for the repeller, which is Hölder continuous, onto, finite-to-one, and satisfies
T ◦ π = π ◦ σ .

Consider a Markov partition for�, and the associated coding mapπ : X → �. Let
: be the associated suspension semi-flow onY over the one-sided subshift of finite type
σ : X → X, with Y equipped with the Bowen–Walters distance. We define a function
u : X → R by

u(x) = log‖dπxT ‖. (23)

One says thatT is conformal on� if dxT is a multiple of an isometry for eachx ∈ �.
One can show that ifT is conformal on�, then

dimH Z = 1 + dimu π−1Z

for every:-invariant setZ ⊂ �. This follows from work of Schmeling [12].
Let ν be a:-invariant probability measure onY . For every real numberα, set

Kα =
{
y ∈ Y : lim

r→0

logν(B(y, r))

logr
= α

}
,

whereB(y, r) ⊂ Y is the Bowen–Walters ball with radiusr centered aty ∈ Y . The
function

D(α) = dimH Kα

is called thedimension spectrum for pointwise dimensions (with respect to the mea-
sureν). Let µ be the measure inX associated toν as in Sect. 4.2. By Proposition 17
in Appendix A, for eachy = (x, s) ∈ Y there existsc ≥ 1 such that ifr is sufficiently
small, then

BX(x, r/c) × (s − r/c, s + r/c) ⊂ B(y, r) ⊂ BX(x, cr) × (s − cr, s + cr).

Therefore,

Kα =
{
(x, s) ∈ Y : lim

r→0

logµ(BX(x, r))

logr
= α − 1

}
. (24)

Since each setKα is :-invariant, ifu is as in (23), then

D(α) = 1 + Du(α − 1).

Proceeding in a similar way to that in Sect. 4.2 one can now effect a multifractal
analysis of the spectrumD. We use the same notation as in Sect. 4.2. The following
is an immediate consequence of Theorem 12 and the above discussion, together with
the appropriate versions of Propositions 17 and 19 in Appendix A for locally invertible
maps.
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Theorem 14. For a repeller � of a topologically mixing C1 map which is conformal
on �, let : be the suspension semi-flow on Y over the one-sided subshift of finite type
associated to some Markov partition of �, and ν an equilibrium measure for : with
Hölder continuous potential g : Y → R such that P:(g) = 0. Then the following
properties hold:

1. for ν-almost every y ∈ Y ,

lim
r→0

logν(B(y, r))

logr
= 1 + hµ(T )∫

X
(log‖dT ‖ ◦ π) dµ

;

2. if T = Tu + 1, α = −T ′, and q ∈ R, then D(α(q)) = T (q) + qα(q);
3. for every q ∈ R, νq(Kα(q)) = 1, and

lim
r→0

logνq(B(y, r))

logr
= T (q) + qα(q)

for νq -almost all x ∈ Kα(q); moreover,

lim sup
r→0

logνq(B(y, r))

logr
≤ T (q) + qα(q)

for every x ∈ Kα(q), and D(α(q)) = dimH νq for every q ∈ R;
4. if ν �= mu, then D and T are real analytic strictly convex functions.

The following statement follows easily from a version of Theorem 13 for suspension
semi-flows over one-sided subshifts of finite type.

Theorem 15. Under the hypothesis of Theorem 14, if ν �= mu then

dimH

{
y ∈ Y : lim

r→0

logν(B(y, r))

logr
does not exist

}
= dimH Y.

5.2. Suspension flows over axiom A diffeomorphisms. Let � be a basic set of aC1 flow
�. Given a Markov system, we consider the associated two-sided subshift of finite type
σ : X → X, and coding mapπ : X → � (see Sects. 2.4 and 3.2).

Let βs : X → R andβu : X → R be Hölder continuous positive functions. For each
cylinder set

Ci−n···im = {(· · · j0 · · · ) : jk = ik for −n ≤ k ≤ m},
write

βs(Ci−n···im) = sup

{
m∏

k=0

βs(σ
kx) : x ∈ Ci−n···im

}

and

βu(Ci−n···im) = sup

{
n∏

k=0

βu(σ
−kx) : x ∈ Ci−n···im

}
.
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Givenα ∈ R, consider the function

M(Z, α) = lim
?→0

inf
<

∑
C∈<

exp(−αβs(C) − αβu(C)),

where the infimum is taken over all covers< of Z by cylindersCi−n···im with m > ? and
n > ?. We define the(βs, βu)-dimension of Z by

dimβs,βu Z = inf {α : M(Z, α) = 0}.

Let again� be a basic set of aC1 flow � = {ϕt }t . We say that the flow� isconformal
on� if the maps

dxϕt |Es(x) : Es(x) → Es(ϕtx) and dxϕt |Eu(x) : Eu(x) → Eu(ϕtx)

are multiples of isometries for eachx ∈ � andt ∈ R. We give two examples of(βs, βu)-
dimension:

1. Let� be a basic set of aC1 flow � such that� is conformal on�. Let T be the
transfer map associated to some Markov system for� on �, andπ : Y → � be
the associated coding map. Consider the functionsβs : X → R andβu : X → R

defined by

βs(x) = log‖dπxϕτ(πx)|Es(πx)‖ (25)

and

βu(x) = − log‖dπxϕτ(πx)|Eu(πx)‖. (26)

Note that

n−1∏
k=0

βs(σ
kx) = log‖dπxϕτn(πx)|Es(πx)‖,

n−1∏
k=0

βu(σ
−kx) = log‖dπxϕ−τn(πx)|Eu(πx)‖,

where

τn(πx) =
n−1∑
k=0

τ(π(σ kx)).

Then

dimH Z = 1 + dimβs,βu π−1Z (27)

for every:-invariant setZ ⊂ �.
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2. Let� be a basic set of aC1 axiom A diffeomorphismf such thatdxf |Es(x) and
dxf |Eu(x) are multiples of isometries for eachx ∈ �. Consider a Markov partition
for �, and the associated coding mapπ : X → �. Define functionsβs : X → R

andβu : X → R by

βs(x) = log‖dπxf |Es(πx)‖ and βu(x) = − log‖dπxf |Eu(πx)‖.
Then

dimH Z = dimβs,βu π−1Z (28)

for every setZ ⊂ �.

The identities in (27) and (28) follow from work of Schmeling [12]. In what follows
we shall only consider the first situation. A straightforward modification applies to the
second one.

We briefly present another description of the(βs, βu)- dimension.WhenX is equipped
with the distance in (7), the mapπ is in general only Hölder continuous.We will introduce
a new distancêdX in X (inducing the same topology asdX) such that for a certain class
of flows (the flows which are conformal on�; see the definition below in this section)
the mapπ : (X, d̂X) → π(X) is locally Lipschitz with Lipschitz inverse, and thus it
preserves the Hausdorff dimension. We define a new distanced̂X in X by

d̂X((· · · i0 · · · ), (· · · j0 · · · )) = |i0 − j0| + βs(Ci−nu ···ins ) + βu(Ci−nu ···ins ),

where

ns = max{n ∈ N : ik = jk for all k ≤ n}
and

nu = max{n ∈ N : ik = jk for all k ≥ −n}.
Since

diam̂dX
C = βs(C) + βu(C)

for every cylinderC, the (βs, βu)-dimension coincides with the Hausdorff dimension
with respect tôdX. The distancêdX induces a new Bowen–Walters distance inY . One
can easily verify that this distance induces the same topology inY as the original Bowen–
Walters distance obtained fromdX.

Let � be a basic set of aC1 flow �, andν be a�-invariant probability measure on
�. For everyα ∈ R, let

Kα =
{
y ∈ � : lim

r→0

logν(B(y, r))

logr
= α

}
.

With the help of a Markov system, one can show that the setKα satisfies an identity
similar to that in (24). It follows from work of Barreira, Pesin, and Schmeling [2] that
ν(
⋃

α∈R
Kα) = 1.

Consider now thedimension spectrum for pointwise dimensions (with respect to the
measureν) defined by

D(α) = dimH Kα.
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In a similar way to that in Sect. 5.1, if� is conformal on�, then

D(α) = 1 + dimβs,βu(X ∩ π−1Kα−1),

with βs andβu as in (25) and (26).
Given a continuous functiong : � → R, let ts(q) andtu(q) be the unique numbers

such that

PT (−ts(q)βs + qg ◦ π) = PT (−tu(q)βu + qg ◦ π) = 0.

We write

T (q) = 1 + ts(q) + tu(q).

One can also formulate a version of Theorem 14 for basic sets.

Theorem 16. Let � be a compact basic set of a topologically mixing C1+ε flow �,
for some ε > 0, such that � is conformal on �, and ν an equilibrium measure for �

with Hölder continuous potential g : � → R such that P�(g) = 0. Then the following
properties hold:

1. for ν-almost every y ∈ �,

lim
r→0

logν(B(y, r))

logr
= 1 − hµ(T )∫

X
βs dµ

− hµ(T )∫
X

βu dµ
;

2. if α = −T ′ then D(α(q)) = T (q) + qα(q) for every q ∈ R;
3. if µ is not a measure of maximal dimension on X, then D and T are real analytic

strictly convex functions.

Theorem 16 was established by Pesin and Sadovskaya in [8].

6. Proofs

6.1. Proofs of the results in Section 3.

Proof of Theorem 7. Assume thatg is :-cohomologous toh onY . If x ∈ Y then

Ig(x) − Ih(x) =
∫ τ(x)

0
lim
t→0

q(ψtψsx) − q(ψsx)

t
ds

= lim
t→0

1

t

(∫ τ(x)+t

t

q(ψsx) ds −
∫ τ(x)

0
q(ψsx) ds

)

= lim
t→0

1

t

(∫ τ(x)+t

0
q(ψsx) ds −

∫ τ(x)

0
q(ψsx) ds

)
− lim

t→0

1

t

∫ t

0
q(ψsx) ds

= q(ψτ(x)x) − q(x)

= q(T x) − q(x).

Therefore,Ig is T -cohomologous toIh onY .
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Assume now thatIg isT -cohomologous toIh onY . If x ∈ Y thenτ(ψtx) = τ(x)− t

for every sufficiently smallt > 0 (depending onx). Thus,T (ψtx) = T x, and

Ig(ψtx) − Ih(ψtx) = q(T x) − q(ψtx).

Since

lim
t→0+

Ig(ψtx) − Ig(x)

t
= lim

t→0
−1

t

∫ t

0
g(ψsx) ds = −g(x),

we obtain

g(x) − h(x) = lim
t→0+

(
−Ig(ψtx) − Ih(ψtx)

t
+ Ig(x) − Ih(x)

t

)
= lim

t→0+

(
−q(T x) − q(ψtx)

t
+ q(T x) − q(x)

t

)
= lim

t→0+
q(ψtx) − q(x)

t
.

(29)

We also have

τ(ψ−t x) =
{
τ(x) + t if x �∈ X × {0}
t if x ∈ X × {0}

for every sufficiently smallt > 0 (depending onx). Whenx �∈ X × {0} we have
T (ψ−t x) = T x and one can proceed in a similar fashion to the one above to show that

g(x) − h(x) = lim
t→0−

q(ψtx) − q(x)

t
. (30)

Whenx ∈ X × {0} we haveT (ψ−t x) = x, and

Ig(ψ−t x) − Ih(ψ−t x) = q(x) − q(ψ−t x).

Since

lim
t→0+

Ig(ψ−t x)

t
= lim

t→0+
1

t

∫ 0

−t

g(ψsx) ds = g(x),

we obtain

g(x) − h(x) = lim
t→0−

Ig(ψtx) − Ih(ψtx)

−t
= lim

t→0−
q(x) − q(ψtx)

−t
. (31)

By (29), (30), and (31), ifx ∈ Y then

g(x) − h(x) = lim
t→0

q(ψtx) − q(x)

t
.

Therefore,g is :-cohomologous toh onY .
It remains to prove that Property 7 implies Property 7. Assume that Property 7 holds

with the functionq : X × {0} → R. We can extendq to a functionq : Y → R by

q(ψty) = q(y) −
∫ t

0
[g(ψsy) − h(ψsy)] ds
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for everyy = (x,0) andt ∈ [0, τ (x)). For everyt ∈ [0, τ (x)) we haveT ψty = Ty

and by (11) we obtain

q(T ψty) − q(ψty) = q(T y) − q(ψt )

=
∫ τ(y)

t

[g(ψsy) − h(ψsy)] ds
= Ig(ψty) − Ih(ψty).

This completes the proof of the theorem.��

Proof of Proposition 8. The proof is a straightforward modification of the corresponding
arguments in the proof of Proposition 6 (see Sect. 6.2 below).��

Proof of Theorem 9. By (19), the desired statements follow immediately from Theo-
rem 12 by settingu = 1. ��

Proof of Theorem 10. This follows immediately from Theorem 13 by settingk = 1,
g1 = g, andu = 1. ��

6.2. Proofs of the results in Section 2.

Proof of Theorem 1. If g is �-cohomologous to a constant, thenB(g) = ∅.
Assume now thatg is not�-cohomologous to a constant. Consider a Markov system,

and the associated suspension flow: = {ψt }t and coding mapπ : Y → � satisfying
(15). The mapπ can be used to transfer the results from the symbolic dynamics to the
dynamics on the manifold.

By (15), we obtainπ(B(g ◦π)) ⊂ B(g). A priori one cannot discard that there exists
a pointx ∈ X such that

lim inf
t→∞

1

t

∫ t

0
(g ◦ π)(ψτx) dτ < lim sup

t→∞
1

t

∫ t

0
(g ◦ π)(ψτx) dτ (32)

and

lim inf
t→∞

1

t

∫ t

0
g(ψτ (πx)) dτ = lim sup

t→∞
1

t

∫ t

0
g(ψτ (πx)) dτ. (33)

With slight changes to the proof of Theorem 7.4 in [3] (see also the proof of Theorem 21.1
in [7], and in particular that of Lemmas 2 and 3 inside Theorem 21.1) one can prove the
following.

Lemma 1. We have

lim inf
t→∞

1

t

∫ t

0
(g ◦ π)(ψτx) dτ = lim sup

t→∞
1

t

∫ t

0
(g ◦ π)(ψτx) dτ = α

if and only if

lim inf
t→∞

1

t

∫ t

0
g(ψτ (πx)) dτ = lim sup

t→∞
1

t

∫ t

0
g(ψτ (πx)) dτ = α.
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The lemma shows that (32) and (33) cannot hold simultaneously, and hence,B(g) ⊂
π(B(g ◦ π)). Therefore,

B(g) = π(B(g ◦ π)). (34)

We now proceed as in [3]. LetR ⊂ � be the “boundary” of the Markov system, i.e.,
the set of pointsy ∈ � such thatϕtx is in the boundary of some element of the Markov
system for somet ∈ R. Note thatR is �-invariant, and thatπ : π−1(� \ R) → � \ R

is a homeomorphism. Furthermore, since there exist cylindersC ⊂ X such thatπ(C) is
disjoint fromR, we have

h(:|π−1R) < h(:) and h(�|R) < h(�|�).

By (34), we conclude that

h(�|B(g)) = h(:|B(g ◦ π)).

By Theorem 10, we obtain

h(�|�) = h(:) = h(:|B(g ◦ π)) = h(�|B(g)).

This completes the proof of the theorem.��

Proof of Theorem 2. Let

G
def= {g ∈ Cα(�) : g is not�- cohomologous to a constant},

andg ∈ G. By Livschitz’s theorem for flows (see, for example, Theorem 19.2.4 in [6]),
there exist two pointsxi = ϕTi

xi for i = 0, 1 such that

δ =
∣∣∣∣ 1

T0

∫ T0

0
g(ϕτ x0) dτ − 1

T1

∫ T1

0
g(ϕτ x1) dτ

∣∣∣∣ �= 0.

For anyf ∈ Cα(�) such that‖f − g‖α < δ/2 we have∣∣∣∣ 1

Ti

∫ Ti

0
(f − g)(ϕτ xi) dτ

∣∣∣∣ ≤ sup{|f (x) − g(x)| : x ∈ �} ≤ ‖f − g‖α <
δ

2
,

for i = 0, 1, and hence,

1

T0

∫ T0

0
f (ϕτ x0) dτ �= 1

T1

∫ T1

0
f (ϕτ x1) dτ.

This implies thatf is not�-cohomologous to a constant. Hence,G is open.
Let<0 and<1 be two distinct periodic orbits, and choose a functionh ∈ Cα(�) such

thath|<i
= i for i = 0, 1. Letg �∈ G. For anyε > 0, the functiongε = g+εh ∈ Cα(�) is

not�-cohomologous to a constant, because averages on<0 and<1 differ byε. Moreover,
‖gε − g‖α ≤ ε‖h‖α, and hence the functiong can be arbitrarily well approximated by
functions inG. Therefore,G is dense inCα(�). ��

Proof of Theorem 4. Consider a Markov system, and the associated suspension flow
: = {ψt }t and coding mapπ : Y → � satisfying (15). By Lemma 1 (see the proof of
Theorem 1), we haveE(α) = Du(α) for everyα, with u = 1, andDu as in Sect. 4.2.
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Therefore, the desired statements follow immediately from Theorem 12 by settingu = 1.
��

Proof of Theorem 5. The proof is a straightforward modification of the corresponding
arguments in the proof of Theorem 7 (see Sect. 6.1 above).��

Proof of Proposition 6. Givenm ∈ N, define a functionτm : � → R by

τm(x) =
m−1∑
i=0

τ(T ix). (35)

If x ∈ � andm ∈ N then∫ τm(x)

0
g(ϕsx) ds =

m−1∑
i=0

∫ τi+1(x)

τi (x)

g(ϕsx) ds

=
m−1∑
i=0

∫ τ(T ix)

0
g(ϕsT

ix) ds

=
m−1∑
i=0

Ig(T
ix).

(36)

Givent > 0 there exists a uniquem ∈ N such thatτm(x) ≤ t < τm+1(x). One can write
t = τm(x) + κ for someκ ∈ (inf τ, supτ) and thus

1

t

∫ t

0
g(ϕsx) ds =

∫ τm(x)

0 g(ϕsx) ds + ∫ τm(x)+κ

0 g(ϕsx) ds

τm(x) + κ

and ∣∣∣∣∣1t
∫ t

0
g(ϕsx) ds − 1

τm(x)

∫ τm(x)

0
g(ϕsx) ds

∣∣∣∣∣
≤
∣∣∣∣ 1

τm(x) + κ
− 1

τm(x)

∣∣∣∣ ∫ τm(x)

0
|g(ϕsx)| ds + κ sup|g|

τm(x) + κ

≤ κ

(τm(x) + κ)τm(x)
· τm(x) sup|g| + κ sup|g|

τm(x) + κ

≤ 2 supτ sup|g|
τm(x)

.

By (6), if t → ∞, thenm → ∞ andτm(x) → ∞. Hence, by (36),∣∣∣∣∣1t
∫ t

0
g(ϕsx) ds − 1

τm(x)

m−1∑
i=0

Ig(T
ix)

∣∣∣∣∣ → 0 ast → ∞.

This immediately implies Statements 2 and 3.
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Assume now thatg is Hölder continuous. Ifx and y lie in the same domain of
continuity ofτ , then

|Ig(x) − Ig(y)| =
∣∣∣∣∣
∫ τ(x)

τ (y)

g(ϕsx) ds +
∫ τ(y)

0
[g(ϕsx) − g(ϕsy)] ds

∣∣∣∣∣
≤ sup|g| · |τ(x) − τ(y)|

+ supτ · sup
s∈(0,τ (y))

|g(ϕsx) − g(ϕsy)|
≤ cd(x, y)α + c sup

s ∈ (0, supτ), z ∈ M

‖dzϕs‖αd(x, y)α,

for some positive constantsc andα. This shows thatIg is Hölder continuous on each
domain of continuity ofτ . ��

6.3. Proofs of the results in Section 4.

Proof of Proposition 11. For eachm ∈ N, let τm : X → R be the function defined by
(35). Givenx ∈ X, let m = m(x, t) ∈ N be the unique integer satisfyingτm−1(x) ≤
t < τm(x). By Proposition 19 in Appendix A there exists a constantc ≥ 1 such that if
y = (x, s) ∈ Y , t > 0, andε > 0 is sufficiently small, then

BX(x,m, ε) ×
(
s − ε

c
, s + ε

c

)
⊂ B(y, t, ε)

⊂ BX(x,m − 1, ε) × (s − cε, s + cε),
(37)

where

BX(x,m, ε) = {x′ ∈ X : dX(T kx′, T kx) < ε for k = 0, . . . , m}. (38)

By Proposition 18 in Appendix A the functionIg is Hölder continuous onX. Sinceµ is
an equilibrium measure ofIg it has the Gibbs property. Therefore, the limit

lim inf
t→∞ − logν(B(y, t, ε))

U(y, t, ε)
= lim inf

t→∞ − logµ(BX(x,m, ε))

U(y, t, ε)
(39)

is independent ofε. Let

δ(ε) = sup{|u(y1) − u(y2)| : dY (y1, y2) < ε}
and observe that

1 ≤ U(y, t, ε)∫ t

0 u(ψτy) dτ
≤
∫ t

0 [u(ψτy) + δ(ε)] dτ∫ t

0 u(ψτy) dτ
≤ 1 + δ(ε)

t inf u
. (40)

By (39) and (40), we conclude that

dν,u(y) = lim inf
t→∞ − logν(B(y, t, ε))

U(y, t, ε)
= lim inf

t→∞ − logν(B(y, t, ε))∫ t

0 u(ψτy) dτ
.

A similar argument applies todν,u(y). ��
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Proof of Theorem 12. We shall reduce our setup to the case of maps.

Lemma 2. If y = (x, s) ∈ Y , then

dν,u(y) = lim inf
m→∞ −

∑m
i=0 Ig(T

ix)∑m
i=0 Iu(T ix)

and

dν,u(y) = lim sup
m→∞

−
∑m

i=0 Ig(T
ix)∑m

i=0 Iu(T ix)
.

Proof of the lemma. Let τm : Y → R be the function defined by (35). Givent > 0, let
m ∈ N be the unique integer such thatτm(x) ≤ t < τm+1(x), and writet = τm(x) + κ

with κ ∈ (inf τ, supτ). Proceeding as in the proof of Proposition 6 we obtain∣∣∣∣∣1t
∫ t

0
u(ψτy) dτ − 1

τm(y)

m−1∑
i=0

Iu(T
iy)

∣∣∣∣∣ → 0 ast → ∞. (41)

Let BX(x,m, ε) be as in (38). By (37),∣∣∣∣− logν(B(y, t, ε))

t
+ logµ(BX(x,m, ε))

τm(x)

∣∣∣∣ → 0 ast → ∞. (42)

Note thatT i(x, s) = T i(x,0) for everyi ∈ N, and hence,

m−1∑
i=0

Iu(T
iy) =

m−1∑
i=0

Iu(T
ix).

Write

A = − logν(B(y, t, ε))∫ t

0 u(ψτy) dτ
+ logµ(BX(x,m, ε))∑m−1

i=0 Iu(T ix)
.

Since 0< inf u ≤ supu < ∞, by (41) and (42) we obtain

A =
(− logµ(BX(x,m, ε))

τm(x)
+ o(t)

)
t∫ t

0 u(ψτy) dτ

+ logµ(BX(x,m, ε))

τm(x)

(
t∫ t

0 u(ψτy) dτ
+ o(t)

)
,

and hence,

|A| ≤
(

1

inf u
+ hµ(T )

inf τ

)
o(t).

This completes the proof of the lemma.��
GivenZ ⊂ X andβ ∈ R, set

Nβ(Z) = lim
?→∞ inf

<

∑
C∈<

exp

−β sup


m(C)−1∑

i=0

Iu(T
ix) : x ∈ C


 , (43)

with the infimum taken over all covers< of Z by cylinders Ci−n···im such that
m(Ci−n···im) = m ≥ ?.
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Lemma 3. If Z ⊂ X is T -invariant, then

dimu{(x, s) ∈ Y : x ∈ Z and s ∈ [0, τ (x)]} = inf {β : Nβ(Z) = 0}.
Proof of the lemma. We use the same notation as in the proof of Lemma 2. The inequality∣∣∣∣∣

∫ t

0
u(ψτx) dτ −

m−1∑
i=0

Iu(T
ix)

∣∣∣∣∣ ≤ κ supu

implies the desired statement.��
By Lemmas 2 and 3 we have

Kα = {(x, s) ∈ Y : x ∈ Zα ands ∈ [0, τ (x)]},
where

Zα =
{
x ∈ X : lim

m→∞ −
∑m−1

i=0 Ig(T
ix)∑m−1

i=0 Iu(T ix)
= α

}
,

and

Du(α) = inf {β : Nβ(Zα) = 0}.
Lemma 4. We have

hµ(T )
/∫

X

Iu dµ = hν(:)
/∫

Y

u dν.

Proof of the lemma. By (11),∫
X

Iu dµ
/∫

X

τ dµ =
∫
X

∫ τ(x)

0
u(ψsx) dsdµ(x)

=
∫
X

∫ τ(x)

0
u((x, s)) dν(x, s)

=
∫
Y

u dν.

Abramov’s entropy formula shows that

hµ(T )
/∫

X

Iu dµ = hν(:)

∫
X

τ dµ
/∫

X

Iu dµ = hν(:)
/∫

Y

u dν.

This establishes the desired identity.��
By Lemmas 2 and 4, we obtaindν,u(y) = hν(:)/

∫
Y
u dν for ν-almost everyy ∈ Y .

We can now apply Theorem 6.6 in [3] to obtain the remaining properties in the theorem.
��

Proof of Theorem 13. Proceeding as in the proof of Theorem 12, one can reduce our
setup to the case of maps. More precisely, Lemma 2 establishes the identity (21), with
F(g1, . . . , gk; u) andC(g1, . . . , gk; u) as in (20) and (22). Furthermore, by Lemma 3
we have

dimu Y = inf {β : Nβ(X) = 0} (44)
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and

dimu F(g1, . . . , gk; u) = inf {β : Nβ(C(g1, . . . , gk; u)) = 0}, (45)

with Nβ(Z) as in (43). Note that the setC(g1, . . . , gk; u) is defined entirely in terms
of the mapT , and the functionsIu andIgj

for eachj . By Theorem 7, the functiongj

is :-cohomologous to a multiple ofu onY if and only if Igj
is T - cohomologous to a

multiple ofIu onX, and hence, if and only ifIgj
is T -cohomologous toIαj u = αj Iu on

X, whereαj is the unique number such thatPT (Igj
) = PT (αj Iu). Therefore we have

the setup of Theorem 7.1 in [3], which implies that

inf {β : Nβ(C(g1, . . . , gk; u)) = 0} = inf {β : Nβ(X) = 0}.
The desired result follows from (44) and (45).��

Appendix A. Bowen–Walters Distance for Suspension Flows

We recall here a distance introduced by Bowen and Walters in [5] for suspension flows
with an arbitrary height function. We also establish several properties which are needed
in the proofs of the statements in Sects. 2–5.We would like to thankValentinAfraimovich
and Jean-René Chazottes for bringing the paper [5] to our attention.

As in Sect. 3.1, letT : X → X be a homeomorphism of the compact metric space
(X, dX), andτ : X → (0,∞) a Lipschitz function. Without loss of generality one can
assume that the diameter diamX of X is at most 1. If this is not the case then sinceX is
compact one can simply consider the new distancedX/diamX onX.

We also consider the spaceY in (9) with the points(x, τ (x)) and(T x,0) identified
for eachx ∈ X. The suspension flow overT with height functionτ is the flow: = {ψt }t
onY with ψt : Y → Y defined as in (10).

We first assume thatτ = 1 onX, and introduce the Bowen–Walters distanced1 on the
corresponding spaceY . We shall first consider horizontal and vertical segments. Given
x, y ∈ X andt ∈ [0,1] we define the length of thehorizontal segment [(x, t), (y, t)] by

ρh((x, t), (y, t)) = (1 − t)dX(x, y) + tdX(T x, T y). (46)

Note that

ρh((x,0), (y,0)) = dX(x, y) and ρh((x,1), (y,1)) = dX(T x, T y).

Furthermore, given(x, t), (y, s) ∈ Y on the same orbit we define the length of the
vertical segment [(x, t), (y, s)] by

ρv((x, t), (y, s)) = inf {|r| : ψr(x, t) = (y, s) andr ∈ R}. (47)

Finally, given two points(x, t), (y, s) ∈ Y the distanced1((x, t), (y, s)) is defined as the
infimum of the lengths of paths between(x, t) and(y, s) composed by a finite number
of horizontal and vertical segments.

More precisely, for eachn ∈ N we consider all finite chainsz0 = (x, t), z2, . . . , zn−1,
zn = (y, s) of points inY such that for eachi eitherzi andzi+1 are on the same segment
X × {t} for somet ∈ [0,1] (in which case[zi, zi+1] is called ahorizontal segment), or
zi andzi+1 are on the same orbit of the flow (in which case[zi, zi+1] is called avertical
segment). The lengths of horizontal and vertical segments are defined respectively in (46)
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and (47). We remark that when[zi, zi+1] is simultaneously a horizontal and a vertical
segment, since by hypothesis the spaceX has diameter at most 1, the length of[zi, zi+1]
is computed thinking of it as a horizontal segment. The length of the chain fromz0 to
zn is finally defined as the sum of the lengths of the segments[zi, zi+1] for i = 0, . . . ,
n − 1.

We now consider the case of an arbitrary Lipschitz height functionτ : X → (0,∞),
and introduce the Bowen–Walters distancedY onY . Given two points(x, t), (y, s) ∈ Y ,
we set

dY ((x, t), (y, s)) = d1((x, t/τ (x)), (y, s/τ(s))),

whered1 is the Bowen–Walters distance whenτ is the constant 1. Note that a horizontal
segment is now of the formw = [(x, tτ (x)), (y, tτ (y))], and that its length is

?h(w) = (1 − t)dX(x, y) + tdX(T x, T y).

The length of a vertical segmentw = [(x, t), (x, s)] now becomes

?v(w) = |t − s|/τ(x),
provided thatt ands are sufficiently close (or otherwise whenx is not a fixed point
of T ).

We shall from now on assume thatT is an invertible Lipschitz map with Lipschitz
inverse. We consider a numberL ≥ max{1/minτ, supτ,1} which is simultaneously a
Lipschitz constant forT , T −1, andτ .

Given(x, t), (y, s) ∈ Y we define

dπ((x, t), (y, s)) = min

dX(x, y) + |t − s|,
dX(T x, y) + τ(x) − t + s,

dX(x, T y) + τ(y) − s + t

 . (48)

Note thatdπ need not be a metric. Nevertheless, the following statement relatesdπ with
the Bowen–Walters distancedY .

Proposition 17. There exists a constant c > 1 such that for each p, q ∈ Y the following
property holds:

c−1dπ(p, q) ≤ dY (p, q) ≤ cdπ (p, q). (49)

Proof. Let (x, t), (y, s) ∈ Y . We easily obtain

L−1|t − s| − L2dX(x, y) ≤
∣∣∣∣ t

τ (x)
− s

τ (y)

∣∣∣∣ ≤ L|t − s| + L2dX(x, y). (50)

We now consider the chain formed by the points(x, t), (y, tτ (y)/τ(x)), and (y, s),
which is composed of a horizontal and a vertical segment. We obtain

dY ((x, t), (y, s))

≤ ?h((x, t), (y, tτ (y)/τ(x))) + ?v((y, tτ (y)/τ(x)), (y, s))

≤
(

1 − t

τ (x)

)
dX(x, y) + t

τ (x)
dX(T x, T y) +

∣∣∣∣ t

τ (x)
− s

τ (y)

∣∣∣∣
≤ LdX(x, y) + L|t − s| + L2dX(x, y),

(51)
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using (50). Therefore

dY ((x, t), (y, s)) ≤ c[dX(x, y) + |t − s|] (52)

wheneverc ≥ L + L2. Considering the chain formed by the points(x, t), (x, τ (x)) =
(T x,0), (y,0), and(y, s) we obtain

dY ((x, t), (y, s)) ≤ τ(x) − t

τ (x)
+ dX(T x, y) + s

τ (y)

≤ L[dX(T x, y) + τ(x) − t + s].
(53)

By (52), (53), and the symmetry ofdY we conclude that

dY ((x, t), (y, s)) ≤ cdπ ((x, t), (y, s))

wheneverc ≥ L + L2.
Consider now a chainz0, . . . , zn between(x, t) and(y, s), and denote its length by

?(z0, . . . , zn). Assume further that the chain does not intersect the roof ofY . LetH and
V denote the set of indices in the chain corresponding respectively to horizontal and
vertical segments, and write

?H =
∑
i∈H

?h(zi, zi+1) and ?V =
∑
i∈V

?v(zi, zi+1).

Let us denotezi = (xi, ri) ∈ Y . Since the chain does not cross the roof, for the horizontal
length we have

?H =
∑
i∈H

(1 − ri)dX(xi, xi+1) + ridX(T xi, T xi+1)

≥ L−1
∑
i∈H

(1 − ri)dX(xi, xi+1) + ridX(xi, xi+1) ≥ L−1dX(x, y).
(54)

For the vertical length, using (50) we obtain

?V ≥ |t/τ (x) − s/τ(y)| ≥ L−1|t − s| − L2dX(x, y). (55)

It follows from (54) and (55) that

2L4?(z1, . . . , zn) ≥ (L4 + L)?H + L?V ≥ dX(x, y) + |t − s|. (56)

It is easy to see that for any chain of length? there exists another chain with the same
endpoints and of length at mostL?, such that at most one segment intersects the roof of
Y . Notice that if a chain crosses the roof ofY at least two times in the same direction
then its length is at least 2, which is always larger than the length of the chain used
to establish (51). HenceLdY ((x, t), (y, s)) is bounded from below by the infimum of
the length of all chains between(x, t) and(y, s) which intersect the roof at most once.
Let thenz0, . . . , zn be a chain intersecting the roof ofY exactly once. Without loss of
generality one can assume that there exists 1≤ j ≤ n such thatrj = τ(xj ), where
zj = (xj , rj ), and that[zj−1, zj ] is a vertical segment. Ifzj is afterzj−1 along the orbit
then by (56) we obtain

2L4[?(z0 . . . , zj ) + ?(zj . . . , zn)] ≥ dX(x, xj ) + τ(x) − t + dX(T xj , y) + s.
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Since

Ld(x, xj ) + d(T xj , y) ≥ d(T x, T xj ) + d(T xj , y) ≥ d(T x, y),

we conclude that

2L5?(z1, . . . , zn) ≥ dX(T x, y) + τ(x) − t + s. (57)

If zj is beforezj−1 along the orbit then a similar computation gives

2L5?(z1, . . . , zn) ≥ dX(x, T y) + τ(y) − s + t. (58)

By (56), (57), and (58) we conclude that

dπ((x, t), (y, s)) ≤ cdY ((x, t), (y, s)),

provided thatc ≥ 2L6.
Settingc = 2L6 we obtained the desired inequalities in (49).��
Given a continuous functiong : Y → R we define a new functionIg : X → R by

(11).

Proposition 18. If g is a Hölder continuous function on Y , then Ig is Hölder continuous
on X.

Proof. We proceed in a similar way to that in the proof of Proposition 6. Letx, y ∈ X

and assume without loss of generality thatτ(x) ≥ τ(y). We obtain

|Ig(x) − Ig(y)| =
∣∣∣∣∣
∫ τ(x)

τ (y)

g(ϕsx) ds +
∫ τ(y)

0
[g(ϕsx) − g(ϕsy)] ds

∣∣∣∣∣
≤ sup|g| · |τ(x) − τ(y)|

+ supτ · sup
s∈(0,τ (y))

|g(ϕsx) − g(ϕsy)|

≤ sup|g| · LdX(x, y) + b sup
s∈(0,τ (y))

dY ((x, s), (y, s))α,

(59)

for some positive constantsα andb. It follows from Proposition 17 and (59) (see also
(48)) that

|Ig(x) − Ig(y)| ≤ sup|g| · LdX(x, y) + b (cdπ ((x, s), (y, s)))α

≤ [sup|g| · L + bcα]dX(x, y)α.

This shows thatIg is Hölder continuous onX. ��
We now consider Bowen balls inX andY , defined respectively by

BX(x,m, ε)
def=

⋂
0≤n≤m

T −nBX(T nx, ε),

BY (y, ρ, ε)
def=

⋂
0≤t≤ρ

ψ−tBY (ψty, ε).
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We say thatT hasbounded distortion if for each Hölder continuous functiong : X → R

there exists a constantD > 0 such that ifx ∈ X, m ∈ N, ε > 0, andy ∈ BX(x,m, ε)

then ∣∣∣∣∣
m−1∑
k=0

g(T kx) −
m−1∑
k=0

g(T ky)

∣∣∣∣∣ ≤ Dε.

Recall also the definition of the functionτm in (35).

Proposition 19. Assume that T has bounded distortion. There exists κ > 0 such that for
every x ∈ X, 0 < s < τ(x), and m ∈ N, if ε > 0 is sufficiently small then

BY ((x, s), τm(x),
1

κ
ε) ⊂ BX(x,m, ε) × (s − ε, s + ε) ⊂ BY ((x, s), τm(x), κε).

(60)

Proof. Let ε ∈ (0, 1
2c ) with c as in Proposition 17. Let also(x, t) ∈ Y with t ∈

(cε, τ (x) − cε), and(y, t) ∈ BY ((x, s), τm(x), ε).
If m = 0 then by Proposition 17 we havedπ((x, t), (y, s)) ≤ cε. Since

τ(x) − t + s ≥ τ(x) − t ≥ cε and τ(y) − s + t ≥ t ≥ cε

we must have

dX(x, y) + |t − s| = dπ((x, t), (y, s)) ≤ cε,

which implies thatdX(x, y) ≤ cε and|t − s| ≤ cε. This establishes the first inclusion
whenm = 0.

For any 1≤ n ≤ m set tn = τn(x) − t andsn = τn(y) − s. It is easy to see that
ψtn(x, t) = (T nx,0) andψsn(y, s) = (T ny,0). By Proposition 17 we obtain

dX(T nx, T ny) ≤ cdY (ψtn(x, t), ψsn(y, s))

≤ cdY (ψtn(x, t), ψtn(y, s)) + cdY (ψtn(y, s), ψsn(y, s))

≤ cε + c|tn − sn|.
(61)

Furthermore, by (48) we have

dπ(ψtn(x, t), ψtn(y, s)) ≤ cε.

Thus there existsyn ∈ X andrn ∈ (tn − cε, tn + cε) such thatψrn(y, s) = (yn,0).
Moreover the sequencern is strictly increasing, sincetn+1 − tn > 2cε. Hencesn ≤ rn ≤
tn + cε. By symmetry we obtaintn ≤ sn + cε, and hence|tn − sn| ≤ cε. By (61) we
conclude that

dX(T nx, T ny) ≤ c(1 + c)ε.

This establishes the first inclusion in (60) provided thatκ ≥ c(1 + c).
Let nowy ∈ BX(x,m, ε) ands ∈ (t − ε, t + ε). Taker ∈ (0, τm(x)) and choosen

such thatτn(x) ≤ r + t < τn+1(x). Write r ′ = r + t − τn(x) ≥ 0. By Proposition 17,
the bounded distortion property, and (48) we obtain

dY (ψr(x, t), ψr(y, s)) ≤ dY ((T nx, r ′), (T ny, r ′)) + dY ((T ny, r ′), ψr(y, s))

≤ cdπ ((T nx, r ′), (T ny, r ′)) + cdπ ((T ny, r ′), ψr(y, s))

≤ cdX(T nx, T ny) + c|r ′ + τn(y) − r − s|
≤ cdX(T nx, T ny) + c|t − s| + c|τn(x) − τn(y)|
≤ c(2 + D)ε.
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This establishes the second inclusion in (60) provided thatκ ≥ c(2 + D).
Settingκ = max{c(1 + c), c(2 + D)} we obtain the desired inclusions.��
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