
Commun. Math. Phys. 214, 191 – 200 (2000) Communications in
Mathematical

Physics
© Springer-Verlag 2000

Limiting Case of the Sobolev Inequality in BMO,
with Application to the Euler Equations

Hideo Kozono, Yasushi Taniuchi

Mathematical Institute, Tohoku University, Sendai 980-8578, Japan.
E-mail: kozono@math.tohoku.ac.jp; taniuchi@math.tohoku.ac.jp

Received: 2 March 1999 / Accepted: 29 March 2000

Dedicated to Professor Masayasu Mimura on the occasion of his 60th birthday

Abstract: We shall prove a logarithmic Sobolev inequality by means of the BMO-norm
in the critical exponents. As an application, we shall establish a blow-up criterion of
solutions to the Euler equations.

1. Introduction

The purpose of this paper is to establish anL∞-estimate of functions in terms of the
BMO norm and the logarithm of a norm of higher derivatives. It is well known that inR

n

the Sobolev spaceWs,p with sp > n is continuously embedded intoL∞. This is not true
in the spaceWk,r for kr = n. Brezis–Gallouet [3] and Brezis-Wainger [4] investigated
the relation betweenL∞, Wk,r andWs,p and proved that there holds the embedding

‖f ‖L∞ ≤ C
(
1 + log

r−1
r (1 + ‖f ‖Ws,p )

)
, sp > n (1.1)

provided‖f ‖Wk,r ≤ 1 for kr = n. Then Ozawa [10,11] gave deep and systematic
treatments and clarified the relation between (1.1), the Gagliardo-Nirenberg inequality
and the Trudinger-Moser one. The estimate (1.1) was applied to prove existence of
global solutions to the nonlinear Schrödinger equation([3,5]). Similar embedding for
vector functionsu with div u = 0 was investigated by Beale–Kato–Majda [1],

‖∇u‖L∞ ≤ C
(
1 + ‖rot u‖L∞(1 + log+ ‖u‖Ws+1,p ) + ‖rot u‖L2

)
, sp > n, (1.2)

where log+ a = loga if a ≥ 1, = 0 if 0 < a < 1. In [1], they made use of (1.2) to give
a blow-up criterion of solutions to the Euler equations.

The difference between these two embeddings stems from the bound off in Wk,r

for kr = n and that of rotu in L∞. However, both of these bounds controlf and∇u

in the common space BMO. In this paper, we will show a corresponding embedding
estimate inL∞ by means of the BMO-norm which covers (1.2). As an application of our
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estimate, we will extend the blow-up criterion of solutions to the Euler equations which
was originally given by Beale–Kato–Majda [1]. It is proved in [1] that theL∞ norm of
vorticity controls breakdown of smooth solutions for the 3-D Euler equations. We will
generalize such a criterion to the BMO-norm. The advantage to use BMO-space consists
of the fact that Riesz transforms are bounded in BMO, but not inL∞. This fact enables
us to prove the same criterion not only by the vorticity but also by the deformation tensor
(see Ponce [12]).

Our first result now reads:

Theorem 1. Let 1 < p < ∞ and let s > n/p. There is a constant C = C(n, p, s) such
that the estimate

‖f ‖L∞ ≤ C
(
1 + ‖f ‖BMO(1 + log+ ‖f ‖Ws,p )

)
(1.3)

holds for all f ∈ Ws,p.

Remark. Compared with (1.2), we do not need to add‖f ‖L2 to the right-hand side of
(1.3). This makes it easier to derive an apriori estimate of solutions to the Euler equations
than Beale–Kato–Majda [1].

We next consider the Euler equations for the incompressible fluid motion inR
n for

n ≥ 2; {
∂u

∂t
+ u · ∇u + ∇p = 0, div u = 0 in x ∈ R

n, t > 0,

u |t=0 = a.
(E)

It is proved by Kato–Lai [7] and Kato–Ponce [8] that for everya ∈ Ws,p for s > n/p+1
with div a = 0, there areT > 0 and a unique solutionu of (E) on the interval[0, T ) in
the class

u ∈ C([0, T );Ws,p) ∩ C1([0, T );Ws−2,p). (1.4)

The time intervalT of existence of the solutionu depends only on‖a‖Ws,p . It is an
interesting question whether the solutionu(t) really blows up ast ↑ T .

Our result on (E) reads as follows.

Theorem 2. Let 1 < p < ∞, s > n/p + 1. Suppose that u is the solution of (E) in the
class (1.4). If either

∫ T

0
‖rot u(t)‖BMOdt (≡ M0) < ∞ (1.5)

or ∫ T

0
‖Def u(t)‖BMOdt (≡ M1) < ∞ (1.6)

holds, then u can be continued to the solution in the class (1.4) on the interval [0, T ′)
for some T ′ > T , where rot u and Def u denote the vorticity and the deformation tensor
of u, respectively.
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An immediate consequence of the above theorem is

Corollary 1. Let u be the solution of (E) in the class (1.4) on the interval [0, T ) for
1 < p < ∞, s > n/p+ 1. Assume that T is maximal, i.e., u cannot be continued to the
solution in the class (1.4) on [0, T ′) for any T ′ > T . Then both

∫ T

0
‖rot u(t)‖BMOdt = ∞ and

∫ T

0
‖Def u(t)‖BMOdt = ∞

hold. In particular, we have

lim sup
t↑T

‖rot u(t)‖BMO = ∞ and lim sup
t↑T

‖Def u(t)‖BMO = ∞.

Remarks. 1. Beale–Kato–Majda [1], Ponce [12] and Kato–Ponce [8] obtained the same
continuation principle of solutions as in Theorem 2 under the stronger assumption in
L∞.

2. Theorem 2 also holds for the Navier–Stokes equations. However, in the Navier–
Stokes equations, on account of the viscosity term, a sharper estimate of solutions holds
than for (2.17) below. Moreover, we can formulate the continuation principle foru itself
in L2(0, T ; BMO). For details, see [9].

2. Proof of the Theorems

2.1. Proof of Theorem 1. We shall make use of the Littlewood-Paley decomposition;
there exists a non-negative functionϕ ∈ S (S; the Schwartz class) such that suppϕ ⊂
{2−1 ≤ |ξ | ≤ 2} and such that

∞∑
k=−∞

ϕ(2−kξ) = 1 for ξ �= 0. See Bergh-Löfström [2,

Lemma 6.1.7]. Let us defineφ0 andφ1 as

φ0(ξ) =
∞∑
k=1

ϕ(2kξ) and φ1(ξ) =
−1∑

k=−∞
ϕ(2kξ),

respectively. Then we have thatφ0(ξ) = 1 for |ξ | ≤ 1/2,φ0(ξ) = 0 for |ξ | ≥ 1 and that
φ1(ξ) = 0 for |ξ | ≤ 1, φ1(ξ) = 1 for |ξ | ≥ 2. It is easy to see that for every positive
integerN there holds the identity

φ0(2
Nξ) +

N∑
k=−N

ϕ(2−kξ) + φ1(2
−Nξ) = 1, ξ �= 0. (2.1)

SinceC∞
0 is dense inWs,p and sinceWs,p is continuously embedded in BMO, it suffices

to prove (1.3) forf ∈ C∞
0 . For suchf we have the representation

f (x) =
∫
y∈Rn

K(x − y) · ∇f (y)dy with K(y) = 1

nωn

y

|y|n ,
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for all x ∈ R
n, whereωn denotes the volume of the unit ball inRn. By (2.1) we

decomposef into three parts:

f (x)

=
∫
y∈Rn

K(x − y) ×

×
(
φ0(2

N(x − y)) +
N∑

k=−N

ϕ(2−k(x − y)) + φ1(2
−N(x − y))

)
· ∇f (y)dy

≡ f0(x) + g(x) + f1(x)

(2.2)

for all x ∈ R
n.

Step 1. Estimate of f0. Let us first consider the cases ≥ 1. Sinces > n/p, we can take
q andq ′ so that 1/p − (s − 1)/n ≤ 1/q < 1/n, 1/q ′ = 1 − 1/q. Then there holds the
Sobolev embeddingWs,p ⊂ W2,q , so we have by integration by parts that

|f0(x)| =
(∫

y∈Rn

|K(x − y)φ0(2
N(x − y))|q ′

dy

) 1
q′ (∫

y∈Rn

|∇f (y)|qdy
) 1

q

≤ C

(∫
y∈Rn

φ0(2N(x − y))q
′

|x − y|(n−1)q ′ dy

) 1
q′

‖∇f ‖Lq

≤ C

(∫
|x−y|≤2−N

1

|x − y|(n−1)q ′ dy

) 1
q′

‖f ‖Ws,p

≤ C

(∫ 2−N

0
r−(n−1)q ′+n−1dr

) 1
q′

‖f ‖Ws,p

= C2−N(1−n/q)‖f ‖Ws,p (2.3)

for all x ∈ R
n.

We next consider the casen/p < s < 1. LetH(y) ≡ K(y)φ0(y). For λ > 0, we
defineHλ(y) = H(λy). Then we have

f0(x) =
∫
y∈Rn

K(y)φ0(2
Ny)∇f (x − y)dy

= 2N(n−1)
∫
y∈Rn

K(2Ny)φ0(2
Ny)στ−x∇f (y)dy

= −2N(n−1) (H2N ,∇στ−xf
)
L2

for all x ∈ R
n, where(τhf )(y) = f (y − h), (σf )(y) = f (−y) and(·, ·)L2 denotes the

inner product inL2(Rn). By integration by parts, from the above identity we obtain the
identity

f0(x) = 2N(n−1)
(
div (−')−

s
2H2N , στ−x(−')

s
2f
)
L2

, x ∈ R
n. (2.4)
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On the other hand, there holds

∇(−')−
s
2H ∈ Lp′

for p′ = p/(p − 1). (2.5)

Indeed, since

(−')−
s
2H(x) = C

∫
|y|≤1

1

|x − y|n−s
K(y)φ0(y)dy, x ∈ R

n, (2.6)

we have for|x| ≥ 2,

|∇(−')−
s
2H(x)| = C

∣∣∣∣
∫

|y|≤1

x − y

|x − y|n−s+2K(y)φ0(y)dy

∣∣∣∣
≤ C

∫
y≤1

1

|x − y|n−s+1

1

|y|n−1dy

≤ C

|x|n−s+1 (2.7)

with C = C(n, s). For |x| < 1, we make use of another representation of (2.6) such as

(−')−
s
2H(x) = 1

|x|n−1−s
· h(x) with (2.8)

h(x) = C

∫
y∈Rn

1

| x
|x| − y|n−s

y

|y|n φ0(|x|y)dy.

For each 0< |x| < 1, we denote by*x the 2-dimensional plane spanned byx and
e1 ≡ (1,0, · · · ,0). Let ex be a unit vector in*x with e1 · ex = 0 so that the pair
{e1, ex} is the orthonormal basis of*x . Furthermore, taking anothern − 2 unit vectors
e
(3)
x , · · · , e(n)x , we may assume that{e1, ex, e

(3)
x , · · · , e(n)x } is an orthonormal basis in

R
n. Let us define an orthogonal linear transformationSx in such a way that

Sxe1 = cosθx · e1 − sinθx · ex,
Sxex = sinθx · e1 + cosθx · ex,

Sxe
(j)
x = e

(j)
x , j = 3, · · · , n,

whereθx is the angle betweenx ande1. Sinceφ0 is a radial symmetric function, we have
by changing the variabley → y′ = Sxy that

h(x) =
∫
y∈Rn

1

|e1 − y|n−s

Stxy

|y|n φ0(|x|y)dy,

and hence there holds

|h(x)| ≤ C

∫
y∈Rn

1

|e1 − y|n−s

1

|y|n−1dy ≤ C (2.9)

for all 0 < |x| < 1 withC = C(n, s). Since cosθx = x1/|x|, sinθx = ±
√∑n

j=2 x
2
j /|x|,

there holds∣∣∣∣ ∂

∂xj

(
Stxy

|y|n
)∣∣∣∣ ≤ C

|x|
1

|y|n−1 , j = 1, · · · , n, for all 0 < |x| < 1, y ∈ R
n
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with C = C(n) independent ofx, y, which yields

|∇h(x)| ≤
∫
y∈Rn

1

|e1 − y|n−s

(∣∣∣∣∇x

Stxy

|y|n
∣∣∣∣+ 1

|y|n−2 |∇φ0(|x|y)|
)
dy

≤ C

|x|
∫
y∈Rn

1

|e1 − y|n−s

1

|y|n−1dy + C

∫
1

2|x| ≤|y|≤ 1
|x|

1

|e1 − y|n−s

1

|y|n−2dy

≤ C

|x| (2.10)

for all 0 < |x| < 1 withC = C(n, s). Notice that supp∇φ0 ⊂ {1/2 < |ξ | < 1}. Then it
follows from (2.8), (2.9) and (2.10) that

|∇(−')−
s
2H(x)| ≤ C

|x|n−s
for all |x| < 1. (2.11)

Sincen/p < s < 1, from (2.7) and (2.11) we obtain (2.5). Since

‖(−')
1−s

2 H2N ‖
Lp′ = 2N(1−s−n/p′)‖(−')

1−s
2 H‖

Lp′

= 2N(1+n/p−n−s)‖(−')
1−s

2 H‖
Lp′ ,

it follows from (2.4) and the Hölder inequality that

|f0(x)| ≤ 2N(n−1)‖div (−')−
s
2H2N ‖

Lp′ ‖στ−x(−')
s
2f ‖Lp

≤ C2N(n−1)‖(−')
1−s

2 H2N ‖
Lp′ ‖(−')

s
2f ‖Lp

≤ C2−N(s−n/p)‖f ‖Ws,p (2.12)

for all x ∈ R
n. Now, by (2.3) and (2.12) we have in both cases

‖f0‖L∞ ≤ C2−Nβ‖f ‖Ws,p with β = Min.{1 − n/q, s − n/p}, (2.13)

whereC = C(n, p, s) is independent ofN .

Step 2. Estimate of g. For eachx ∈ R
n, we takebk(x) so that

bk(x) = 1

|B(x,2k+1)|
∫
B(x,2k+1)

f (y)dy, k = 0,±1, · · · ,±N,

whereB(x,R) denotes the ball centered atx with radiusR and|B| is the volume ofB.
Since suppϕ(2k(x − ·)) ⊂ {y ∈ R

n; 2k−1 ≤ |y − x| ≤ 2k+1}, we have by integration
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by parts

|g(x)| =
∣∣∣∣∣

N∑
k=−N

∫
y∈Rn

K(x − y)ϕ(2−k(x − y))∇y (f (y) − bk(x)) dy

∣∣∣∣∣
=
∣∣∣∣∣

N∑
k=−N

∫
y∈Rn

div y

(
K(x − y)ϕ(2−k(x − y))

)
(f (y) − bk(x)) dy

∣∣∣∣∣
≤ C

N∑
k=−N

∫
2k−1≤|y−x|≤2k+1

(
1

|x − y|n + 2−k

|x − y|n−1

)
|f (y) − bk(x)|dy

≤ C

N∑
k=−N

1

2(k+1)n

∫
2k−1≤|y−x|≤2k+1

|f (y) − bk(x)|dy

≤ C

N∑
k=−N

1

|B(x,2k+1)|
∫
B(x,2k+1)

|f (y) − bk(x)|dy

≤ CN‖f ‖BMO

for all x ∈ R
n, which implies that

‖g‖L∞ ≤ CN‖f ‖BMO (2.14)

with C = C(n) independent ofN .
Step 3. Estimate of f1. Integrating by parts, we have by a direct calculation

|f1(x)|
=
∣∣∣∣
∫
y∈Rn

div y

(
K(x − y)φ1(2

−N(x − y))
)
f (y)dy

∣∣∣∣
≤
∣∣∣∣
∫
y∈Rn

div K(x − y)φ1(2
−N(x − y))f (y)dy

∣∣∣∣
+ 2−N

∣∣∣∣
∫
y∈Rn

K(x − y) · ∇φ1(2
−N(x − y))f (y)dy

∣∣∣∣
≤ C

∫
2N≤|x−y|

|x − y|−n|f (y)|dy

+ C2−N

∫
2N≤|x−y|≤2N+1

|x − y|1−n|f (y)|dy

≤ C

(∫
2N≤|x−y|

|x − y|−np′
dy

)1/p′

‖f ‖Lp

+ C2−N

(∫
2N≤|x−y|≤2N+1

|x − y|−(n−1)p′
dy

)1/p′

‖f ‖Lp

≤ C



(∫ ∞

2N
r−np′+n−1dr

)1/p′

+ 2−N

(∫ 2N+1

2N
r−(n−1)p′+n−1dr

)1/p′
 ‖f ‖Lp

≤ C2−N · n
p ‖f ‖Lp
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for all x ∈ R
n, which yields

‖f1‖L∞ ≤ 2−N · n
p ‖f ‖Lp (2.15)

with C = C(n, p) independent ofN .
Now it follows from (2.2) and (2.13)-(2.15) that

‖f ‖L∞ ≤ C(2−γN‖f ‖Ws,p + N‖f ‖BMO) (2.16)

with γ = Min.{1−n/q, s−n/p, n/p}, whereC = C(n, s, p) is independent ofN and
f . If ‖f ‖Ws,p ≤ 1, then we may takeN = 1; otherwise, we takeN so large that the first

term of the right-hand side of (2.16) is dominated by 1, i.e.,N ≡
[

log‖f ‖Ws,p

γ log 2

]
+ 1

([·]; Gauss symbol) and (2.16) becomes

‖f ‖L∞ ≤ C

{
1 + ‖f ‖BMO

(
log‖f ‖Ws,p

γ log 2
+ 1

)}
.

In both cases, (1.3) holds. This proves Theorem 1.

Remark. There is a simple alternative proof for (2.14). Indeed, we have

g(x) =
N∑

k=−N

(div 4)5k ∗ f (x), x ∈ R
n,

where4(x) = K(x)ϕ(x) andψt(x) = t−nψ(x/t) for t > 0. Since4 ∈ S with the
property that ∫

Rn

div 4(x)dx = 0,

it follows from Stein [13, Chap. IV, 4.3.3] that

‖g‖L∞ ≤
N∑

k=−N

‖(div 4)5k ∗ f ‖L∞

≤
N∑

k=−N

sup
t>0

‖(div 4)t ∗ f ‖L∞

≤ CN‖f ‖BMO,

which yields (2.14).

2.2. Proof of Theorem 2. It is proved by Kato–Lai [7] and Kato–Ponce [8] that for the
given initial dataa ∈ Ws,p for s > 1 + n/p, the time intervalT of the existence of
the solutionu to (E) in the class (1.4) depends only on‖a‖Ws,p . Hence by the standard
argument of continuation of local solutions, it suffices to establish an apriori estimate
for u in Ws,p in terms ofa, T ,M0 or a, T ,M1 according to (1.5) or (1.6). Indeed, we
shall show that the solutionu(t) in the class (1.4) is subject to the following estimate:
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sup
0<t<T

‖u(t)‖Ws,p ≤ (‖a‖Ws,p + e)αj exp(CT αj ) with αj = eCMj , j = 0,1,

(2.17)

whereC = C(n, p, s) is a constant independent ofa andT .
We shall first prove (2.17) under (1.5). It follows from the commutator estimate in

Lp given by Kato–Ponce [8, Proposition 4.2] that

‖u(t)‖Ws,p ≤ ‖a‖Ws,p exp

(
C

∫ t

0
‖∇u(τ)‖L∞dτ

)
, 0 < t < T, (2.18)

whereC = C(n, p, s). In casep = 2, i.e., in theWs,2-estimate, this can be done more
directly as in Beale–Kato–Majda [1, p. 64, Eq. (14)].

By the Biot-Savard law, we have a representation of∇u in terms ofω ≡ rot u as

∂u

∂xj
= Rj (R × ω), j = 1, · · · , n, (2.19)

whereR = (R1, · · · , Rn), Rj = ∂

∂xj
(−')−

1
2 denote the Riesz transforms. SinceR is

a bounded operator in BMO, this yields

‖∇u‖BMO ≤ C‖ω‖BMO (2.20)

with C = C(n). Hence it follows from (2.20) and Theorem 1 that

‖∇u(t)‖L∞ ≤ C
(
1 + ‖ω(t)‖BMO(1 + log+ ‖u(t)‖Ws,p )

)
(2.21)

for all 0 < t < T with C = C(n, p, s). Substituting (2.21) to (2.18), we have

‖u(t)‖Ws,p + e

≤ (‖a‖Ws,p + e)exp

(
C

∫ t

0
{1 + ‖ω(τ)‖BMO log(‖u(τ)‖Ws,p + e)}dτ

)

for all 0 < t < T . Definingz(t) ≡ log(‖u(t)‖Ws,p + e) , we obtain from the above
estimate

z(t) ≤ z(0) + CT + C

∫ t

0
‖ω(τ)‖BMOz(τ )dτ, 0 < t < T .

Now (1.5) and the Gronwall inequality yield

z(t) ≤ (z(0) + CT )exp

(
C

∫ t

0
‖ω(τ)‖BMOdτ

)
≤ (z(0) + CT ) α0

for all 0 < t < T with C = C(n, p, s), which implies (2.17) forj = 0.
Next, assume (1.6). Instead of (2.19) we make use of another representation

∂ul

∂xj
= Rj (

n∑
k=1

RkDef ukl), j, l = 1, · · · , n, where Defukl = ∂uk

∂xl
+ ∂ul

∂xk
.
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Hence again by the boundedness of Riesz transforms in BMO, there holds

‖∇u‖BMO ≤ C‖Def u‖BMO. (2.22)

Then by (2.22) and Theorem 1 we have similarly to (2.21) that

‖∇u(t)‖L∞ ≤ C
(
1 + ‖Def u(t)‖BMO(1 + log+ ‖u(t)‖Ws,p )

)
for all 0 < t < T with C = C(n, p, s). It is easy to see that the rest of the argument is
parallel to that of the case when (1.5) holds, so we get also (2.17) forj = 1. This proves
Theorem 2.

Acknowledgement. The authors would like to express their thanks to Professor Takayoshi Ogawa for his
valuable suggestions.
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