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Abstract: We construct Hamiltonians for systems of nonrelativistic particles linearly
coupled to massive scalar bosons using abstract boundary conditions. The construction
yields an explicit characterisation of the domain of self-adjointness in terms of boundary
conditions that relate sectors with different numbers of bosons. We treat both models in
which the Hamiltonian may be defined as a form perturbation of the free operator, such
as Frohlich’s polaron, and renormalisable models, such as the massive Nelson model.

1. Introduction

We consider a system of nonrelativistic particles interacting with massive scalar bosons.
For a linear coupling, the interaction between one particle and the bosons is (formally)
givenby a(v(x —y))+a*(v(x —y)), where a, a* are the bosonic annihilation and creation
operators, v is the form factor of the interaction and x denotes the position of the particle,
y that of a boson. Figuratively speaking, the particles act as sources that create and
annihilate bosons with wavefunction v centred at their position x. We will discuss a class
of ultraviolet-divergent models for which v(y) is a singular function (or a distribution).
In most examples v(y) is singular at y = 0 but regular and decaying as |y| — oo. For
example, for the Frohlich polaron v(y) ~ |y| =2, and in the Nelson model v(y) ~ |y| /2
(both in three space-dimensions). The Hamiltonians for these models can be constructed
using quadratic forms (for the Frohlich model) or by a renormalisation procedure (for the
Nelson model). However, these methods do not give detailed and explicit information
on the domain of the operator (e.g. concerning regularity) or the action of the operator
thereon. We will discuss a new method of construction that explicitly describes the
domain in terms of abstract boundary conditions relating sectors with different numbers
of bosons. More precisely, the elements of the domain will, for any given number n > 1
of bosons, be singular functions with singularities determined by the function with n — 1
bosons. If the only singularity of v is at y = 0, these singularities are located on the
planes in configuration space where the positions of (at least) a source and a boson
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coincide. The relation between the form of this singularity and the function with fewer
bosons can be viewed as an inhomogeneous generalised boundary condition on the set
of these planes.

Boundary conditions of this type were proposed as an approach to ultraviolet di-
vergences by Teufel and Tumulka [TT15,TT16]. They were called interior-boundary
conditions, as they concern points in the interior of the configuration space of the two
species of particles. Similar boundary conditions had previously been investigated by
Thomas [Tho84] in a specific model where the total number of particles is at most
three. The emphasis of these works is on point interactions, where v is the §-distribution
and it is particularly natural to consider boundary conditions. A rigorous analysis of
a model for nonrelativistic bosons, with v = § and sources that are fixed at points in
R3, was subsequently performed by Teufel, Tumulka, and the authors [LSTT18]. This
extended a result of Yafaev [Yaf92], allowing only for the creation of a single particle.
The one-dimensional variant of this model was studied by Keppeler and Sieber [KS16].

In the present article, we will explain how such an approach can be applied to models
for nonrelativistic particles interacting with bosons, where the ‘sources’ are themselves
dynamical objects. We also demonstrate that the method is sufficiently flexible to ac-
commodate various interactions v and dispersion relations of the bosons, such as the
relativistic dispersion of the Nelson model. Our class of models also contains a dynam-
ical version of the model with nonrelativistic bosons and v = § of [LSTT18] in two
(instead of three) space-dimensions. Our method could also be applied to models that
involve creation and annihilation of fermions, but we will restrict ourselves to bosons
in this article. We obtain an explicit characterisation of the Hamiltonian and its domain
of self-adjointness, which seems to be new for all of the cases under consideration. We
also hope that this explicit characterisation will facilitate further research on the proper-
ties of these models, such as their energy-momentum spectrum and dynamics, which is
an active area of investigation (see e.g. [AF14,BT17,GHL14,Miy18,MM17] for some
recent results, and references therein).

1.1. Nonrelativistic particles interacting with scalar bosons. Let us now introduce some
notation and discuss in more detail the models we will consider as well as our main
results. We consider a fixed but arbitrary number M of nonrelativistic particles ind < 3
dimensions interacting with a variable number of scalar bosons. We do not impose any
particular symmetry under permutations on the first type of particles. The Hilbert space
on which we describe our system is given by

sym
n=0 neN

where I'(L2(R%)) is the bosonic Fock space over L?(R?) and #™ the sector of J#
with n bosons. In the position representation, we will denote the positions of the first
type of particles by xp, ..., x)s and refer to these as the x-particles from now on. We
will denote the positions of the bosons by yi, ... and refer to them as the y-particles.
In appropriate units, the formal expression for the linearly coupled Hamiltonian of this
system reads

M M
— > Ay HAT@(=iV)) +8 Y (@00 — ) +a; —y)). (D)

j=1 j=I
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where @ : RY — R, is the dispersion relation of the bosons, v € .#/(R?) is the
interaction, and g € R is the coupling constant. When v € L? and w (k) > ey > 0, then,
by the Kato-Rellich theorem, this defines a self-adjoint operator on the domain

D(L) ={y € 7 : Ly € I}

of the free operator (understood in the sense of tempered distributions)

M
L= —ZAX_, +dl (@ (—iVy)). )
j=1

Note that D(L) is contained in the domain of the boson-number operator N = dI'(1) if
w(k) = ey > 0.

Our class of models concerns cases where the operator in Eq. (1) above is not imme-
diately well defined because v ¢ L?(R?). We will only consider cases with an ultraviolet
problem but no infrared problem, that is w(k) > ep > 0 and ¥ € leoc. The problem in
this case is that the creation operator a*(v(x — y)) is not a densely defined operator on

F2, so the expression (1) cannot be interpreted as a sum of unbounded operators on any
dense domain. The annihilation operator Z?’IZ (a(v(x; — y)) is less problematic, as it
is always densely defined, and under our assumptions it is defined on D(L) (cf. Corol-
lary 3.2 and the following remark). Depending on v and w, this problem may be solvable
by one of two well-known methods.

(k) IR - - 172
(1) If f o dk < oo, the annihilation operator is continuous from D(L'/“) to

D(N~'2) and one can interpret the expression (1) as the quadratic form
M
(W, Ly) + Z(W, a(u(xj — yNy) +(alx; —y)¥, ¥), (3)
j=1

on D(L'/?) ¢ D(N'/?), since a* is the formal adjoint of a. When this form is
bounded below, one defines the Hamiltonian H to be the unique self-adjoint and
semibounded operator associated with this form. This solves the problem of defining
H, but yields only limited information, namely that D(H) C D(L'/?) and that H
is semibounded.

(2) When a(v(x — y)) is not defined on D(L'/?) one can still hope to construct H
using a renormalisation procedure due to Nelson [Nel64]. In this procedure, one
first regularises v, for example by replacing it by vy whose Fourier transform is
VA (k) = V(k)xa (k), where x4 is the characteristic function of a ball of radius A.
Then vp € L2, so the operator H, with this interaction is self-adjoint on D(L) for
every A € R, and v, converges to v in .#’/(RY) as A — oo. Under appropriate
conditions on v and w, one can then find (explicit) numbers E 5, so that

Hoo = lim Hp + Ep
A—00

exists in the norm resolvent sense and defines a self-adjoint and semibounded oper-
ator. This defines a Hamiltonian for the model up to a constant, since the numbers
E 5 can always be modified by adding a finite constant in this procedure. However,
one retains virtually no information on the domain of H,, which led Nelson to pose
in [Nel64] the following problem:
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It would be interesting to have a direct description of the operator Hyo. Is
D(Hs) N D(LY?) = {0}?
The second question was answered, affirmatively, in a recent article by Griesemer
and Wiinsch [GW18]. We will provide a direct description of Hs, and its domain
in terms of abstract boundary conditions. From this description the answer to the
second question will also be apparent.

The models we consider will fall into one of these two classes. They are form per-

. : e 102
turbations of L, as under point (1) above, if f o

the sense of point (2) otherwise. The precise assumptions will be given in Condition 1.1
below. The class of v and @ we cover contains the following examples:

dk < oo and renormalisable in

e The Frohlich model (d = 3, w = 1, 0(k) = |k|_1) describes the interaction of
nonrelativistic electrons with phonons in a crystal. As noted above, this model falls
into the class of form perturbations. A recent exposition of the construction and an
investigation of its domain can be found in the article of Griesemer and Wiinsch
[GW16].

e The massive Nelson model (d = 3, w(k) = vVk2 + 1, 0(k) = w(k)~'/2) describes the
interaction of nonrelativistic particles with relativistic, massive, scalar bosons, whose
mass we have chosen to be one. It was defined rigorously by Nelson [Nel64] and
provides the blueprint for the renormalisation procedure described under point (2)
above.

e Nonrelativistic point-particles in two dimensions (d = 2, w(k) = K +1,v=29).
In this model, the nonrelativistic (x-) particles interact with nonrelativistic bosons
(y-particles) by creation/annihilation at contact. This is a two-dimensional version of
the model of [LSTT18] with dynamical sources. The renormalisation procedure can
be applied to this model by following Nelson’s proof line-by-line (see also [GW18]).

1.2. A Hamiltonian with abstract boundary conditions. Our approach to constructing
a Hamiltonian for these models starts not from the quadratic form or a regularisation
of the expression (1), but by considering extensions of L to singular functions, adapted
to the singularity of v. This is analogous to the construction of Schrédinger operators
with singular (pseudo-) potentials using the theory of self-adjoint extensions (see e.g.
[AGHKHS88,BFK+17,MO17,Pos08]). In those problems, one considers a self-adjoint
operator (S, D(S)) (e.g. S = —A on HZ?(R%)) and restricts it to the kernel of a sin-
gular ‘potential’. This could be the Sobolev trace on some lower dimensional set, the
‘boundary’, or some other linear functional on D(S). The restriction of S then defines
a closed, symmetric operator Sy, and one searches for self-adjoint extensions of Sy, or,
equivalently, restrictions of S;. These extensions incorporate interactions through (gen-
eralised) boundary conditions. We remark that, in many examples, such models can also
be constructed using renormalisation techniques (see e.g. [DFT94,DR04,KS95]), giving
the same operators. This is also true for our models, as we will show in Theorem 1.4
below.
Let L be the restriction of L to the domain

M

D(Ly) = D(L) Nker Za(v(xj—y)) ) 4)
j=1
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Then Lé is an extension of L whose domain contains, in particular, elements of the form

M *

M
Y =Gp:=—g|) awk;—yL " | g=—gL™' ) a*@wkx;— e, ©)

j=1 j=I

for ¢ € J#. In this expression, a*(v(x; — y)) is to be understood as the adjoint of
a((x; —y)) : D(L) — 4 that maps 2 to D(L) = D(L™"), the dual of D(L).
Note also that L is invertible on the sectors with at least one boson since we assume
w > ey > 0.

We will define an extension A of Z§w=1 a(v(x; —y)) to functions in the range of G.
One can then consider the operator L{j + gA on the domain

(Y e #Fp ey —Gype D).

Since Gy ¢ D(L) for ¢ # 0, the function ¢ in this decomposition is unique. The
condition means that the singular part of v, i.e. the part not in D(L), is determined by
the ‘boundary value’ (p(”_l). Note that, since % is the sum over all sectors 7" the
space on which the operator acts and the space of boundary values are both equal to 7.
The operator L + g A is not symmetric on this domain, but it has symmetric restrictions
obtained by imposing boundary conditions, in the sense of linear relations between
and ¢.

To find the boundary condition corresponding to the formal Hamiltonian (1), first
observe that the range of G is contained in the kernel of L, because for all ¢ € D(Lg)

M
(LG, ¥) = (@, G*Loy) = —¢g Z((P»a(v(xj' —y)y) =0. (6)
j=1

For any ¢ with ¢ — Gg € D(L) we then have

M
Liy =Ly —Gp) = L(y —Go) = Lyr+g y_a*w(xj —y)g.  (7)
j=1

The final expression is a sum of vectors in D(L)’ that lies in .77, because it equals the
left hand side. Imposing the relation ¢ = i, i.e. that v — Gy € D(L), then gives the
equality

M
Loy +gAy = Lyr+g Y a*(v(xj — y)¥ + gAY

Jj=1

in D(L)'. This is essentially the formal Hamiltonian (1), but on a domain different from
D(L) chosen in such a way that the singularities of the first two terms cancel each other,
and with the annihilation operator suitably extended to this domain. Our main result is
that the Hamiltonian H = L{j+g A is self-adjoint and bounded from below on the domain
with this boundary condition. For the appropriate choice of extension A, it equals the
Hamiltonian defined as a quadratic form, or by renormalisation, respectively.

Our hypothesis on 0 and w is that they have upper, respectively lower, bounds by
appropriate powers of |k| or 1+k2, which is the case in all of the relevant examples. For
simplicity we also set the rest-mass e of the y-particles to one.
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Condition 1.1. Let v € .#/(RY), v ¢ L>2(RY) and w : RY — R,. We have bounds
[0(k)| < k|7 and w(k) = (1 + k*)#/? with parameters 0 < o < 4,0 < B < 2
satisfying additionally one of the following two conditions:

d [9(k)|> .
(1) @ > § — 1 and thus | k2+w(k)dk < o0;

AN 2
@ [ k';j’;)('k)dk = 0o and

a=0and B >0 ifd=2

2
a>3 - ifd=3.

2

Note that the condition o < % implies ¥ € Lj

in terms of the parameter

. Later on, we will often state our results

D :=d—-2a -2,

which measures the (non)-integrability of 15(k)|2(1 + k*)~! and thus the singularity of
the interaction. The first case of the condition corresponds to D < 0 and the second to
D > 0.

Definition 1.2. Assume Condition 1.1 holdsandd € {1, 2, 3}. We define A with domain
D(A) as the extension of

M
Za(v(xj —y):D(L) >
j=1
given in
: e BRI
e Equation (13) if | Train dk < 00, or
e Equations (27) and (32) if [ klfifo)(i) dk = 0.

The integrability condition determines which of the cases in Condition 1.1 applies.
Our main result is:

Theorem 1.3. Let d € {1, 2, 3} and assume that v and w satisfy Condition 1.1. Then the
operator H = L{j + g A with domain

D(H) ={y € Ay — Gy € D(L)}

is self-adjoint and bounded from below. Its domain is contained in the domain of the
number operator N and for € D(H) we have the equality

M
Hy =Ly +g Y a*(ulxj — y)y + gAY (®)

j=1

in the dual of D(L).



On Nelson-Type Hamiltonians and Abstract Boundary Conditions 635

For the Frohlich model we are in the first case of Condition 1.1 and have « = 1. For
the Nelson model we can choose f = 1, = % For 8 = 1 the conditionon @ is & > 17_8’
which also allows for slightly more singular cases. For our model of nonrelativistic
point-particles in two dimensions the conditions are satisfied with 8 = 2 and @ = 0.
The corresponding model in one dimension, which is an extension of the one treated in
[KS16] with moving sources, is a form perturbation. In fact, in one dimension we always

D 2 . . . . .
have f %dl{ < 00 since we assume a bound with 0 < o < % For nonrelativistic
1

bosons in three dimensions with 8 = 2 our condition is o > 3 This excludes v = §,
corresponding to a model which is not known to be renormalisable (in sense of operators
explained above). However, our methods can be adapted to construct a Hamiltonian also
in this case. This will be the subject of an upcoming publication by the first author
[Lam18].

Our result provides a self-adjoint operator H whose action is given by (1), if the
separate terms are interpreted as elements of D(L)" and Z?/Izl a(v(x;j — y)) is suitably
extended. In the case of form perturbations, the annihilation operator is automatically
well defined on D(H) C D(L'/?). Our theorem then also implies that the quadratic
form of H is indeed given by the usual expression (3), since in this case Eq. (7) also
holds in the sense of quadratic forms on D(L'/?).

For the more singular models the extension of the annihilation operator involves
an operation that can be interpreted as the addition of an ‘infinite constant’, and it is
certainly not unique. These models can also be treated by a renormalisation technique,
see [GW18]. We make a choice of the extension A for which H coincides with the
operator H,, obtained by renormalisation (see also Remark 3.4). The following theorem,
proved in Sect. 3.4, implies that H = Hy.

Theorem 1.4. Let the conditions of Theorem 1.3 be satisfied and [ klzﬁii)(l;) dk = oo.
For A € R, let Hy be the Hamiltonian with the regularised interaction defined by
Up (k) = 0(k)xa(k), where yx p is the characteristic function of a ball of radius A, and
let
A k 2
£y — gy [ a®)
k2 +w (k)

Then Hyx + E 5 converges to H in the strong resolvent sense.

The domain of H is explicit and for any given i € 7 it is easy to check whether it
belongs to D(H) or not. In particular, the regularity properties of v € D(H) are easily
deduced from the regularity of G1. This allows us to answer Nelson’s second question.

Corollary 1.5. Let the conditions of Theorem 1.3 be satisfied and additionally @ €
s 2
L (RY). Then D(H) C D(L'?) if and only if [ DO gx < 0o, Moreover, if

k24w (k)
(2
%dk = o0, then D(H) N D(L'/?) = {0}.

This corollary follows from our more precise discussion of the regularity properties
of D(H) in Sect. 4. Essentially the same result for M = 1 was recently obtained
[GW16,GW 18] by different methods.

The structure of the proof of our main result, Theorem 1.3, is essentially the same

s 2
for the cases of form perturbations ( f %dk < 00) and renormalisable models
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( f %dk = 00). However, the technical difficulties are slightly different, and much
greater in the second case. For this reason, we will give the proof of the first case
separately, in Sect. 2. This may also serve as a less technical presentation of the general
strategy. The proof for the second case will be given in Sect. 3. In both cases, the
crucial technical ingredients of the proof are bounds on the operator T = gAG that
are sufficiently good regarding both regularity and particle number. This operator also
appears in the theory of point interactions (with v = §), where it is known as the Ter-
Martyrosyan—Skornyakov operator, see e.g. [CDF+15,DFT94,MS17,MS18]. We will

build on some of the results obtained in this area, as we explain in Remark 3.9.

2. Form Perturbations

In this section we will prove Theorem 1.3 under the assumptions of the first case in
Condition 1.1. That is, we assume that w(k) > 1, v € y’(Rd), v ¢ L2(Rd), and that
[0(k)| < k|~ for some ¢ > & > 4 — 1, respectively d — 20 — 2 = D < 0. We will
use the notation

M

a(V) =) a(x ). ©)
i=1
Under the assumptions of this section a (V') is operator-bounded by L, as will be proved
in Lemma 2.1 below.

In the following we will often work in the Fourier representation. We denote by P =
(p1y---,pm)s K = (k1, ..., k,) the conjugate Fourier variables to X = (x1,...xpy),
Y = (O1,..., yn). The vector Qj e R% is Q € RYM*D with the j-th entry deleted and
e; is the inclusion of the i-th summand in R9* = | R?. We will denote the Fourier
representation of the operator L (on the n-boson sector) as multiplication by the function

n
L(P,K):= P>+ Zw(kj) =: P2+ Q(K).
j=1
Lemma 2.1. If Condition 1.1 holds with D < 0 then
_1 24D
a(V)L"2ZN~ "4

is a bounded operator on .

Proof. Since we are not concerned with the dependence of the norm on M it is sufficient
to estimate one term in the sum (9) and then bound the norm of the sum by the sum of
the norms.

In Fourier representation, we have

1 +p 1\ (1) A
(Fawen =L INTFy) T (P Ro)

O (ks )W "D (P — erknsr, K
:m (k)Y ( €1Kn+1 2+D) -

R L(P — etkper, K)2(n+ 1T
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To prove our claim it is sufficient to show that for some constant C > 0 it holds that

O (kne )Y "D (P — e1kns1, K)
4 dkn+1
R

L(P — etkns1, K)?

D 2 (n+1) 2
=Co+ DT [ PP = etk KO dk, (10)
R

because we may afterwards integrate in P and K41 and perform a change of variables
P— P— elk,,+1.

Using the Cauchy—Schwarz inequality, and our assumptions on 0 and w, we can
bound the integral from above by

O (kne ) "D (P — e1kns1, K)
1 dkn+1
R L(P — etkpt1, K)2
</‘———ﬁLf¥——dq/ 5P — ettt KO dkun.
“Jre (p1—q@)?+n+1 Rd

The integral in g takes its maximal value at p; = 0, by the Hardy-Littlewood inequality.
Rescaling by (n + 1)~!/2 then yields the upper bound

-2
ja'[ ™

(n+1)~ 1+ 7"
R4 q’2 +1

A 2
@C@Jw“”kP—ewﬁhKﬂdmu,

and this proves the claim. O

2.1. The extended domain. Lemma 2.1 has several important consequences. First of all,
a(V) : D(L) — S is continuous in the graph norm of L. Thus D(L), defined in (4)
as the kernel of a(V') in D(L), is a closed subspace of D(L) with this norm. Due to our
assumption that v ¢ L2, this subspace is also dense in .77

Lemma 2.2. [f Condition 1.1 is satisfied the space D(Lg) is dense in 7.

Proof. The Hilbert space 7 is equal to the direct integral 77 = fﬂiem ['(L2RY))dX.
We start by proving that for almost every X € R the kernel of a(V (X)) = Zlﬂi pav
(x; — y)) is dense in I'(L2(R%)).

The first step is to show that the kernel of the linear functional defined by V(X k) =
M ekit(k) € L2, (R?) is dense in L2(R?) if V(X) ¢ L?(R?). The set of X where
V(X) € L? has measure zero, see Lemma A.1 in the Appendix. Let v (k) = 0(k) xa (k)
with the characteristic function y of a ball of radius A > 0 and let VA be defined like
V, with 9, replacing 9. Let f € H2(R?) and set

V (X, k)xa (k)

Fioax kopar | ¥R,

FaX ) = fk) -
Now limp o0 [ |Va (X, k') |2dk’ = 0o, because V (X, k) ¢ L2(R?), s0 fa (k) converges

to £ (k) in L2(R?). On the other hand [ V (X, k) fa (k)dk = 0 s0, after taking the inverse
Fourier transform in &, f, is in the kernel of V (X).
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This implies that coherent states generated by functions in H 2(RYY N ker(V (X))
are dense in F(Lz(Rd )), see e.g. [LSTT18, Prop.12]. Such states are in the kernel of
a(V (X)) since for the coherent state ®(f) generated by f we have a(V(X))®P(f) =
(V(X), f)®(f).Consequently, the kernel of a(V (X)) is dense in I (L2 (R¢)) for almost
every X.

To conclude the proof, notice that the approximants fa (X) above are in H 2(R4) and
depend smoothly on X. We can thus approximate any I'(L?(R¢))-valued L?-function
of X by smooth functions taking values in the kernel of a(V (X)). Such functions are
elements of D(L) and this proves the claim. O

We have established that L, the restriction of L to the kernel of a(V), is a densely
defined, closed, symmetric operator. As explained in the introduction, we are going to
extend L to a subspace of the domain of L. This space is spanned by functions of the
form ¢ + Go with € D(L) and ¢ € J7, where

Gy := (_ga(V)L_l>* 9 =—gL 'a*(V)p. (1

The operator G is bounded on .7#’ by Lemma 2.1. It maps .77 to the kernel of Lj by
Eq. (6). Application of G also improves regularity or decay in the particle number.

Lemma 2.3. If Condition 1.1 holds with D < 0 the operator G is continuous from ¢
to D(N—P/%) and from D(N*T) 1o D(L'/?).

Proof. In view of Eq. (11) and the fact that L > N, this is immediate from Lemma 2.1.
O

The next lemma is concerned with the map 1 — G which is not only bounded but also
invertible.

Lemma 2.4. Assume Condition 1.1 holds with D < 0. Then 1 — G is invertible and
there exists a constant C > 0 such that

INVIe < CANA = Ol + 1V 1) (12)

Proof. Due to Lemma 2.3 there is a constant C > 0 such that sector-wise

2 D
”G”_}f(nfl)_)%‘(n) <Cn2.

Using this we estimate the k-th power of G acting on ¢ € J# by

o, =)

k
2
=< Z l—[ ”Gl'f(nf[)_)jf(nf[-#l)

n>k £=1

m|?

2
o (n—k)

o

k

D D

<ClvlZ, su%]"[mm)z < ClYIP, (k2.
m= r=1

This implies that the Neumann series ) ;- G converges in 77, hence 1—G is invertible.
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To prove (12), first note that G is a bounded operator from D(N) to itself, because it
maps 7" to "D Define for any 1 > 0 a modified map by

— 2-1)*
Gy =—gla(V)(L+p) .
The norm || G, H DN)>D(N) “= Cn is decreasing in u, so for sufficiently large ;« we have

¢, < 1.Then (1— GM)’1 is a bounded operator on D (N) with norm at most (1 — cﬂ)’l .
By the resolvent formula we then have

INVI < (1 —e)™ (INO=Guw |+ [ = Guv])
= U =c™ (ING = Oyl + 1PN @ +u) T G| + [ = Gov]).

Since L > N this proves the claim. O

2.2. The annihilation operator A. So far we have considered a(V') as an operator on
D(L). In view of Lemma 2.1 we may also define it sector-wise on D(L'?) in the case
D < 0 of the current section. By Lemma 2.3 the annihilation operator thus makes sense
on Go™, for any n € N.

Lemma 2.5. Assume that Condition 1.1 holds with D < 0 and let T = ga(V)G. Then
T defines a symmetric operator on the domain D(T) = D(NMDP/2y,

Proof. Using Eq. (11) we can write T as
*
T=—-G'LG=—g° (a(V)L—%) (a(V)L—%) :

This defines a continuous operator from D(N'+P/2) to . by Lemma 2.1, and this
operator is clearly symmetric. O

On the set D(A) = D(L) & GD(T), which contains D(H), we now define the
annihilation operator A by

AW +Go) :=ga(V)(Y + Gp) = ga(V){ + To. (13)

Remark 2.6. The objects we have discussed so far occur naturally in the context of
abstract boundary conditions. Let K denote the restriction of L to D(A) = D(L) &
G D(T) and denote by B(n + G¢) = ¢ aleft inverse of G. Then (D(T), B, —gA) is a
quasi boundary triple for K in the sense of Behrndt et al. [BFK+17]. In particular we
have the identity

(Ko, ¥) — (9, KY) = —(8Agp, BY) + (Bo, gAY).

The family of operators G (z) = —g(L + z)~'a*(V) are called the y-field, and 7'(z) =
gAG (z) the Weyl-operators associated to this triple.

In specific cases the operators B and A can be expressed as local boundary value
operators on the configurations where at least one x-particle (source) and one y-particle
(boson) meet, see [TT15,LSTT18] and also Remark 3.4 for details.
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2.3. Proof of Theorem 1.3 for D < 0. We will now prove that H = L§ + gA is self-
adjoint on the domain

D(H) ={y € #|(1 - G)y € D(L)} = (1 - G)~'D(L)

in the case of form perturbations, D < 0. The domain D(H) is contained in D(N)
because D(L) C D(N) and the domain of N is preserved by (1 — G)~ !, see Lemma 2.4.
We start the proof of self-adjointness by rewriting H in a more symmetric form. First,
we use the fact that LjG = 0, by Eq. (6), to write for s € D(H)

Hy =Lyl — Gy + gAY
=L -G)+ga(V)A -Gy +T1. (14)

Here, we have also used the ‘boundary condition’ that (1—G)vy € D(L) fory € D(H).
Since G*L = —ga(V) we can further rewrite this as

HYy=(01-GY"LA -Gy +G*LA -G)Y+ga(V)(A -Gy + Ty
=(1-G)"LA -Gy +Ty. (15)

We will prove that H is self-adjoint by showing that it is a perturbation of the self-adjoint
operator (1 — G)*L(1 — G).

Lemma 2.7. The operator Hy := (1 — G)*L(1 — G) is self-adjoint on D(H) and
positive.

Proof. The operator Hy is clearly positive and symmetric on D(Hy) = D(H), so it
suffices to show that D(H) C D(H).If ¢ € D(Hy), ¥ € D(Hp) = (1 — G)~'D(L),
we have

(9. Hoyr) = (1 = G)g, L(1 = G)y),

and thus (1 — G)¢ € D(L*) = D(L). This proves the claim. O

To prove self-adjointness of H we now show that 7 is infinitesimally Hp-bounded.
By Lemma 2.5 and Young’s inequality we have, keeping in mind that D < 0,

c 24D
1TVl = C NP2y | <= (@+DelNvile - D Ivily).  (6)

for any ¢ > 0. Now Lemma 2.4 together with L > N yields the inequality

INVI 2 < CUNI = GOl + 1Vl )
5C<H(1—G)_1” [a-6rLa-o|+iv). (17)

This proves an infinitesimal bound on 7 relative to Hy and thus that H = Hy + T is
self-adjoint on D(H), by the Kato-Rellich theorem.
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3. Renormalisable Models

In this section we will deal with models falling into the second case of Condition 1.1.
This means that ]6(k)| < |k|™* for some o > 0, [ |f;(k)}2 (k% + w(k))~'dk = oo (so
necessarily 2o < d — 2) and w(k) > (1 + k2)#/2 for some 0 < B < 2. In dimension
d = 2 this leaves o = 0 as the only case. In d = 3 we assume

1 1 B2
— > — .
2~ 2 BZ+8
In terms of D = d — 2« — 2 this means that
22
0<D< P _é
B2+8 ~ 2

(18)

Following the structure of Sect. 2, we start this section by discussing the extended
domain. We then turn to the definition of the annihilation operator A and finally prove
Theorems 1.3 and 1.4.

3.1. The extended domain. As in Sect. 2, we consider the extension of L (or the re-
striction of L{) to vectors of the form ¥ + Go with v € D(L), ¢ € 5 and G =
—gL~'a*(V). We start by discussing the mapping properties of G, showing in particu-
lar thata*(V) : ## — D(L) anda(V) : D(L) — 5 are continuous. In Sect. 2, where
D < 0, we showed that G maps into the form domain of L. For D > 0 however, G will
not map into the form domain of L but instead into D(L") for some n < ZTD < %
We first prove a bound on G that will allow us to use the regularity and the decay in the
particle number N in an optimal way later on.

Proposition 3.1. Let Condition 1.1 be satisfied and define the affine transformation
u(s) = gs — % Then for any s > 0 such that u(s) < landall) < n < %
exists a constant C such that for alln € N

there

HL"Gw”L%ﬂ(nH) <cC (1 +nmax(01 A)) Hw(n)

o

Proof. Note first that, since B < 2, the function u(s) — s is non-increasing and thus

n< w = szD. The expression for the Fourier transform of pr(”) is given by
— _ M n+l 0 ) T R
Gy™(P, K) = —& D Ok)Y (P +eikj Kj) (19)
Vn+1 L(P,K)

As we are not interested in the dependence of the constant C on M or g it is sufficient
to estimate the .7 "*1-norm of the expression
S kNP (P + ik K))

7.(1n)
yy ™ (P K) = WZ TP K

(20)
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We first multiply by w (k; )% and its inverse, and then use the finite-dimensional Cauchy—
Schwarz inequality to obtain

N N 2
Lo ek ‘w(")(P rerkj, Kj)(

A8
T 2 I Ry ok)'. (21

N 2
i )| = -

~ 2 . . . ~ 2
Let ‘)/(d)l//(n)’ denote the sum of terms in this sum with i = j, and ‘y(”d)l//(”) the

sum of the remaining terms. We have

. 2| 5 SNE
s R [P ek, K|

()] (n) 22
v = - LPKPTD =
Y AN AC) el
2 pmax(0,1—s) 1+l |v(k,~)| )Iﬂ (P+€1kj’Kj)‘ N
(od) 7. ()|~ ~ QK. (23
‘V ) = n+ 1 Z L(P, K)Z(l—r])w(kj)s ( ]) (23)

j=1
In the second line we have used the bound (with the notation Y jeJ w(q;) = R(0))

n
Zw(ki)s < nmax(O,l—s)Q(K)s’ (24)
i=1
which for s < 1 follows from the Holder inequality, while for s > 1 it holds by
interpolation between the £!-norm and the £>°-norm.
Note that both sums in (22), (23) are just symmetrisations and every summand has
the same integral. Integrating (22) and performing a change of variables thus yields

. 25 P 2
[ons) [ [FP, Rysr)
L(P — etkys1, K)21=m

N 2
/‘y(‘l)w(”)(P, K)‘ dPdK =/ dPdK.

We notice that the square of Y™ does not depend on k,4+; anymore. Using that 4n <
2 — D =4+ 2a — d, and the Hardy-Littlewood inequality, the integral over k,+1 can be

bounded by
« 2
|0(kns1) |
dkn+]
rd L(P — erkpq1, K)2(=1)

ka1 ]2
= 2 dkp+1
RY ((p1 — kna1)? + QK1) + 120D
< C(Q(Rpy) + H20-m—ats 03)

The exponent here is negative, which proves the required bound for |y(d)w(”) |2.

The integration of (23) gives

~ 2
/ g p, k)| aPdK

. 24, p - 5 |2
bknsD) | QK [§0 (P, R
nmax(O,l—s)/

B L(P — etkns1, K)o (kyy1)*

dPdK.
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The condition u(s) < 1 implies that Bs + 2« < d, so we can bound the integral in k4|
by

k —20!—;3S ~ 2a+ps
/ e dhopit < CQ(Rp) 27075045,
Re ((p1 — kn+l)2 + Q(I<n+l))2(l_n)

It follows that

N 2
[‘y(Od)l//(”)(P, K)) dPdK

A A N 2 A
< Com 01 [ QRO 10 (P Ryun)|| aPOR.

The exponent of €2 (Kp+1) in this integral is negative by hypothesis, and this proves the
claim. O

A simple consequence of this proposition is that G maps .77 into the domain of some
power of L, and thus also of N.

Corollary 3.2. Assume Condition 1.1 holds with D > 0. There exists an n € (0, 1/2)
such that G is a continuous operator from € to D(L").

Proof. We apply Proposition 3.1, distinguishing two cases. First, if D = 0 and 8 = 2,
then u(s) = s and we choose, for some 1 > ¢ > 0,5, = 1 — ¢ and n, = 12;8
Proposition 3.1 then gives the bound

L= 6/2 H (n)
HL 5 Gtﬁ”%(m) <cU+n? |y

PAON

Dividing by (1 + n/?) < ¢L?/? then shows that G maps % to D(L'/?>7¢) for all
0<e< %, in this case.
In all other cases, we have u(1) = (8 — D)/2 < 1, by (18), and we may choose in

Proposition 3.1 s =l andany 0 < n < #. O

An important consequence of this is that ga(V)L ™! = —G* is a continuous operator
on 7, so a(V) is well defined on D(L). We can thus define Lg and its adjoint in the
very same way as in Sect. 2. We can also prove the analogue of Lemma 2.4.

Lemma 3.3. Let Condition 1.1 be satisfied. Then 1 — G is invertible and there exists a
constant C > 0 such that

NVl 7 < CUAINA = Gl e + 11l ) (26)

Proof. Using Corollary 3.2 and the fact that N < L the proof for the case D > 0 is
exactly the same as in Lemma 2.4 for D < 0. O
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3.2. Extending the annihilation operator for D > 0. In this section we will extend the
annihilation operator a(V') to certain vectors in the range of G, defining the operator A.
To do so, for any symmetric operator (7, D(T)) we could define an extension gA on
the set D(A) = D(L) @ GD(T) by

AW +Go) = ga(V){¥ +gAGp = ga(V)¥ + To. 27)

In the case of a form perturbation, where G maps sector-wise into D(L'/?), the right
extension of a(V) to these elements is obviously a (V) itself. As a result, we have simply
chosen 7' = ga(V)G in Sect. 2. However, this choice is not possible if the domain of
a(V) and the range of G do not match, as is the case if D > 0. We will define T by
slightly modifying the expression for ga(V)G, in such a way that the operator H we
obtain coincides with the one constructed by renormalisation. In Fourier representation,
ga(V)G is formally given by

M
gvn+1y /H-gd 0(kn+1)G™ (P — echns1, K) dkpa1.
=1

Expanding the formal action by spelling out G/<_,05 as in (19) gives

M M n+l ——a ~(n) S
’ V(kn+1)0 (k)P (P — egkpy1 +eikj, K )
—g dkye1.  (28)
;E;X;/R L(P — egkns1, K) "

Have a look at the sum above. In the terms where j = n + 1 and i = ¢, the function
@™ does not depend on the variable k,,; anymore. Formally, these terms define a
multiplication operator, with the multiplier given by a sum over integrals of the form

. 2
v(kn+1)
_g2/ | ~ ‘ dkn+1~
rd L(P — egkpi1, K)

This is what we will call the diagonal part in the following. However, this integral
is divergent. In order to obtain a well-defined operator, we replace this integral by a
regularised version. We set

5 N 2 1 1
I/(P, K = v(k, — dk 29
o n+l) /Rd i ( n+1)| (L(P “ethpe1, K) k2+1 N w(kn+1)) n+l (29)

and define Ty, the diagonal part of 7', in Fourier representation as

M
Tap™ (P, Kns1) := —g* @™ (P, K1) Y Ie(P, Kps). (30)
=1

The remaining expressions in (28) constitute the off-diagonal part of T'. It is a sum of
integral operators and we will show that they are defined on suitable spaces, without
modification. Spelled out, we have
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Toa9™ (P, Kps1)

M M A 2 A~ A~
D(kns1)|” @ (P — (e — eiVkns1, Kns1)
-3y [ e s B

L(P — egkpy1, K)

i#
M M n T <A A g
5 D(kns1)0(k )P (P — egknsr +eikj, K )
— dk,41. 31
§ ZZZ/Rd L(P — ethns1, K) el G

We define the operator
To™ = Tap™ + Toap™ (32)

by the expressions above, on a domain (or rather a family of admissible domains) to be
specified in Proposition 3.5 below.

Remark 3.4. As noted before, the choice of the operator T is not unique. In fact, any
operator 7 thatis symmetric on an appropriate domain will lead to a self-adjoint operator
H . We have made the choice for which this operator coincides with the one constructed by
renormalisation, with the usual choice of renormalisation constant E 5, cf. Theorem 1.4.
Observe that the the regularised integral (29) is formally obtained by subtracting the

‘constant’ En, = f |ﬁ(k) |2 (k% + w(k))~'dk. In this sense, the operator A may be
viewed as the ‘renormalised’ annihilation operator.

Another way to interpret the expression for 7j is that the distribution v(xy — y,+1) is
not applied to the function Gy, but to the more regular function

G(,D(n) + gw(")(X’ ?,H_])f(X[ — yn+1)v

where f (k) = d(k)(k* + w(k))~!. Here, the second term effectively cancels the local
singularities of G(p(”) in the directions parametrised by x¢ — y,+1. This point of view is
particularly natural if v(y) is singular only at y = 0, and thus G¢™ is singular on the
planes {x; = y;}. In this case, the off-diagonal operator Toq comes from the application
of v(x¢g — yu+1) to functions L v(x; — yj)(p(”)(X, l?j) in directions where they are
regular.

In concrete examples, there might be other criteria that single out a choice of T,
respectively A. For example in the case of v = §,d = 2, w(k) = k2 + 1, the annihilation
operator a(V) is (the sum of) evaluation operators on the planes where x; = y;. These
are local boundary values and one would want the extension A to be local in this sense
as well. In this example, the functions in the range of G are singular, with an asymptotic
expansion

clog|xe — yilp™ (X, ¥;)
Jn+1

as |xg — y;j| — 0, where c is a universal constant and F is a function that has a (suitable)
limit almost-everywhere on {x; = y;}. One can view ¢ as a local boundary value of this
function, since

Ge"™(X,Y) = +F(X.Y)

. Ge™(X,Y
0,7 = vasl tim S XN
lxe—y;l—=0 clog |x; — yjl
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It is then natural to choose AG@™ as the evaluation of the regular part F(X,Y) of
G¢'™, more precisely

M
AGe™ (X, Yypu1) = lim Z /(«/n +1Ge"™ (X, Y) — clog(r)e™ (X, ?n+1)) do.
r—

eZI‘XZ*Yn-H |=r

This is clearly a local boundary value, and one can check that this coincides with our
choice of A up to the addition of a global constant. Such boundary values are discussed
in [Lam18,LSTT18,TT15] for a variety of models involving creation and annihilation
of particles. Boundary values for a two-dimensional model with point interactions were
treated by Dell’ Antonio et al. [DFT94, Sec.5].

The next proposition states the important mapping properties of 7. For our model of
non-relativistic point-particles in two dimensions (d = 2, v = §, w(k) = k2 + 1), we
show that Ty is defined on D(L?) for any ¢ > O (in fact, it is a Fourier multiplier of
logarithmic growth), and that Toq is a bounded operator on 777 ™) whose norm grows at
most like n°. For the Nelson model (d = 3, w(k) = v/ 1 + k2, (k) = w(k)~'/?), Ty is
also bounded by any power of L, and Toq is an operator D(L?) N 7™ — ™ whose
norm grows at most like n! =2,

D
2

Proposition 3.5. Assume Condition 1.1 holds with D > 0, set u(s) = gs — = and

define T for every n € N by the expression (32).

e lfD = 0and B = 2 then, for any ¢ > 0, T defines a symmetric operator on the
domain D(T) = D(L?).

o [feither D > 0 or B < 2 then, for all s > 0 such that the following two conditions
are satisfied

u(s) <1
0 < u(u(s)),

the operator T is symmetric on D(T) = D((N + 1ymax(0.1=s) y s—u(s)y
Proof. The proof will be split into three lemmas. In Lemma 3.6 we deal with the di-

agonal operator Tyq. We will show that Ty defines a symmetric operator on the domain
D(L™D/2)y for any & > 0. We further decompose the off-diagonal part in (31) as

o MM M M
Toap 1=Z Z 9iz¢(")+zzfie</3(n)

l=1i=1,i#t (=1 i=1

with

dkpyr (33)

~ 2 A 5
. v(k (P + (e; — ep)kns1, K
91‘@@(”)(}’, Roel) ;:/ | ( n+1)| o"( (e Okn+1, Kn+1)
R? L(P — etkn+1, K)

and

n A A N i
. 5 kns1) 0 (k)P (P — eckns1 +eikj, K )
0™ P = / U( ntl J J J dk . 34
Tie@ " (P, Knt1) jEzl » LP —ethnr. K) n+l. (34)
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In Lemma 3.7 the properties of the 6-terms and in Lemma 3.8 those of the t-terms are
described. Both of these lemmas rely on modifications of the Schur test, but the second
one will be more difficult due to the additional sum over n terms in 7;¢.

If D =0and 8 = 2, Lemma 3.6 shows that Tg is defined on D(L?) for any ¢ > 0.
Regarding the terms 6;¢, Lemma 3.7 shows that they are bounded and that their sum is
symmetric. Now because u(s) = s, the conditions on the parameter s in Lemma 3.8
reducetos € (0, 1). The lemma then states that the operators 7;, are defined on D(N 1=sy
and their sum is symmetric. Choosing s, = 1 — ¢ and estimating N < L yields the claim
in this case.

If either D > 0 or B < 2, strictly, we have for sufficiently small ¢ > 0

1 D D
s—u(s)=§(2—/3)s+3zmax<8,3>.

This means that D ((N +1)™x©0.1=9) ps=u($)y = p(pmaxD/2)) for such an e. Therefore,
Lemmas 3.6-3.8 together prove the claim. O

Lemma 3.6. Assume Condition 1.1 holds with D > Q. Then for any ¢ > 0 the expression
Ty given by (30) defines a symmetric operator on the domain D(Ty) = D(L™*&D/2)),

Proof. The integral (29) defining Ty is real, so Tq is a real Fourier multiplier and it is
sufficent to prove that it maps the domain D(7y) to .77. Specifying as usual to £ = 1 we
have to show that there exists a constant C > 0 such that the inequality

(P, Rys1) = € (L(P, Ryy)™ P/ 1) (35)
holds pointwise on R¥? x R"? We will use that

2p1 - kns = p} = (PR + @(Raan))
L(P = etkns1, K) (kg + 0 (kni1)

n+

A N 2
(P, Rus) = / 16 (ke)|
Rl

kn+1

and distinguish between d = 2 and d = 3.

If d = 2 then necessarily « = 0 and D = 0. We denote the integration variable by
q instead of &, and also write p for pi. The absolute value of the integral /1 can, for
any ¢ € (0, 1), be bounded by

21pllgl+ p* + (PP +2(Kuun))
J “
R (

(p =P+ P+ Q(Kun)) (g2 + 1)

2 241)2 + p? Pr+Q(K
5/ |p|(q2 ) 2[7 q+/ 1A ( T—l) dg
= (P =P+ )@+ D7 e ((p— g2+ B+ Q(Roen) ) 1920

The second term is bounded by some constant times (ﬁlz +Q (1% n+1))¢. For the first term
we use Lemma A.2 in the Appendix, which yields

2 2417+ p? ~
/ ( PIG D2 +P" 40— 3¢(10g(1+1ph+ 1) < C(pl° + 1),
]RZ

(P—9)?+1)(@>+1)
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for some C > 0.
Now let d = 3 and D > 0. The absolute value of the integral /; is bounded by

2 + 2 ]32+Q I%
/ |p|2|q| p - dq+/ i ( n:—l) dg. (36)
® ((p— @) +1)lq] R} ((p—q)2+P12+SZ(Kn+1)) |q |+

The integrals converge because 2 + 2o = d — D < d and o > 0. The second term is

easily seen to be bounded by a constant times (}A’l2 +Q (Ie,m ))% For the first term we
can use Lemma A.2 in the Appendix which gives

/ 2lpllgl+p* _\_2CIPl - Cp?
B ((p—@)2+1)1gP?* = 7 |pP*  |p/"*

If D = 0, the function |q|_2_2‘)‘ = |q|_d is not locally integrable. We thus use the
estimate g% + 1 > g2~ forany ¢ € (0, 1). This yields a bound on |I;] as in Eq. (36),
but with |¢| 72 replaced by |¢|~%*?*. Applying Lemma A.2 then gives a bound on
|11| by some constant times L (P, I%,,H)S. m|

~ D ~ A D
=Clpl” = CL(P, K1) 7.

Lemma 3.7. Assume Condition 1.1 holds with D > 0. Then, for any i, £ € {1, ..., M}
with i # £, the operator 0;¢ defined by (33) is continuous from D(LP/?) to 7 and
Oi¢ + Oyi is symmectric on this domain.

Proof. We will prove continuity for 6 := 01,. We multiply (33) by |p2 — kp+1 |D *¢ and
its inverse for any ¢ > 0, and use the Cauchy—Schwarz inequality to obtain

~ 2
/ |0(q)|" dg
R! L(P — exq, Kns1, q) | p2 — q>P*®

N 2|~ A~ 2
[60er) 2| (P + e1 = e2kiner, Rus)|[ 12 = PO+
X
/Rd L(P — e2kn+1, K)

2
<

‘91@(’1)

dkn+l .

Using the Hardy-Littlewood inequality and scaling, the integral in ¢ can be bounded by

-2
/ g1~ dg <C |p1|—(D+28)
R (p}+q2) g P " T

for 0 < ¢ < 1/2. Integrating in the remaining variables (P, K1) and performing a
change of variables P — P + (e; — e2)ky41 then gives

n N 2,
f\evﬂ”)(z’, Kuen)| dRoidP

. 27 N
[oGansn) [ [50 P, K| 1P
< Cf dk,+1dK,+1dP.

L(P — erkys1, K) |p1 — kys1 |24

Because 2 + 20 + D + 2¢ = d + 2¢ the kj41-integral can, for 0 < ¢ < 1, be bounded as
above by some constant times | p I’28 . We thus obtain

i p kool ak 50 koo 1022 dR
f‘Wf (P,Kn+1)‘ dKn+1dPSC/‘W (P, Kns1)| |p2|™” dKps1dP,
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and this proves continuity.
To prove symmetry, we use the change of variables Q = P + (e; — eg)k,+1 in

@M, 6i09 ™)

_ 5 25 m - 2
_ / FDP. Kya) |0 (knsD)|” ¥ (P + (ei — e0)kns1. Kns1)
L(P — egkp+1, K)

N 2 4 5
|v(kn+l)| W'”(Q,Knu)
L(Q — eikn+1, K)
Together with the bounds we have just proved, this implies that 6,7, extends 6y; (defined

on D(LP/?)), so the sum of the two is symmetric on this domain. O

dPdK

dPdK.

= / G (Q + (e — €)kns1, Kns1)

Lemma 3.8. Assume Condition 1.1 holds with D > 0 and let u(s) = gs — % Then, for
all s > 0 such that the following two conditions are satisfied

us) <1 (37)
0 < u(u(s)), (38)

and for all i,¢ € {1,..., M}, the operator t;y, defined in (34), is bounded from
D(N™&XO.1=5) 1 s=u(s)y 1o 3¢ and ti¢ + T¢; is symmetric on this domain.

Proof. We start by proving the bound

< Cnmax(O, 1—s)

R C)]
Tzelﬁ S =

‘ L5 (s) 1// (n)

P A

for any fixed i, £ and n > 1 (note that 7;, = 0 for n = 0).
Note that, because D > 0 and 8 < 2, it holds that u(s) < s and therefore the
conditions (37) and (38) already imply that

u(s), u(u(s)) € (0, 1). (39)
Now we denote T = 1;¢ and write
n R A N
j=1 R? L(P — egkpy1, K)jw(kj)7

v(k
v( n+1)l . dkn+1.
L(P — e¢kps1, K)Zw(kyy41)?

X w(k;)?

Applying the Cauchy—Schwarz inequality on L2(R? x {1,...,n}) and using the as-
sumptions on v and w, we obtain

. 2| 5 SNE
2<Z":/ NP |50 P — ekt + ik K[
TS o ) L(P = etkni1, K)o (k)* i

X Za)(kﬂ)S/
n=1 R

‘”@(n)

1
2 % Bs+2a d
4 ((pe — q) + Q2(Kn+1)) 9|
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Since u(s) € (0, 1), the integral in the second line is bounded by a constant times

Q (12,”1 )_“(‘Y). In order to deal with the sumover u = 1, ..., n, we splitthe term pu = j
from the rest and use (24). This gives

n
Z a)(kM)SQ([enH)—u(s) < w(kj)s—u(s) + nmaX(O’l_s)Q(Ien+1,j)SQ(I€n+1)_”(S)
u=1
< ok " +nmOIIQ(K, L ) O
< w(kj)s—u(s) +nmax(O,l—s)Q(Iej)x—u(s)’

where we have also used that s > u(s) > 0. Consequently, we have a bound of the form

‘”;(n) ‘¢ ‘,(d)@(n) s )twd)@(n) 2
with
. 2|5 PN
ngof o3 [ otknst)' [0 [9 P — exkn + ey Kp||
_j=1 Rd w(k)“SL(P — etkns1, K) !
(40)
and
kne)* [P (P — ek ki, K;
‘t(od)&(ﬂ)zzz max(0, 1~ s>2/ @) (P —erk +eky, K|
L(P — etkn+1, K)
D(kj)|” QK ;) 4
o6 |w(k,)j 1. (41)
J

To treat the term (40), we integrate in (P, I€n+1), perform a change of variables P —
P — egky41 + e;kj, and then rename the variables k; <> kj11. This yields

A N 2 N
/ [t DYOP, Ry dPAR

. 2|5 5 2
wkus)* [0k)[* [F (PR

= Z/ dPdK
o a)(kj)“(s)L(P—eikj,K)

. 24 B 2
n /w<k,»>s\v<kn+1>! ARG .

=1 w(kn+1)u(S)L(P —ejkny1, K)

where, in the last step, we have used the permutation symmetry. The k;,+1-integral can
be estimated, using the assumptions on 0 and w and the fact that u(u(s)) € (0, 1), by

[ ke[ o
rd L(P — ejkpi1, K)w(kyy1)® n+l = n+l .
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Therefore, using again the bound (24), we conclude

~ ~ 2 ~
f (r“”x/ﬂ")(P, K,Hl)\ dPdK 41
n
< CZ/w(kj)S
Jj=1

< Cnmax(O, 1—s) /

b0 p. ko QR @) pag
PP, Ry)|| 2R dPAR

A A 2 A A
PO P, Krt)| Q(Ke) ™) dPAR 1.

We proceed similarly with the second term (41) and obtain

‘T(Od)l/}(n)

2 n ~ 2 ~ ~
< Cp?mx(0.1-9) / 0P, Ry)| (K120 dPARy

This proves the desired bound, because u(s) < s (as D > 0 and g < 2) and thus
s—u(s)) <s—u(s)+uls —u(s)) <2(s —u(s)).

Symmetry follows from this as in Lemma 3.7. In this case, the change of variables
one makes is P +> P — e¢k,41 + e;k;j. Additionally, one also uses the symmetry of

functions in 52", while renaming k; < ky41. O

Remark 3.9. An operator very similar to the operator 7 plays an important role in the
context of point interactions of nonrelativistic particles, where v = § and w (k) = 1 +k2.
This operator is known as the Ter-Martyrosyan—Skornyakov operator.

In two dimensions, this was studied in [DFT94, Lem.3.1], where estimates similar
to ours (but with a linear growth in n) were proved. These bounds were refined by
Griesemer and Linden [GL18].

The three-dimensional case has received more attention, see e.g. [DFT94,CDF+15,
MS17,MS18]. Recently, Moser and Seiringer [MS17] proved, in particular, an n-
independent bound on Tyq for this model, as an operator from H'/2(R3*3") to H~1/2
(R3*37) (with M = 1). Our proof of Lemma 3.8 is inspired by their technique.

The lemmas above do provide bounds on T for the case d = 3, v = §, w = K +1 (for
which D = 1), as an operator on D(L'/?). In particular, an n-independent bound on
Toq on H'(R3M*M) i5 obtained from Lemma 3.8 by choosing s = 1 + ¢. However, this
model is not known to be renormalisable by Nelson’s method and it does not satisfy the
assumptions of Theorem 1.3. The reason is that, since G does not map into D(Ll/ 2),
we do not have D(T) C GD(L) and D(H) C D(A). See [Lam18] for a modification
of our method that works for this model.

3.3. Proof of Theorem 1.3 for D > 0. We are now ready to prove Theorem 1.3 under
the assumptions of this section (Condition 1.1,(2)). As in the case of form perturbations
treated in Sect. 2, we rewrite the Hamiltonian H = L’(; + gA as (cf. Eq. (15))

H=(1-G)*L(A —-G)+T.

From Lemma 2.7 we already know that Hy := (1 — G)*L(1 — G) is self-adjoint on
D(Hy) = D(H) = (1—G)~ ' D(L).1tis thus sufficient to prove that T is symmetric and
infinitesimally Hp-bounded on this domain. We will do this, distinguishing two cases.
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The case D = 0 and B = 2.. In this case, Proposition 3.5 states that 7' is symmetric on
the domain D(T) = D(L?), for any ¢ > 0. Writingany ¢ € D(H) as (1 — G)Y + G,
the first summand is an element of D (L), and the second is in D(L?) by Corollary 3.2.
We thus have D(H) C D(L?) = D(T) and T is symmetric on D(H).

To prove the relative bound on 7', we decompose its actionon D(H) as T = T (1 —
G)+ T G. Because G maps ¢ to the domain of 7', the operator 7'G is bounded on 7.
To prove that 7' (1 — G) is relatively bounded by Hy we simply use Young’s inequality
as in Eq. (16).

The general case. We will now cover the remaining cases, including the Nelson model.
Given that D and § are within the bounds defined by Condition 1.1,(2) the condition
that either § < 2 or D > 0 is equivalent to 8 — 2 < D. We also recall from Eq. (18)
that Condition 1.1,(2) implies

0<D<

IA

28 _ B
Br+8 ~ 2
for the case at hand.

We will now use the flexibility of Proposition 3.5 that gives a family of domains

on which T is symmetric, by choosing a parameter s(8, D) such that this domain is
contained in D(H).

Lemma 3.10. For any s > 0 let Dg(T) = D((N + 1)™xO-1=) ps=u(s)y ypirh y(s) =
gs - %. If Condition 1.1 is satisfied with D > 0, there exists s = s(B, D), satisfying
the conditions of Proposition 3.5, and numbers §1(8, D), §2(8, D) € [0, 1) such that

e D(L®) C Dy(T), and
e G is a continuous operator from D(N‘SZ) to Ds(T).

Proof. For B =2, D = 0this was already proved above, so we may restrictto §—2 < D.
We will find s, depending on B and D, such that the second statement holds. The first
claim is then immediate, because

(L+DI7#® 5 <

= | Ls—u) s> 1

’

(N+ l)max(O,l—s)Ls—u(s) < {

and u(s) > 0 (by the hypothesis u(u(s)) > 0 of Proposition 3.5), as well as s — u(s) <
1/2 (this follows from Eq. (43) below since 0 — u(o) > 0).

To prove the second claim, recall that, by Proposition 3.1, G maps ™ to D(L") N
"D for an appropriate n > 0 and any n € N. For G to map into Dy(T), we need to
apply this with n = s — u(s). If the hypothesis of Proposition 3.1 are satisfied for some
o > 0, we then obtain the bound

max(0,1—0)

IG¥llp,ry < € | (N + )o@z |

We will now prove the claim by showing that there is a possible choice of (s, o) €
(0, 00) x [0, 00), satisfying the conditions of Proposition 3.5, respectively Proposi-
tion 3.1, such that §, = %max(O, 1 — o) +max(0, 1 — s) is less than one.

The parameter o needs to satisfy the hypothesis of Proposition 3.1 withn = s —u(s):

ulo) <1, (42)

o—u(o)—1
s —u(s)+ — < 0. (43)
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For s, the hypothesis of Proposition 3.5 have to hold:

u(s) <1, (44)
u(u(s)) > 0. (45)
Setfor g <2
2+D -3pD
S| = , Sy= ,
p 2-p

and S1 = 1+ D/2, S = oo for B = 2. Note that u(S;) = 1 and S; > 1, because

< D + 2. Furthermore, using that D < 282 and 0 < B < 2, we also have that
g B2+8
382 B2+8—3p2 4—p2
1— %D 1 - B2+8 B2+8 B2+8 2+ ﬂ 1
2—8 2—8 2—8 2—8 B +8 2

We now define a family of pairs (s,, o) such that they fulfil the conditions (43)—(45)
as long as ¢ is small enough. For any ¢ > 0, let

(S, 0¢) = (min{Sy, S2} — &, max [0, min{2(S2 — S1), S1} — 2¢]) .

For & small enough, we can determine (s., o.) in all possible cases

(S; — &, min{2(Sy — S1), S1} —2¢)  S; < S5
(8¢, 0¢) =
(52 —¢,0) $1>5
(S1 — &, 81 — 2e) IS <SH<oo
=151 —82(8—5)—2) Si<$H<3S (47)
(852 —¢,0) %<52551.

In the last step we have used (46). Observe that s, and o, are always finite, and s, > 0,
o > 0if ¢ is small enough.
It is clear from the definition that we have o, < Sj. Since u is increasing for § > 0

and u(S1) = 1, we conclude that u(o,) < u(S1) = 1, and (42) holds. As also s, < Si,
this equally shows that (44) is fulfilled.

To check (45), observe that, because § > D,

B D
uu(Sy)) =u(l) = 575 > 0.

This shows (45) if S| < S> and ¢ is small enough. If S» < Sj, then necessarily 8 < 2

and, using the hypothesis D < %, we see that
21-3D (Q2+B)D 2 32 24— p?
sy =L 20 _@EAD B () 3T 28260 )
4 2-8 4 42— B) B2+38 B2+8

This proves that (45) holds for any sufficiently small ¢.
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The last condition to prove is (43). By computing 2s. + o, in the different cases of
Eq. (47), we find

381 —4e 23S <$H <o
25 +0, = {28 —4e  S; < S <35
25 -2 L<S <S8

From this we see that 2s, + 0, < 255, and thus

(8¢2) 1(1 +())—1 1 P (25 + )+3D :
Se Uu(Se 3 O¢ u(og —2 3 Se O¢ 2 B
1 3 301
<-(1-Zp)+ZD-Z =0,
2 2 477 2

which proves (43).
It remains to compute §, = max(0, I — s;) + % max (0, 1 — o) and see that 6, < 1.
Since, for ¢ small enough, S; — ¢ > 1, we find for the different cases of Eq. (47)

0 IS <SH=<o0
8 = 1 fmax(0,1—2(5, — S))+28) S < S <38,
max(O,l—S2+g)+% %<52§S1.

In the first case, we are finished. In the second case, S — S| > 0 and choosing & smaller
than this quantity proves the claim. For the last one, it is sufficient to choose ¢ < S, — %,
which is positive by (46). This completes the proof. O

This lemma proves that D(H) in Ds(T), because ¥ = (1 — G)y¥ + G, with both of
these terms in Dy (T) since D(H) C D(N) by Lemma 3.3. Since 61, 62 < 1, the lemma
also implies that (7, Ds(T)) is infinitesimally Hp-bounded, because N is Hy-bounded
by Eq. (17). We have thus proven that H is self-adjoint and bounded from below under
the assumptions of Theorem 1.3.

The expression (8), involving the creation operators, for H as an operator from D(H)
to the dual of D(L) was already derived in Eq. (7). Note that Ay € 57 for € D(H),
since T maps (1 — G)~'D(L) to A, as we have just shown.

3.4. Proofof Theorem 1.4. We will now prove that the operator H, whose self-adjointness
was proved in the previous section, is equal to an operator Hy, constructed by renor-
malisation.

Let us recall the definition of Hy. Let, for A > 0, v be the interaction defined by
vp (k) = xa(k)v(k), where xp is the characteristic function of a ball with radius A.
Then let

M
Hy=L+g)» a(va(xi — ) +a*(walx; — y)).

i=1

Since vy € L*(R?), this operator is self-adjoint on the domain D(H,) = D(L). In
order to consider the limit of Hy as A — o0 it is necessary to modify it by adding

~ 2

NG
Ep = g’M |—dk
ATE /dehw(k)
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Note that, since we are assuming that the second case of Condition 1.1 holds, the numbers
E diverge as A — oo.

It is known that, under appropriate assumptions on 0 and w, the limit as A — oo of
Ha + E A exists (see [GW18, Thm 3.3]).

Theorem. [Nel64, GW18] Let Condition 1.1 be satisfied with D > 0. Then Hy + E
converges in norm resolvent sense as A — oo to an operator (Hso, D(Hxo)) that is
self-adjoint.

We will now prove Theorem 1.4, which states that under the same hypothesis Hp +E 5
converges to H in the strong resolvent sense. This obviously implies H = Hy,. With a
more involved analysis one could certainly also prove convergence of the resolvents in
norm. However, this seems unnecessary as the main point is to show that H = H,, and
this already implies norm resolvent convergence by [GW18, Thm 3.3].

In the following proof, an important role will be played by G and its regularised
variant G5 := —gL~'a*(Va). The operators (1 — G 5 ) are somewhat analogous to the
Gross transformation U that is used in the renormalisation procedure. This is a family
of unitary operators on J# with the property that Hy + Ep = U} (L + Rp)U,, with
operators R that have a limit as A — oo, in the sense of quadratic forms on D(L'/?).
The limit limp_, oo Upn =: Uy also exists and one has

Hoo = UL (L + Boo)Uso.

where L+ By, denotes the self-adjoint operator defined by the sum of the quadratic forms.
This implies that D(| H|'/?) = U D(L'/?). However, for an explicit characterisation
of D(Hx) one would need to know the domain of L 4 By, and an explicit description
of the action of Uy on this domain. On the other hand, using the operators G and
Go = G, we will find that

Hpy+Ex=(1 —GA)*L(l — GA)+TA+EA.

The operators Tp + E 5 will converge as A — oo to T (strongly as operators D(T) —
). We have shown, in Sect. 3.3, that T is a perturbation of (1 — G)*L(1 — G) in the
sense of operators, and thus D(H) = (1 — G)~!D(L).

While these procedures look rather similar, there are some notable differences. The
Gross transformation is constructed as a Weyl operator from the one-particle function
Oa (k) /(k* + w(k)), it is unitary and maps the form domain of Hy, respectively Hoo, to
D(L'/?). On the other hand, the operator 1 — G uses the resolvent of the multi-particle
operator L and it is invertible, but not unitary. Like U, this operator maps D (| H|'/?) to
D(LY?) [see also (53)], but additionally also D(H) to D(L). The action of (1 —G) ona
generic element of 77 is also somewhat easier to analyse. This is because ((1 — G)l//)(")
depends only on ¥ and ¢~ whereas (Uso¥)™ will depend on all of the /),
jeN.

Proof of Theorem 1.4. Leta(Vy) = Zlﬂil a(vpa(xi—y)),define G = —gL_la*(VA),
and

Ty = —GLLG A = —g%a(Va) L™ a(Vy)*.
Since vy € L2 for A < oo and L > N, one easily sees that G and T are bounded
operators on .7#’. We then have

(1 —GA)'L(1 —GpA)+Ta =L —GiL —LGA+GLLGA+ Ty
= L+g (a(Va) +a*(Vy))
= Hp.
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Using this representation, we calculate the difference of resolvents
(H+1) "' = (Hy + Ep +1)7!
— (H+ i)’l(HA +Ep— H)(HA +Ep+i)!

—(H +i)—1<(1 — G)*L(G — GA)>(HA +Ep+i)) (48)
+(H +1)"! ((G* — GYL(1 — GA))(HA +Ep+0)"! (49)
+(H+i)’1(TA+EA _ T)(HA+EA+i)’1. (50)

We need to prove that this converges to zero, strongly on .77
Consider first

M
G—Gr=gL™! (a"(Va) —a"(V)) = gL (Za*((vA — )i - y))) :

i=1

Following the proof of Proposition 3.1, with ¥ replaced by 9(x — 1), one easily sees
that this converges to zero, since integrals such as (25) tend to zero with the modified
interaction. This proves the convergence of the term (48), because T is H-bounded, as
shown in Sect. 3.3, and thus (H +i)~!(1 — G)* L is bounded. The proof of this statement,
with v replaced by v, can also be used to show that 75 + E is bounded relative to
(1 — GA)*L(1 — G ) with constants independent of A, because all of the estimates
are given by certain integrals of 0, that are bounded by the integral with 0 (see also
the discussion of Ty below). This implies that L(1 — GA)(Hp + Ep + i)~! is bounded
uniformly in A and gives the desired result for (49).

We now turnto 7p + Ex = Tq a + Ep + Toa a, With Ty A, Toa o defined in analogy
with Ty, Toa [see Egs. (30), (31)]. In Fourier representation the action of Ty A + Ep is
just multiplication by the function

M
2 n 2 1 1

—8 / U(kns1) - dkys1.
; \kn+1\<A| ) L(P —ethne1. K) K2, +otknst) )

As A — oo this converges to the function defining 7y, given in (29), pointwise. Using
the bound of Lemma 3.6 one then sees that 7y o + Ex — Tq in the strong topology of
operators from D (L™>*(D/2)y o j7.

Concerning Toq, o, we spell out the action of ga(Va)G 4 in the same way as in (28)
and decompose as in (31) to arrive at

MM M M
Toan —Toai=—8>)_ Y Gien—0i) =g Y Y (Tie.n — Tie).

e=1i=1,i#t =

i=1
Explicitly, we have

Bie.n — 0i0)9 " (P, Kys1)

~ 2 A -
(xa (kns1) = D) [k |” ¥ (P + (e — e0)kna1, Kns1)
Rd L(P — egkps1, K)

dkpsr, (5D
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and

X ! b(k;) F(P — egkyyy +eik;, K )
(1) N U(k])v(krﬁl)llf ( €(Kn+1 T €iKj, K
T — T P, K =

(rien = w09 Koe) jzzl /Rd L(P — etkne1, K)

X (xakj)xakns1) — 1) dkpar. (52)

With the expression (51) at hand, going through the proof of Lemma 3.7 shows that
Z?; Ziﬂil’i# (0ie.n — 0i¢) converges to zero strongly as an operator from D(LP/?)
to 7. To show the analogue for the t-terms, one first inserts the equality

XA ki) xakner) — 1= xalkj)(xa (knt1) = D + (xa(k;) — 1)

into (52). Then, one observes that at least one of the the integrals in k; or k11 performed
in the proof of Lemma 3.8 converges to zero. This implies that (52) converges to zero
strongly as an operator from D(N™a*(0.1=5) [ s—u()y o 7.

To summarise, we have found that 7 + Eo — T tends to zero strongly as an operator
from D(T') to 7, for any domain D (T') that can be chosen in Proposition 3.5. Combining
this with the fact that 7' is bounded relative to H implies that for any v € 7

Jim_ H(TA +En—T)(H - i)_le% —0.

This shows convergence of (50) and completes the proof. O

4. Regularity of Domain Vectors

In this section we will discuss the regularity of vectors in D(H). These results apply
both to the case of form perturbations of Sect. 2 and the renormalisable models treated
in Sect. 3. Due to the boundary condition (1 — G)y¥ € D(L), a vector ¥ € D(H) is
exactly as regular as Gy = ¥ — (1 — G)y is. The same reasoning also applies on the
form domain of H. Since we proved in Sects. 2.3 and 3.3 that H is a perturbation of
Hy = (1 — G)*L(1 — G), the quadratic form of H is a perturbation of that of Hy and
its domain is

D(H|'"*) =1 -6)""DWL"* c D(N'?). (53)

This domain is characterised by the abstract boundary condition v — Gy € D(L'/?),
which is non-trivial if Gy ¢ D(L'/?), i.e. for the models treated in Sect. 3. In this case,
/S D(|H|"/?) has the same regularity (with respect to L) as Gr.

We will prove sharp results on the regularity of G below. Together, these will imply
the Corollary 1.5 stated in the introduction.

Proposition 3.1 establishes that if |f)(k)| < |k|™%, then the vectors in the domain
of the operator H with interaction v have the regularity of those in D(L") for all n <

2-D _ | _d=2a ; |5 (k) |2 . L .
7 =1 7 - Note that if f 220 dk < oo Condition 1.1 implies that we are in

the case of form perturbations with D < 0 treated in Sect. 2 and the following corollary
holds for some n > 1/2.

Corollary 4.1. Let the conditions of Theorem 1.3 be satisfied. Then for every 0 < n <
Z_TD we have

D(H) C D(L") and D(|H|'?) c D(L™"®1/2),
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Proof. Let € D(H), respectively ¥ € D(|H|1/2). To show that Gy € D(L") we
can apply Proposition 3.1 with s = 0, since n — Z*TD < 0. This yields

|L"GY | ,p < CIVN + 1| .

Together with the fact that D(H|'?) ¢ D(N'/?) this implies that Gy € D(L"). O

For the Frohlich model this means that D(H) C D(L") for n < 3/4. For the Nelson
model as well as our model for point-particles in two dimensions with v = § we have
D(H|'?) c D(L") forn < 1/2.

We will now show that these results are sharp, in the sense that D(H) N D (L") = {0}
for all larger 1. The intuition behind this is that the (worst) singularities of G behave
exactly like those of (—A + w(—iV) " tu(xp — y;). Similar results for M = 1 were also
proved in [GW16] and [GW 18] using the Gross transform.

Proposition 4.2. Assume the hypothesis of Theorem 1.3 hold and additionally that w €

bk 2
Li5.(RY). Let 0 < n < 1be such that | Gt dk = oo, then

D(H) N D(L") = {0},
and if n < 1/2 we also have
D(IH|'?) N D(L") = {0}.

Proof. We will show that G maps no 0 # € % into D(L"), which implies our claim
as discussed above.
Let n € N be such that " £ 0 and recall that

M n+l

S S L P KT P+ eiky, R .
i=1j=1

Gy (P, K) =

Let U ¢ RMd x R+Dd pe the set

U={(P,K):|pjl <Rand |k;| < Rforall j > 1}
=R x BR(O)M~! x R? x Bg(0)",

where R > ( is a parameter, to be chosen later. We will prove that
— 2
/ ‘L’?Gw(")(P, K)( dPAK = oo,
U

which implies that Gy™ ¢ D(L"). We first use that (a + b)> > %az — b? and the
Cauchy—Schwarz inequality to obtain the lower bound

N 2 2 (n) N
2 o) [§0P +erkr, R)

LGy ™ (P, K)’ 2 503Dy R (54)
. }ﬁ(k,»)|2(W")(Pw,-kj,léj)‘z
—’M Z PR (55)

@ NH#AD
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We will see that the terms of the second line have a finite integral over U, while the
integral of the first is infinite. In the sum over (7, j) # (1, 1) in Eq. (55) consider a term
withi =1, j > 1. By the change of variables p; — g = p1 — k; (note that the domain

of integration for p; is R?) we obtain the bound

B 2|5m 2 3
/-|v(kj)| ‘I/I (P+elkj,Kj)’

LP K dPdK
U
a2
2 v(k
Ty L —
gerd ) (g =02+ DT
k| <R

This is finite since v € leoc. The terms with 7, j > 1 can be bounded by enlarging the
domain of integration in the variable p; to R? and proceeding as for i = 1. The terms
with j = 1,i > 1 are estimated in the same way, where the change of variables is
performed in k1 and the remaining integral is then over p;.

To show that the integral over the term (54) is infinite, we perform a change of
variables p; — p1 — k1. Then we restrict the domain of integration to {|p1| < R} N U
to bound it from below by

/ ‘W’(P R )‘2/ Il dk,dPAR (56)
VL Lp =k, P k2 TETERE
BR(O)M+" R4

Since we have restricted to (P, K 1) € Br(0)M*" and assumed that w € Lﬁf’c, it holds that

P+ 9(121) < C for some C > 0 that depends on R. Because, in particular |p;| < R
and 1 < w(ky), we can then estimate

L(pi —ki, P K) < (ki = pp)* + o(kp) + C =< C'(k] +w (k).
for some C’ > 0. Hence the integral (56) is bounded from below by some constant times

|8k)[?

Rt (2 + k)22

n ~ |2 ~
/ ‘I//(n)(P, Kl)‘ dPdR,
BR(O)M+H

Because ¥V # 0, we can choose an R > 0 such that

N ~ 12
/ ’W”(P, Kl)‘ dPdK > 0.
Br(0) M+n
But since the integral in k is infinite by hypothesis we have proved the claim. O
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A Appendix

Lemma A.1. Let v € .7'(RY) with © € L®°(R?) + L>(R?). Ifv ¢ L>*(R?), then for any
M > 2 the set of X = (x1, ..., Xp) Such that

M

V(X.y) = vxj—y)

j=1
is an element of L*(R?, dy) has Lebesgue measure zero in RM4.

Proof. Assume to the contrary that the set where V (X, y) € L?(R?, dy) has positive
measure. This set is the union over all R > 0 of the sets

Ug = {X e RM: [X] < Rand |[V(X, )l 2@a) < R},

and thus Ug has positive (and finite) measure |Ug| > 0 for some R > 0. Integrating
over this set, we see that fUR V(X,x1 —y)dX € L*(R?), since

On the other hand, denoting by xy, the characteristic function of Ug, we have

/ V(X3 - y)dX sf IV X )2y X < R IUR.
Ugr L2(R4) Ur

/ V(X,x1 —y)dX
Ugr

M
1Rl v)+ 3 [ ot =4 0ax
j=27Ur

M
= |Urlv() + Z;/R v(y = x1) /H;M xup (X +e1x))dX.
]:
Since Ug has finite measure, the functions
fix) = / Xur(X +e1x;)dxs - - -dxpy
RM—1d

are in L' N L2(R?). Since 0 € L? + L™, the convolution v fj is thenin L?(R%). But
this implies that

M
Vel = [ VOx = 3axX = 3w )0 € L@,
Uk e
a contradiction. 0O

Lemma A.2. Let p € R3 and 0 € (1, 3). Then there exists a constant C > 0 such that

/ dg _ C 57)
B (p—)2+Dlgl® ~ |plf~"

Let p € R? and 0 € {1,2}. Then there exists a constant C > 0 such that

d c
/ : = log(1+Iph+1). (%)
R ((p—q@)?+ D@2+ D2 Il
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Proof. For d = 3, we will use spherical coordinates and write p instead of |p| when it
is clear what is intended. Let R > 0 be any positive number. For p > R we have:

d | ! 1
/ ) 5 =2n/ 9_2/ 5 5 dsdr
R’ ((p — @)+ 1) |q| o r 17" =2rps+p-+1

T [ 1 r2+2rp+p2+1
:; ro—1 log r2 —2r 241 dr.
0 p+p -+

r

We perform a change of variables r — 5= which yields

T /°° 1 . t+1)2+p2 dr
0 :
201 Jy 01 B\ 12y 2

Now we split the domain of integration into three parts. For ¢ € [0, %] we will use that

C+D>+p2 41
t=D2+p=2 @ —=Dr+p?

which implies

t+1)2+p2 4¢
8 ((r S 1,_2) R e

So we estimate the integral there using 6 < 3 by

4 /i 1 1 . /i 1 L. €
p9—1 0 t9—2 ([_1)2+p—2 —p9—1 0 t9_2 (t—l)2 —pG—l‘

We can do the exact same thing for ¢ € [%, 00) and obtain the same bound. It remains
to deal with the integrable singularity at t = 1:

3
5 ¢ 12 -2
P 1 (t—D"+p
3 3
b4 2 2 s . m 2 2 C
SF/l log (¢ + 1)+ R%) dr _pg_l,/i tog ((« 1))dz§p9_1.
2 2

If however p < R, then we simply estimate the integral by a constant. Since R was
arbitrary, this yields the claim in the case d = 3.
If d = 2, we first observe that for a € (0, 1) it holds that

T 1—acos(2x)’

d 1 21
— arctan ar tan(x) | = e (60)
0x a—1

We will use this to integrate in the angular variable:

dg o r T 1
v = 0 3 3 drds
R (p—q)2+1)(g2+ )2 0 2+)3Jar —2rpcos(s) + p“+1

o0 1 2 1
< / - / - drd.
0 2+ 2+p2+1)J-% 1= o5y c0s(28)
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2rp
r2+p2+l

o a 1 a+1
- arctan ——tan(§) dr
0 2rp(r2+1)7 | Va? -1 a—1

© T
=f r T ldr.
0 P2+ Z((r—p)?+D2(r+p)32+1)2

Now seta = and use (60) to obtain

[SE}

(SE]

We then perform a change of variables r — % =: x. This yields

1

l@/ 0—1 1 1 d'x'
PrJo (2+p )z (x = DX+ p)2((x+ D)2+ p2)2

For 6 = 1 the integral has one singularity at x = 1. For § = 2 there are two singularities
remaining, one at zero and another one at x = 1. For that reason we split the integral
atr = % and r = % (as in the case d = 3 above). The integral from r = % to infinity
is finite and bounded independent of p. For the other two terms we use the fact that
arsinh(x)’ = (x2 + 1)~1/2 and conclude that

r dx _(Ipl
= : - < Ciarsinh | — ) + C2,
S 024 p )T (= D24 p )+ D2+ pD)2 2

for some constants C|, C, > 0. Choose C = w max(Cy, C») and note that arsinh(x) =
log(x +v/x2 + 1) < log(2x + 1) for non-negative x. This yields the claim. O
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