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Abstract: In our previous work (Grillakis et al. in Commun Math Phys 294:273-301,
2010; Adv Math 228:1788-1815, 2011) we introduced a correction to the mean field
approximation of interacting Bosons. This correction describes the evolution of pairs
of particles that leave the condensate and subsequently evolve on a background formed
by the condensate. In Grillakis et al. (Adv Math 228:1788-1815, 2011) we carried out
the analysis assuming that the interactions are independent of the number of particles
N. Here we consider the case of stronger interactions. We offer a new transparent deri-
vation for the evolution of pair excitations. Indeed, we obtain a pair of linear equations
describing their evolution. Furthermore, we obtain a priori estimates independent of the
number of particles and use these to compare the exact with the approximate dynamics.

1. Introduction

The purpose of our present work is to investigate certain aspects of the evolution of a
large number of indistinguishable Quantum particles (Bosons) under binary interactions.
If we call ¥ (¢, x1, x2 ... xn) the wavefunction describing the N particles with x; € R3
the coordinates for j = 1,2... N, then ¢ satisfies an evolution equation of the form

(/Dany = (Hi=N~'V) v, M

where H; is a sum of the form Z;-V:] ij. The term V models two body interactions of
the following general type:

Vi=(1/2) D NPo(NP(x; —x0); 0<B=<1, )
XjFXE

where v € Cé is non-negative, spherically symmetric, and decreasing.
In Eq. (1) above we consider non-relativistic particles and set 7 = 2m = 1 for sim-
plicity. Here and for the rest of this paper we denote vy := N3fv (N B ) The fact that
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we consider Bosons means that the wavefunction is invariant under all permutations of
the indices j = 1,2...N and one would like to solve the evolution equation under
some initial condition at, say t = 0, ¥ (0, x1, x2 ... x,) := Yo(x1, x2...xx). Presently
we are interested in the evolution of factorized (or approximately factorized) initial data,
i.e. we would like to consider special initial data of the form

N
vo =[] gox)). 3)

J=1

The evolution of (1) with initial data (3) is quite complicated for N large and one
would like to have an effective approximate description of the evolution. The moti-
vation for this type of problem comes from Bose-Einstein condensation where one
considers a large number of identical (indistinguishable) particles in a trap. Einstein,
following ideas of Bose, observed that nonineracting particles in a box undergo a phase
transition at a critical temperature proportional to density>/3, so that below this temper-
ature a macroscopic number of particles occupy the ground state; furthermore at zero
temperature all particles condense to the ground state. It is natural and more realistic
to consider interacting particles. Following ideas of Landau, a heuristic theory based
on the idea of the mean-field approximation was developed by Gross and Pitaevski
[24,35]. On a more fundamental level, the problem of a weakly interacting Quantum
gas was taken up in the pioneering work of Lee, Huang and Yang as well as Dyson)
[11,29].

More recent theoretical developments are due to Lieb, Solovej, Yngvanson, Seiringer
et al. see [31] and references therein. In particular, Theorems 6.1, 7.1 in [31], as well
as Appendix C in [14] strongly suggest that the ground state is well approximated by a
tensor product (3) where ¢ describes a mean field approximation.

Let us point out that we can in fact treat more general initial conditions corresponding

to the N component of e‘/ﬁ A(@) Bk |O), see Sect. 2.

Experimental confirmation of Bose-Einstein condensates was finally achieved [1],
using alkali atoms. The reason for the use of alkali atoms is the fact that they contain a
single valence electron in the outermost s-orbital (for example 5-s for Rubidium). The
other contributions to the total spin comes from the nuclear spin. If the nuclear isotope
is one with odd number of protons and neutrons it will have a net half integer spin. For
example Rubidium 87 has § = 3/2 from the nucleus. The total spin takes the values
S = 1or S = 2. If we prepare the sample so that only one of these states is present then
this will be a gas of identical Bosons. If two different states are present then we should
consider it as a mixture of two different gases. Since alkali atoms are complicated com-
posite particles their interactions are not known explicitly, which means that the potential
v in (2) is not explicitly known, moreover one can treat the atoms as Bosons only for a
sufficiently dilute gas. At shorter distances the internal structure of the atoms should be
taken into account. Here we consider a sufficiently dilute Boson gas and we make the
reasonable assumption that the interactions are repulsive, i.e. v > 0 and that they are
short range in the sense that f v(x)dx < oo. It is clear from the above comments that
one should consider particles with spin. The present framework can be generalized in
this case in a straightforward manner, however in the name of simplicity we forgo this
generalization.

Let us comment on the scaling present in the form of binary interactions. The param-
eter B describes the strength of particle interactions. It is a reasonable (but not obvious)
idea to assume that the evolution of (1) is approximated by a tensor product, i.e.
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N
v~ [Jow x). )

j=1

and the issues are, first to explain the nature of the approximation described in (4) and
second to derive an evolution equation for ¢ (¢, x) consistent with the dynamics of (1).
On the second question, the general idea is that the evolution of the mean field ¢ (¢, x)
satisfies an equation of the form

i = A — gp(101%) 0, (5)

and the nonlinear term gg( |#|?) depends on B in the following manner:
2y _ 2
208 = [ dv fuex = yipce. P}

gp(o*) = (/v(y)dy) o, 0% 0<p <1,
g1(1¢%) = 8male(r, v,

where a appearing in g is the scattering length corresponding to the potential v. In the
case B = 0 one obtains a Hartree type evolution for the mean field and considerations
similar to our present work were taken up in [22,23]. The case f = 1 is probably the
most interesting. In this case the scaling is critical in the sense that particles develop short
scale correlations which in the limit N — oo lead to the appearance of the scattering
length in the equation. A heuristic argument for this is well known in the Physics com-
munity, however the explanation on how the scattering length emerges from the N body
dynamics was recently given in the work of Erdos, Schlein and Yau [16,17].

Our aim is to introduce pair excitations as a correction to the mean field approxi-
mation. This goal is achieved by introducing a kernel k(z, x, y) which describes pair
excitations and one would like to derive an evolution equation for k consistent with the
N body dynamics, which means that we should be able to obtain estimates comparing
the exact with the approximate dynamics. The general idea of the approximation can
be described in the following manner. Two particles leave the condensate and form a
pair vy (x1 — x2)¢ (x1)¢ (x2) which in turn drives the evolution of pair interactions. It
turns out that a natural way to introduce pair excitations as a correction to the mean
field is via a Fock space formalism which we will outline in the next section. Let us
comment here on the nature of our approximation. The mean field approximation (4)
is a simple description of the N-body wavefunction, however the nature of the approx-
imation is quite involved and uses the BBGKY hierarchy and its limit as N — oo as
shown by Elgart, Erdos, Schlein and Yau [12—17]. See the approach of [6,27,28] based
on space-time estimates. We also mention the related case of 3 body interactions [7],
and switchable quadratic traps [8,9].

Moreover the approximation does not track the exact dynamics, rather its true use-
fulness lies in the fact that it can (approximately) track observables. In contrast our
approximation is more complicated but it tracks the exact dynamics in the Fock space
norm. As a matter of fact a heuristic explanation of our approximation runs as follows:
The N-body wave function consists of three parts, particles that live in the condensate,
bound pairs and particles that decayed after forming pairs. Controlling the number of
particles that formed pairs leads to another justification of the mean field approximation.
We will not pursue this line of inquiry here, however the approximation can be readily
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used to estimate observables. There are two main points in our present work. First we
have a new transparent derivation of the evolution equation of pair excitations, indeed
we derive a new system of linear equations. Second we obtain a priori estimates for
the pair excitations kernel which are independent of N and this, in turn, allows us to
estimate the difference between the exact and approximate solutions provided that g is
sufficiently small (8 < %).

Our work was inspired by [38] as well as [40]. Previous works directly related to the
present are [19,20 and 26]. See also [3,33,34 and 2].

See Theorem 2.4 below for the precise statement of our main result.

The paper is organized as follows. In Sect. 2 we develop the Fock space formalism
which is necessary for our computations and derive the evolution equations for the pair
excitation kernel. In Sects. 2 and 3 we we derive the a priori estimates for the mean-
field and for the pair excitation kernel. In Sect. 4 we show how this information can be
implemented in order to compare the exact solution to our approximation.

2. Fock Space Formalism and the New Derivation

In this section we introduce the Fock space formalism and the Hamiltonian evolution in
symmetric Fock space. [F is a Hilbert space consisting of vectors of the form

[¥) = (Yo, ¥1(x1), Yalx1,x2), ... ),

where 19 € C and 1y are symmetric L? functions. The norm of such a vector is
oo
2 2
[ = (v lv)=1wol? + > vl -
n=1
Thus F is a direct sum of sectors [F,, of the form,
oo
F=> Fu F,:=L}R"),
n=0

with Fyp = C and L?(R3) denoting the subspace of symmetric functions. In the Fock
space [F we introduce creation and annihilation distribution valued operators denoted by
a} and ay respectively which act on sectors F,,_; and I, in the following manner:

1 n
@ Wn-1) = D8 — X)) Yn 1 (1 X1 X X,
n i

ax(Yus1) = vVn+ 1 ([x], x1, ..., x0),

with [x] indicating that the variable x is frozen. In addition a, kills Fy, i.e. a, () = 0.
The vacuum state will play an important role later and we define it as follows:

|0):=(1,0,0...)

so that a, [0) = 0. One can easily check that [, a;f] = 8(x — y) and since the creation
and anihilation operators are distribution valued we can form operators that act on [F by
introducing a field, say ¢ (x), and form

ag :=/dx {p(x)a,} and aj :=/dx {¢p(x)af},
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where by convention we associate a with ¢ and a* with ¢. These operators are well
defined, unbounded on I provided that ¢ is square integrable. The creation and annihi-
lation operators provide a way to introduce coherent states in I in the following manner:
first define

A@) = /dx {p()ar — ¢(x)a}}
and then introduce N-particle coherent states as

¥ (¢)) := e=VNAD) o). 6)

Since
[A@®), AW)] = 2i3 / Y,

the transformation ¢ — A(¢) is a correspondence between the infinite dimensional
“phase space” L*(R3, C) with symplectic inner product {¢, ¥} = J [ ¢y and a Lie
algebra of skew-Hermitian operators on Fock space. The operators e VNAG® corre-

spond to a unitary representation of an infinite dimensional Heisenberg group. They are
the Weyl operators used by Rodnianski and Schlein in [38]. It is easy to check that

n
NAD) = (e [[@) - | with = (e NN /nt)' 2,
j=1

In particular, by Stirling’s formula, the main term that we are interested in has the coef-
ficient

ey ~ 2rnN)VA, (7

Thus a coherent state introduces a tensor product in the sector IF; hence we can use
such states as a mean field approximation to the Hamiltonian evolution in Fock space,
see (4).

The Fock Hamiltonian (acting on Fock space vectors) is

H:=H, — NV, where (8a)
Hy = /dxdy {AX(S(x —y)a:ay} and (8b)
1
V= E/dxdy {vN(x — y)a;‘a’;axax} , (8¢)
where we set
on(x = y) = NPu(NPx — ), ©)

and the evolution in Fock space is described by the equation,

1
;at|w) =H|y), (10)
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which has the formal solution

[y (1)) = e[ o). (11)

Notice that H preserves the sectors I, and that H agrees with the classical Hamiltonian
(1) on Fy. However in this framework we allow any number of particles to evolve and
one is interested, in particular, in the evolution on the sector Fy.

Our goal is to approximate ]1// (t)) in (11) and for this purpose we introduce two fields
¢ (t, x) and k(t, x, y) and the associated operators,

A(p) = /dx {¢(t, x)ax — (1, x)al}, (12a)
B(k) = /dxdy [lg(t, x, y)acay, —k(t, x, y)a;a;k,} . (12b)

The coherent initial data are introduced via |1p0) = ¢~VNAG |0) which means that
the initial data are a tensor product on Fy as desired, see (3). Our approximation scheme
is

[Wappr) 1= &= NAGW) =Bk (iN 1 (1)) (13)

with x () a phase factor, and we plan to show that |1/f(t)) ~ |1//appr (t)).
The issue for us is to determine the dynamics of the fields ¢ and k. It turns out the
evolution of k is described via a set of new fields,

1 -
sh(k):=k+§kokok+..., (14a)

ch(k) :=5(x—y)+%zok+..., (14b)

where o indicates composition, namely k o [ stands for the product,

(kol)(x1x2) := /dy {k(x1, Iy, x2)}.

A crucial property of the above multiplication is that it is not commutative, i.e. kol 7% [ok.
In order to describe the evolution we need

Nt X, y) 1= —Ad(x — )+ (wy * |6 (1 )8(x — y)
+UN (= )P, )P, ), (152)
M, y) 1= —uN (= )PS). (15b)

Using gy we can construct two operators as follows: For a function s (¢, x, y) symmetric
in (x, y) and a function p(z, x, y) conjugate symmetric in (x, y),i.e. p! = p, we define

1

S(s) i= —s; + gl os+sogn, (16a)
l
1

Wp) = —pi + [gk, pl. (16b)

The dynamics of the fields are determined via

1 2
T0¢— A+ (vv *191%)¢ = 0, (17a)
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S (sh(2k)) = my o ch(2k) + ch(2k) o my, (17b)
w (ch(zk)) — my o sh(2k) — sh(2k) o Ty (17¢)

These equations will be derived at the end of this section, after Lemma 2.6.

Remark 2.1. Ttis clear that ch(2k) and sh(2k) are not independent of each other, thus we
can ignore the third equation; however in the form stated above the equations are readily
amenable to the derivation of a priori estimates. The equation for ¢ is of Hartree type
and its formal limit as N — oo is NLS.

The theorem concerning the evolution of the mean field ¢ and the pair excitation
kernel k reads as follows.

Theorem 2.2. Suppose that 0 < B < 1in (9). Given initial data ¢ (0, x) := ¢o(x) €
W™l (m derivatives in L', with m sufficiently large) and k(0, x, y) := 0, the system
(17a), (17b), (17¢) has global solutions in time which satisfy the a priori estimates:

¢l s w3y < Cs, (18a)

C
||¢(t)||L°°(R3) + ||at¢(t)||Loo(R3) < m, (18b)
IShR) (@)l 2s) + Ich2K) (1) = 8]l 2gsy < Clog(1 +1). (18¢)

Remark 2.3. The same result holds if we assume general initial conditions ko (x, y) € L.

The main difficulty in obtaining the estimates in the theorem above is the fact that vy
defined in (9) has a formal limit vy (x —y) — ¢§(x —y) which means that m y has a limit
which is not square integrable; as a matter of fact it does not belong to any L? for p > 1.
We resolve this difficulty in Chap. 4 by deriving elementary, but new, estimates for the
inhomogeneous Schrodinger equation based on elliptic estimates, Duhamel’s formula,
and the fact that the inhomogeneous term is smooth in the ¢ direction. See the proof of
Lemma 4.4 for details.

In view of the theorem above, we can compare the exact with the approximate evo-
lutions and the result is the following theorem.

Theorem 2.4. Suppose that |1ﬁ(t)) is the solution of (10) with initial data |1ﬁ0> =

eYNA@) |0) and |1ﬁal,pr (t)) is the approximation in (13) where the evolution of the
fields ¢ and k is determined from Theorem 2.2. Under these conditions the following
estimate holds:

C(1+1)log*(1+1)
I @) = [Yappr O < NO3p2 (19)

provided 0 < B < % This is a meaningful approximation of the N component

of |I//) provided 0 < B < é, because of formula (7). A slightly more precise form

of the estimate could be obtained by integrating the right-hand side of the inequalities
in Proposition 6.1.

Remark 2.5. Thereal phase factor y is described via x (¢) :=ftdt1 {MO (1) + N_lm (1 )},
where

1
pow) = 5 [ dxdy fon (e = ot 0PI P (20)

and 1 is a complicated integral given in (77).
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Proof. Here is an outline of the proof of this theorem. In order to relate the exact with
the approximate solution we introduce the reduced dynamics

|1ﬁred(t)) — eB(k(l))e\/NA(dﬁ(f))eitHe—x/NA(dJ(O))|0)’ Q21

i.e. we follow the exact dynamics for time # and then go back following the approximate
evolution. Notice that ’lﬂred (0)) = |0) and if our approximation was following the exact

evolution we would have | Yred (t)) = |0) Thus our goal is to estimate the deviation of the
evolution from the vacuum state. Based on (21) and the product rule, it is straightforward
to compute the evolution of |1/fred) and it is

1
lT 0 | wred> =Hyed ‘ wred)’ (22)

where the (self-adjoint) reduced Hamiltonian is,

1
Hyed := n (8;63)6_8

+eB (l (B,e‘/ﬁA)e_‘/ﬁA + e‘/ﬁAHe_‘/ﬁA) e B, (23)
i

We will show at the end of this section that if (17a)—(17c) hold, then the reduced
Hamiltonian looks like

Hyea = Nu(2) +/dxdy {L(t, X, y)a:ay} — N~12&),
where £(¢) is an error term containing polynomials in (a, a*) up to degree four, L
is some self-adjoint expression which is irrelevant for the rest of the argument, and

w = o+ N, as in Remark 2.5.
Next consider

|9) = e MO (|¢hrea)) = |0) where x (1) := / s,
Thus
(;at — Hrea + Nu(t)) e N XD 04) =0,
and therefore

1 ~
(731 — Hred + NM(I)) ) = N~12E@)]o).

The equation above has a forcing term, namely N~1/2£(z) |0), and a standard energy

estimate together with the fact that eVNA and B are unitary, gives
[[w®) = [Vappr )|z
t
= 17Ol =872 [ an flealoll)- @4

The proof will be complete if we estimate the right-hand side in the above inequality.
Notice that £|0) has entry only in Fock sectors F; for j = 1,2,3,4 and in order to
estimate it we need the lemma below. 0O
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Lemma 2.6. The error term is described as follows:
&= B (Py+ N2py) P,

where P3 and Py are cubic and quartic folynomials in (a, a*) respectively. Moreover
the following estimate holds if 0 < B < 3:

[€®]0)|p < CN*P21og* (1 +1). (25)
A more precise estimate is given in Proposition 6.1.
Remark 2.7. The polynomials P3 and P4 appearing in the error term are given by the
expressions,

Py i= [ dxdy fon = »poaiaia; + d»aiasa,)).

Py = (1/2)/dxdy {UN()C — y)a;a;axay},

as we will see shortly.

The rest of this section is devoted to the derivation of (17a), (17b), (17c). We have to
compute H,.q above, see (23), and for this task there are two crucial ingredients. They
are based on the formal identities below for any two operators, say .4 and H:

00 1 .,
AHe A= —(ad)" (M), (26a)
n=0 "
— 1 e
(oret)e = D" —(ad)" ' (A). (26b)

where ad 4 (H) = [A, H]. They indicate that we have to compute repeated commuta-
tors of various operators. The series defining the exponentials in (26a), (26b) converge
absolutely on the dense subset of vectors with finitely many nonzero entries provided
that A = A(¢) is a polynomial of degree one with ¢ € L% or A = B(k) is second
order with ||k||;2 small. If 5 is skew-Hermitian, B extends as a unitary operator for
all k € L?. This construction is closely related to the Segal-Shale-Weil representation,
as explained in [18,26,39], and our appendix (7). This calculation was also used in our
previous papers [22,23].

The first observation is the fact that since .A(¢) is a degree one polynomial, if we
denote by P,, a homogeneous polynomial of degree n then commuting with .4 produces
[A, 73,1] = P,_1, 1.e. a homogeneous polynomial of degree n — 1. This in turn implies
that repeated commutators produce a finite series in (26a), (26b) which can be computed
explicitly after some tedious but straightforward calculations.

The second observation is that in (26a), (26b) when we replace .4 with B we obtain
infinite series with a certain periodicity which allows for explicit summation. This can
be expressed via a Lie algebra isomorphism. For symplectic matrices of the blocked

form
L= () 1 y)
T \kx,y) —d(y,x))’

where d, k and [ are kernels in L2, and k and [ are symmetric in (x, y), we define the
map from L to quadratic polynomials in (a, a*) in the following manner:
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1 wdx,y)  lx,y) —ay
I(L) = E/dxdy ’(ax, ay) (k(x, Y —d(y.x) ay . 27)
The crucial property of this map is the Lie algebra isomorphism
[Z(L1), Z(L2)] = Z([L1, La]), (28)

thus any computation that involves commutations can be performed in the realm of sym-
plectic matrices and then transferred to polynomials in (a, a*). In particular if we call
Z(H) = 'H for a quadratic Hamiltonian and Z(K) = B, then we have the two formulas
below:
eBHe B = I(eKHefK), (29a)
(3,eB)e™B = Z((8,%)eX). (29b)
For completeness and for the convenience of the reader we include in the Appendix the
derivation of (28), see also [18,22]. Actually, to avoid the infinite trace in (29a), we
write
BHe™B = H+ [eB, 'H]e_B
=H+Z([X, Hle ).

As a matter of fact if we define the following quadratic expressions:

._ *,
D}:y = axay;

Qyy 1= ayay;  Qxy 1= axay;

e R
Dyy = ajay;

then we can write,
7(0) =~ [ dxay [a. Dl +d(3 0Dy +hx. 1) ~ 1000 ).
Remark 2.8. Notice that D;y = Dy, +3(x — y), thus we can write
1) =~ [ drdy {40, )Dss 4 400Dy + kG20l = 1000

1
——/dx{d(x, x)}.
2
In our present formalism if we define the matrix

(0%
=i o)

then we have that Z(K) = B, see the expression in (12b). The exponential of K can be
computed,

k _ [ch(k) sh(k)
et = (sh(k) m) where,

1. -
sh(k) ::k+§kokok+...,
1-
ch(k) ::6(x—y)+5kok+...,

and o indicates composition.
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Let us now proceed with the calculations. First look at the expression inside the
parentheses in the reduced Hamiltonian (23). It is straightforward after repeated (but
finite) commutations with A to come up with the expression below (see Sect. 3
of [22]),

l(at VNA) VA | N AN A
l

=Nuo+N'?P+Py = NP3 — N7'Py, (30)

where P, indicate polynomials of degree n to be given explicitly below. The first term
Ko is a scalar which can be absorbed in the evolution as an extra phase factor. It is given
by the commutators,

1 1 1
A Al + S[A LA ] = A fA LA LA v .

which reduce to the expression below:
1, - 2
po = [ dx | == (¢d — ¢1) — Vo]
1
—3 [ dndy {onx = o0 Plo P} . (3D
The first degree polynomial P; arises from the commutators,

1 1
S0 A+ [A ] = S[A LA LAV,

and it can be expressed as follows:
P = /dx {h(t, x)af +h(t, x)ax}, (32)

where h := —(1/i)0;¢p + A — (vN * |¢|2)¢. The second degree polynomial consists
of the terms

1
Hy — E[A, [A V],

and can expressed

1
Pr = E/dxdy{—g/v(t,x, Y)Dyy —gn (2, y, X)ny}

1
+§/dxdy {n_1N(t,x, V)Qxy +mp(t, x, y)Q:y}, (33)
where gy and my are given by, see (15a), (15b)

gn(t.x, ) 1= —AS(x — y) + (uy * [p[) (1, )8 (x — y)
+on(x — Y@, ) (1, )
mN(I’xs )’) = —UN(.X _y)(p(tsx)d)(tv y)
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It is clear that gn and mpy above depend on the number of particles N. Subsequently,
for simplicity, we will suppress this subscript and recall it only when it is relevant in an
argument. Let us define the two operators below:

1
HG = E/dXdy {_gN(t9 X, y)Dyx - gN(tv )77 x)ny} ’ (343.)

1 — *
M = g/dxdy {mN(t,x, V) Qxy +mp(t, x, y)Qxy}

_ I( 0 ”_1), (34b)

—-m 0
so that we can write P, = Hg + M. The relevance of this splitting will become clear

shortly. The third and fourth degree polynomials arise from the commutators [.A, V] and
V respectively and are given below

Pz = /dxdy {vN(x -y (d)(y)a:a;‘fax +q_5(y)a;"axay)} , (35a)

Py = (1/2)/dxdy {vN(x - y)a;a;axay} . (35b)
The mean field approximation emerges from the first degree polynomial P;. Since 1o

can be absorbed into the evolution it is reasonable to pick the field ¢ so that h(¢) = 0.
This leads to the evolution

1
S = A+ (vy x1g1%)p =0 (36)
which is of Hartree type. The formal limit of the equation above is the cubic NLS where

the constant in front of the nonlinear term is the integral of the potential v. If ¢ satisfies
(36) then pq reduces to

1 , ,
po = E/dxdy {vzv(x — W, )| (2, )l } , 37)

Now we can compute the reduced Hamiltonian in (23) using the splitting in (34a),
(34b). First let us first give a name to

&= B (P +NT12Py) P (38)
which will be treated later as an error term. Now we can write, see (23),
Hyed = ll (1e") 78 + Hg + B, Hle ™ + BT + N g
_ B (N—1/27>3 + N_1P4) e By Nug
=Hg+7T ((l/i) (ateK) e K 11X, Gle X + eKMe_K) —N2¢ 4 N 1o
=Hg +Z(R) — NV2E + Ny, (39)

where R is defined to be the expression,

R :=(1/i) (3[€K) e K +1eX,Gle K + X MK,
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For the convenience of the reader, let us recall our set up,

_ (0 &k k _ {ch(k) sh(k)
= (k o) and ™ = (sh(k) ch(k))’
sh(k) ::k+%kozok+...,

1-—
ch(k) ::8(x—y)+5kok+...,

g(t,x,y) 1= —A8(x — y) + (uy * ¢ (1, X)8(x — )
+oy(x — Y)P(t, X)p(t, y),
mx,y) = —vn(x — y)$(x)p(y) where vy(x) = N¥Fu(NPx),

(g 0 (0 m
G := (O —gT) and M = (—m O)’

N, = ((I) _OI) (this corresponds to the Number operator),

1 1
S(s) := 7s,+gTos+sog and W(p) = Tp,+[gT,p].
l l

Thus S describes a Schrodinger type evolution, while W is a Wigner type operator.
These operators will emerge shortly. Recall the formula (39) that we derived earlier for
the reduced Hamiltonian

Hyea = Hg +I(R) — N™V/2€,

where H¢ has only a*a terms (which annihilate the vacuum) and R can be computed
explicitly. In fact we have,

R— ( 1 (ch(k): sh(k),)
— \i \sh(k); ch(k),
[ch(k), g] —shom —sh(k) o g7 — gosh(k)+ chom
sh(k) o g + g osh(k) —chom —[ch(k), g"1+shom

o ch(k) —sh(k)
—sh(k) ch(k)

(matrix product, where kernel products mean compositions).

The condition that we would like to impose is that R is block diagonal so that Z(R)
contains only terms of the form aa™® and a*a so that, apart from a trace when we commute
a with a*, we obtain an operator which annihilates the vacuum state. The remaining trace
can be absorbed in the evolution as a phase factor. Thus our requirement is

1(9d
- (EeK) e K 41X, Gle™® + K Me™X s block diagonal. (40)
1

We proceed to show this equivalent to Eqgs. (17b), (17¢). Let us make the elementary

observations

d 0 d

—eK e_K=—I—eKo—oe_K,
ot t
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so removing the part of (40) that is diagonal already we have the equivalent formulation
of (40),

10
K (_TE +G+ M) ¢~ K is block diagonal. (41)
l

Now we make the observation that a matrix is block-diagonal if and only if it commutes
with the number operator matrix Ny, as well as (for arbitrary matrices A and B) we have
[eKAe & B]=0ifand only if [A, e X BeX] = 0, so our Eq. (41) reads,

190
[(—7—+G+M), e_KN,,eKi| =0. (42)
i ot
A direct calculation gives
K K ch(2k)  sh(2k)
N = —,
¢ Nue (—sh(Zk) —ch(2k))

after which is is straightforward to compute

w (ch(zk)) S ((sh(20))

|: 10 K K:|
—=—+G,e " Nye = ——
i o1 S(sh(2k)) W (ch(zk))

and simlarly,

[ M e KN eK] _ [ —mosh(2k) +sh(2k) om  —m o ch(2k) — ch(2k) o m
' ! —m och(2k) — ch(2k) om —m osh(2k) +sh(2k) o J

Finally combining the two formulas above we obtain, see (42), the linear pair of equations
below

S (sh(2k)) = m o ch(2k) + ch(2k) o m. (43a)
w (ch(zk)) — m o Sh(2k) — sh(2k) o 7. (43b)

This completes the derivation of the evolution equations for the pair excitations and the
mean field, namely (43a), (43b), together with (36) describe the evolution of ¢ and k
and are the equations in (17a), (17b) and (17c). In particular, we have proved that if ¢,
k satisfy these equations, then the energy estimate (24) holds.

3. Estimates for the Solution to the Hartree Equation

This section adapts classical results for NLS due to Lin and Strauss [32], Ginibre and
Velo [21], Bourgain [4], as well as Colliander, Keel, Staffilani, Takaoka and Tao [5] to
the Hartree equation. Assume

19 N,
Sa-6 = Dp+ (vwx19P) ¢ =0,
$(0,) = go,

where v € C(l) is non-negative, spherically symmetric, and decreasing. Our first goal is
to prove

(44)

Proposition 3.1. Let ¢ be a solution to the Hartree equation (44). There exists C depend-
ing only on ||¢o || g1 such that
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91l 24(10,00)xR3) = C-
Interpolating this with conservation of mass and energy,
@1l Loof0,00)22R3) = €,
@1l 210,00y 26 R3) < C
we immediately obtain
D1 2870, 00 24 ®3) = C- (45)
Proof. We recall the relevant conserved quantities, following the notation [23]:
p =1/l
pj = (1/20) (V¢ —dV;p): po = (1/2i) (pd:¢ — $3,):
ojk = VipVkd + VidV ;. 00; = V;hd¢ + 9V p;

. x s 2 1 2 2
A= =3(¢pdp) + VP~ + 2(UN *|P17) Pl

1
= 5 (816 — v x19P)IsP);

1
e:=|Vo|* + S on = l615)1o]2.

The associated conservation laws are

dp—Vipl =0, (46a)
dpj— Vi {aj"—sj"x}uj —0, (46b)
de — Vo, +1p=0. (46¢)

These laws express the conservation of mass, momentum and energy, respectively, where
the vector (I}, lo) is

Lj:=2((un*p)pj — (on % pj)p), Lo :=2((un *p)po — (U * o)p).

We denoted time and space derivatives of p by pp and p;. In the case of NLS, vy =6
and [/}, Iy are 0.

We adapt the well-known method of interaction Morawetz estimates, due to Colli-
ander, Keel, Staffilani, Takaoka and Tao, outlined in [5]. Start with

0) = [ (10 00p(a. )+ pa. )97 (0.2)) 1x = yidxdy.

Using (46) we get
O =2 / V;pI (1 0OVeph e, )l — yldxdy
+/ (vj (vk {ojk(t,x) _ 5j’</\(t,x)] —lj(l‘,x)) o(t, )

+0(t, )V (Vi to K e, ) =8 o, w1} —1;(t, ) )Ix — yldxdy
J J
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> /(—A(t, x)p(t,y) — pt, x)A(, y)) Alx — y|dxdy (main term)

- / (V1 x)p(t, y) + pt, x) (Vi1 ) |x — yldxdy (error term).
We have used the fact which we recall for the reader’s convenience (see [5]), that

(V) Via) (x — y) (—2p,- (t, ) pi(t, y) +0 5, )p(t, y) + 0, (1, y)pt, x))

= (VjVia) (x — y)( (@) () +¢; ()P (#(¥)P; (V) + ¢ (D)D)

+(p()P; () — ()P () (p(X)j (y) — @; (x)¢<y))) >0,

where a(x) = |x|. It is easy to check

(main term) > c||¢ (1, -)|Ii4

+2/ (v % p) (T, x)p(t, X)p(t, y) + (N * p)(E, Y)p(t, y)p(t, X)) Alx — yldxdy

with ¢ > 0.
We proceed to analyze the error term:

error term

= —/ ((Viljt, x)p, y) +p(t, x)(V,lj(t, y))) |x — yldxdy
= —2/(lej(t,X)),0(t, x — yldxdy

Y
(x =) dxdy
|x — ¥

=2 [ 1000 )

(x —y)/

|x — ¥l

=4 [ (w9003 0.0) = (o )0 000, 2) (0. dxdy

—v)J
=) dxdydz
lx =yl

= 4/ uv(x —2)(p(t. 2)pj (1, x) — pj(t, D)p(t, %)) p(t, )

—\J — )/
= -8 / ohy(lx = DS ot 0, 00 1) 2 drdyds

lx — z| |x — ¥
Y
_4/vN(x —2)p(t,2)pt, x)p(t, y)oy, ((i; —);’)I )dxdydz
oV (r — V)i oV (r— )i
=—4/v;v<|x—z|>((x Gl D i A )p(t,z>p(r,x>p<t,y>
lx—z] [x—yl |z —x| [z— Yyl

—2/ ((wn % p) (A X)p (2, X)p(t, )+ vy * p)(E, Y)p(t. y)p(t, X)) Alx—yldxdy.
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The next-to-last line is > 0 because of the assumption Uﬁv < 0 and the elementary
trigonometric inequality

(x—2) (x=y)) (z—x) (z—y)
lx —z| |x—yl lz— x| |z—yl
= cos(#1) + cos(6) > 0.

The last line is negative, but cancels part of the main term. Thus

(main term) + (error term) > c||¢||i4.

4

Since Q(¢) is bounded uniformly in time by ||¢g|| I

the proof is complete. O

Remark 3.2. 1t was shown by Bourgain in [4] that if ¢ is a solution to cubic NLS, then
there exists Cy depending only on ||¢g| gs such that

¢, )us < Cs V.

Using the Morawetz estimate of Proposition 3.1 (which was not yet discovered when
Bourgain did this work), we can easily prove the same for our Hartree equation.

Proposition 3.3. Let ¢ be a solution to Eq. (44). There exists Cs depending only on
ldoll g5 such that

o, as < Cs,
uniformly in time.
Proof. Split [0, co) into finitely many intervals I where
Pl Ls(yLsr3) < €.
where € is to be prescribed later. Differentiating (44),

19 s S 2
5D = AD'¢ = —D; ((wy *191)9) .

where
Dy ((vN * |¢>|2)¢) = (vN * |¢|2) D* ¢ + similar and easier terms. 47)

For the first interval, I1, we get, using the L33 L* Strichartz estimate,

1Dl sy s) = Clidolls + Il (v *1617) D@l s o)
< Ciligollms + CalldlZs 1y sy 1 D° DN Loy es)-
At this stage, we pick € so that C2€2 < % to conclude

|D*¢ 283y L4 w3y < 2C1llgollas-
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In turn, this allows us to control the inhomogeneity of (47),

I (on # 1812) D635
2 S
= ||¢||L8(11)L4(R3) ” D€¢”L8/3(11)L4(R3)

3
= Cliollzs.

and therefore
It e < lgolls + ClSNEs gy s 1 DDl sy
O

< Cligollzys
for all t € I. Repeating the process finitely many times, we are done.
If we assume the data ¢ and sufficiently many derivatives are not only in L but also

in L', we can also get decay.
Corollary 3.4. Let ¢ be a solution to (44). There exists C depending only on |¢o || yyx.1
(48a)

K9

[SI[o%)

for k sufficiently large such that
o, L~ = =

t
(48b)

and also
C

_3 .

2

18,62, I < —

~

Proof. The proof follows the outline of [32], except that we have two modern ingredients

which were not available to Lin and Strauss in 1977:
¢llcs @y < Cs s €N,

||¢||L4(R3+l) S C
This implies that ||¢ (z, ~)||LOO(R3) — 0ast — o0o. Indeed,
2
”V((:Z5 )||L4([n,n+l]><R3)
< 2||V¢||L00(R3+1) ||¢||L4([n,n+1]xR3) — 0.
This implies @l 1p (n.n+11xr3) — O for any fixed 4 < p < co. Repeating the process
one more time implies [|¢ (7, -)|| oo r3) — 0.
We solve (44) by Duhamel’s formula and use the standard L> L' decay estimate for
the linear equation. We use the following estimate:
(49)

1% (@ g2 ) 1
c ) c
< m”(v * 91PN 1 WW(& Ilzee.
We would also like to estimate ||e! )2 ((v * |¢|2)¢(s)) | L~ by ||Vei(’_s)A((v * |p]?)
0] (s)) IIz3. This is a false end-point, but becomes true if one replaces 3 by 3 + €. To keep

<
It —

numbers easy, skip the € and notice first that
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19602 (@199 ®)) 1 = 7 IV (919132

C C
< oy Vel lePle < |1/2||¢>< G =
C
S P AR VS (50)

Now, using 3 + € rather than 3 leads to an estimate of the form

C e
oyl L0 SIS 1)

Combining (49) and (51) we get: There exists a kernel € L'([0, 00)) and § > 0 such
that

1% (@ B9 ) ) 1 <

1702 (@ [P ) 1 < k(e = )l (5. L. (52)
Putting all together
C c
169> = ol + [ 1o s

+/ K(t — )]l (s, ) Lds
t/2

Denoting M (t) = supy_,,(1 + $3/2) 1o (s, )l Lo, we have, for > 1,

M(t) < Cligoll 1+ M(s)ds +C sup lu(s, )30 M(2).

C / 1
(L+1e32) Jo o (1 +1s]3?) 1/2<s<t

The last term can be absorbed in M (¢), and the result follows by Gronwall’s inequality.
Now that we know that || (s, -) || Lo < Tos 3/2 ,itis very easy to estimate d;¢. We use (49)
and (52) (with 3 + € replacing 3), as well as the fact that all norms [|0%¢ (s, )| Lr < Cq,p
uniformly in s, for all p(k) > 2. This is a consequence of Proposition (3.3) (boundedness
of the H® norms):

C P s
10,6, )l < 75 10rdoll s + /0 e =20, (% 16B ) 1
C t—1 1 )
<t C | it (05 19Pe ) s
t 1 5
e [ Ve (01690 0) 1 cds
A

C t—1 1 )
< 37 +C/0 m”as ((U * @] )¢(S)) ll1ds

t
1
+C/ 1 WIIVBS ((v * |¢|2)¢(s)) I 32-crds
i _
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c ! 1
<m0 O lds

t
1
+C/t T i 19 () llLeeds.

1 L+t —s]
If we estimate ||¢ (s)|| L using (48a), we are done. O
By interpolating with the L? uniform bound we get the next corollary.

Corollary 3.5. Let ¢ be a solution to (44). There exists C depending only on ||| .1
for k sufficiently large such that

C
@, s +110:9(, s < T

1+1¢2

4. Estimates for the Pair Excitations

Define ch(2k) := § + p», sh(2k) := s7, and also ch(k) := 8§ + pj, sh(k) := s; so that,
see (43a), (43b) become

S(s2) =2m+mo pry+pyom, (53a)
W (p2) =mosy —syom, (53b)
52(0, ) = p2(0,-) = 0.
The goal of this section is to prove the following theorem.
Theorem 4.1. Assume ¢g € W5 for k sufficiently large. The following estimates hold:
ls2(z, IIL2wsy = Clog(l+1), Ip2(t, )lL2wsy = C, (54)

where C depends on || (0, -) || y«k.1 for some finite k. A similar result holds for the higher
time derivatives, but we will not use it or prove it.

An immediate corollary of the above theorem is
Corollary 4.2. The following estimates hold:
ls1(, )l L2@wey < Clog(l+1),
I p1(t, IllL2wey = Clog(l +1),

/|P1(X,x)|dx < Clog*(1 +1).

Proof. (of Corollary (4.2)). Since sh(2k) = 2sh(k) o ch(k), we get

A

1 -
lIs1(z, ')”LZ(R6) = 5”52([, ')”LZ(Rﬁ) llch(k) l”aperator

A

< %IISz(t, N r2Rs)-

We also have p1(x,x) > 0, p; o p1(x, x) > 0, so taking traces in the relation
propi+2pr=si05

gives the other estimates. O

Before starting the proof of Theorem 4.1, we need some preliminary lemmas.

Lemma 4.3. Recall m(t, x, y) = —vy(x — )@ (t, x)¢p(t, y). Denote my(t, &, n) the
Fourier transform of m(t, x, y) in the x, y variables. Then there exists C such that
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i, £, )2
———2dEdy < Cllg(t, )} (55a)
/(|s|2+|n|2)
and also
0,
Mdédnﬂlmt 210 (1, 125 (55b)
(1612 + In2)°

Similar estimates hold for higher time derivatives.

Proof. Write

uN(x — y)o(t, x)p(t, y) = / S(x —y —Dun (@ (1, )9 (1, y)dz.
The Fourier transform of 6 (x — y — 2)¢ (¢, x)¢ (¢, y) is easily computed to be

eNp, (1, & + 1),

where we denote ¢, (x) = ¢(x — z). Thus
[Nt & I = | / un ()€ “ NP, (1, & +n)dz|?
< ||vN||L1/|vN(z)||&¢2<r,s+n>|2dz.

Thus, after a change of variables, the left hand side of (55a) is dominated by

2
/| | 199 LI T
R+ i)
2
<C/| |¢>¢z|<;|s>| deds

< c/ low @Ill¢l}:dz = Cligll}

‘We have used the fact that

2
/'Mzgf)' a5 < CID; " (60) 12

<C ||¢¢z|| 732 (by Hardy-Littlewood-Sobolev)
< Cligls

The proof of (55b) is similar. O

Lemma 4.4. Let sS be the solution to

(56)
5200, x,y) =
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Then
s, ) 2 sy
< c(||¢>(o, IM7a+ (e, )75 + /0 (s, )l 3 115¢p s, -)||Lsds)
< Clog(1l+1),
where C depends only on | ¢o|| yy.1.
Proof. Solving (56) by Duhamel’s formula we get
lsq (1. )l L2 ey

t
<c| / s i s, &, )ds

L2(R%)
(0., 1) At €. 1)
(H 2+ 1P |2 o s E2+ 2 L2<R6>) (57)
() 35S €. 1)
”/ R PR (58)

The terms (57) are estimated directly by Lemma 4.3. For the last term (58) move the
norm inside the integral and use Lemma 4.3 as well as Corollary 3.5. O

Lemma 4.5. Let s, be the solution to

S(sq) =2m(t, x, y),

5400, x,y) =0. (59

Then
lIsa(t, )l 2wey < Clog(l +1),
where C depends on || ¢o || yk.1.

Proof. Let V be the “potential” part of S, so that

19
S=-— —Ags+V.
i 0t

The operator V is bounded from L? to L?, with norm bounded by

g, ) 7o < (60)

143
by Corollary (3.4). Explicitly,
V@t x, ) = (@n D@00 + @y %16 ) ) ult, x, )
+/ v (¥ = P, )b (¢, Du(z, y)dz +/u(x, DN (z = Y)p(t. (. y)dz.
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Write
Sg = sg + sé,

where 50 is as in the previous lemma,

75sa(t,x, y) — Agss, (¢, x,y) = 2m.
i

Then s; satisfies the equation
1y _ 0
Sishy=—-v (sa t, -)) . 61)

Both s and s are zero initially, and the estimate is already known for s . We apply
energy estlmates to (61). We will use the general formulas

W(sos) =S(s) o5 —so0S(s), (62a)
W(pop)=W(p)op+poW(p). (62b)

Thus
W(s) os)) =S os) —stoS(s))
= ( @ ))os +5L 0V (50, )). (63)

Recalling the definition (16b) of W and taking traces, we get

||s 172 mey = 1T (Wsz 0sh)| < 21V (s2(t, -)) 2Ry 54l L2Ro)

IA

¢ 0 1
1+ s, (&5 N 2oy 154 | L2 R6)
_ Clog(1+1)

s, (t,
= —1.a 54 (2, )l z2rs)-

We have used (60) and the comments before it as well as Lemma (4.4). Integrating, we
get the estimate

lIsq (. )2 gey < C
which implies the claim. O
We are ready for the proof of Theorem 4.1.

Proof. Write so = s, + s., where S (s;) = 2m, as in the previous lemma. The kernels
se and py satisfy the following less singular system:

S(se) =mopr+prom, (64a)
W(ﬁz)=(mo§—saom)+mo$—seon_1. (64b)

Using Lemma 4.5 to estimate ||s, (¢, -)|| ;2 and defining

M(t,-) =mos, — s, 0m,
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we have
S(se) =mopr+prom, (65a)
W (Py) =M+mos, —s.om, (65b)
where
Clog(l+1)
M2, )l 2re) = BT
since

2
mosl|;2 <C Slly2 <
I 2 < Cligllpeellslizz < 0

lIsilz2-

Using (62a)—(62b) and taking traces we get

0 2 2
= (et I 2oy + 120 2 )

< (P2t I 2wsylse (. Il r2rey) + CUM @, )l 26l p2(7, )l 12 (RS

(66)

1+13

which leads to the desired estimate. Explicitly, define
E*(1) = llse(t, )72 g, + 1921, )72 ge)

then, using (66), we derive

3 3
2E(t)5E(t) = EEQ(I)

1
¢ (1 +t3E(t)+ ”M(ta )”L2) E([)

thus, on any open interval where E(¢) > 0 for all t,

a
EE(I)SC( E(1) +||M(t, -)||L2)-

1+13
Solving this first order differential inequality we conclude that E(¢) is uniformly
bounded. Thus ||s.||;2 and || p2|| ;2 stay uniformly bounded and the logarithmic growth
of ||s2]| ;2 can be traced back to ||S2||L2 from Lemma 4.4. O

5. List of All the Error Terms

Our purpose in the present section is to compute explicitly all the error terms and show
how they can be estimated. Fortunately there are only a few terms for which one should
be careful, the rest being easier to handle.

Let us recall here briefly our basic strategy, which is to define

|Vrea) 1= BED) VNAGD) it H ;=N AGO) o)

and compute H, g such that (1/i)0;|Vred) = Hyed|Vrea)- The calculation below is
based on the definition (21) of ¥4, the product rule and the general formula
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1
ECHe ¢ =H+[C, H]+ slec ]+,
applied to C = /N A. The series on the right stops at commutators of length 4, because
‘H is fourth order and commuting with A lowers the degree by one. The various com-
mutators can be computed explicitly. This was done in detail in our earlier paper [22].
Thus we have

10
Hyog = — — (eB(k(t))) o~ BE®)

i dt
0) ((1 % eﬁA(d)(t))) oVNAGD) , NNAGD) HeﬁA(as(r))) o~ Bk
1
= Npo(t) (67a)
+N1/2BK@) / dx {h(p (1, x))al +h(¢(t, x))ay } e BED) (67b)
+l% (B4 (B (B0 (H1 _ %[[ ALA V]]])eB(k(’)) 670)
1
— N1/2Bk@) ([A, VI+ NV 2v) e BE®M) (67d)

The functions po(¢) and h(¢(t, x)) appearing in (67a), (67b) are given below,
1, - - 1
po = /dx [2—i(¢¢, — i) - |V¢|2] - E/dxdy [on e = nisPIe 0P

1 2
h(¢(t. x)) = =0+ A — (vn % 191%) 9.

The above formula for po agrees with the original definition (20) and ¢ satisfies the
Hartree equation (17a). This can be checked by multiplying Eq. (17a) by ¢ and integrat-
ing.
As we know, (67b) is set to be zero due to the Hartree equation for ¢, and (67¢) which
contains terms of order O (1) becomes block diagonal by an appropriate choice for the
evolution of k. We can compute the O (1) term in (67c¢),

-
(67¢c) =Hg — T (i’ s _fw) ,

where
£ 1= (S(sh(k)) — ch(k) o m) o ch(k) — (W(ch(k)) + sh(k) o 7) o sh(k),
w := (W(ch(k)) + sh(k) o m) o ch(k) — (S(sh(k)) — ch(k) o m) o sh(k).

The evolution implies that f = 0 thus

(67c)=Hg—I(u6T 0 )

—w

Multiplying f on the right with sh(k) and using the identities ch(k) o sh(k) = sh(k) o
ch(k) and sh(k) o sh(k) = (ch(k))2 — 1, we discover

f osh(k) + w o ch(k) = W(ch(k)) + sh(k) o m.
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Using the formula (see [23], Lemma 3.1, stated in slightly different notation)

W(ch(k)) o ch(k) " +ch(k) " o W(ch(k))
— ch(k) " om osh(k) — sh(k) o7 o ch(k) ",
we get

1

w(y, x) = W(ch(k)) o (ch(k)) " +sh(k) o 7 o (ch(k))
- %((Ch(k))_l o m o sh(k) + sh(k) o 77 o (ch(k))“)
Ire — ~
+§[W(ch(k)), (ch(k)) ‘].

If we write w(y, x) for the above we have the quadratic term and a trace

(67c) = Hg + %(/dxdy {w(x, WDy +w(y, x)ny}

+%Tr((ch(k))*1 o m o sh(k) + sh(k) o7 o (ch(k))l)). (68)

The error terms, which are order O (N -l 2) or higher, are all in the third line (67d),
i.e. what we called &,

=28 ([A, V]+ N’l/ZV) e B,
Recall that

(A V] = / dxidy {on (1 — x2) (B, Qs + () Q) ). (69)

1
V= / dxidxs {on (i — 1) Q% Qe ) (69b)

and the transformation of (a, a™) is
BaeB = / (ch(k)(y, X)ay +sh(k)(y, x)a;) dy := by, (70a)
Bare B = / (sh(k)(y, xX)a, +ch(k)(y, x)a;f) dy == b*. (70b)

One can see that [by, b;] = 6(x — y). For the rest of this section, the argument of the
“trigonometric” functions is always k, thus sh abbreviates sh(k), p stands for pi, etc.
Keeping in mind that ch(y, x) = ch(x, y) and sh(y, x) = sh(x, y), sh(y, x) = sh(x, y)
we compute

eBa* a* e_B — eBQ* e_B

X1 7X2 X1X2

= /dyldyz {sh(y1, x1) ch(x2, ¥2)Dy,y, +ch(y1, x1)sh(x2, y2)Dy,y, |

+ / dyidyz {h(y1, 1) eh(xa, 12) @5, , + St 11)h(2, 12) Q3o

+ (sh o ch) (xy, x2) (71a)
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B -B B -B
e ay ax,e - =e° Qyx,e

= /dY3d)’4 { ch(y3, x1)sh(x2, y4)Dy,y; + sh(y3, x1)ch(x2, y4) Dy, )

+/ dysdys { ch(ys, x1)ch(x2, y4) Qy,y, + sh(ys, x1)sh(xa, M)Q;_m}

+ (ch o sh) (x1, x2). (71b)

Let us look first at all the terms that come from the quartic term ). Since eBye=B |0)
we are interested only in terms that do not annihilate the vacuum. This implies that we
keep Q;; y, from (71b) with everything in (71a) as well as Q;yz from (71a) with the
last term in (71b) and the product of the two last terms in (71a), (71b).

Below is the list of all the terms in %elg Ve~ B (which do not annihilate |0)) in raw
form,

1 _
ﬁ/dmdmdyldyzdyadyﬁx{sh(y1 » x1) ch(xa, y2)un (x1 —x2)sh(y3, x1)sh(xa, y4) Dy, y, QJ,,

(72a)
+ch(yr, x1)sh(x2, y2)vn (x1 — x2)sh(ys, x1)sh(xa, y4) Dy, 5, @, (72b)
+ch(yr, x1) ch(xz, y2)uy (x1 = x2)sh(y3, x1)sh(x2, ) Q5 1, Q.1 (72c)
43RGy, 11)ShG2, y2)ow (1 = x2)sh(3, xD)sh(2, 1) Q13 sy | (72d)
+ﬁ / dmdxzdyldyz{(?hO ch) (x1, x2)vy (1 — x2)sh(y1, xD)sh(xz, y2) Q5 (72e)
+ch(yr, x1) ch(x2, y2)vw (x1 — x2)(ch o sh) (x1, X2)Q§f1y2} (72f)
+% / dxldxz@ o E)(xl, x2)vy(x] — xz)@ o sh) (x1, x2). (72g)

Next let us look at the terms that come from the cubic term, namely the expression
B [A, V]e_B |O) They come in two sets. First from the term b} . (by, by,) there are three
terms, two coming from the product of Q* from (71b) with (70b) and one coming from
a* in (70b) with the constant term in (71b). They are listed below

N2 [dmdradyidyadys (S oy (1 ) Gra)sh, xishea y2)ay O,

(73a)
+eh(y1, xDUN (61 = x)P(2)sh(v2, ¥)sh(xz, ¥3)a3, Oy, | (73b)
N2 [ dxidrady @ xun G - x)fle) @osh) s, (T30

The second set comes from (b}, by, )by, and gives five terms, namely all terms appearing

in (71a) multiplied with a* in (70b). They are listed below,

N—1/2 / dx1dxady1dysrdys {E(yl , x1) ch(x2, y2)vn (x1 —x2)¢ (x2)sh(ys, xl)Dyzyla;fS
(74a)
+ch(yr, x1)sh(x2, y2)un (x1 = x2)¢ (x2)sh(y3, x1) Dy, y, 4, (74b)
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+ch(yr, x1) ch(xa, y2)uy (x1 = x2)p (x2)sh(y3, x1) Q5 y, a3, (74c)
R DT, 32)on (61— 126 (12)sh(33, 51) Q320 | (74d)
+N71/2 / dxydxadyi (sh o ch) (x1, x2)vn (x1 — x2)p (x2)sh(y1. x1)af, - (T4e)

Some of the terms can be reduced to lower order by commuting a with a* whenever
they appear together in a product. The term in (74d) applied to }O) gives zero. Irreducible
terms are those appearing in (72c¢) which is fourth order, as well as the terms appearing
in (73b) and (74c) which are cubic. The quartic irreducible term in (72¢) can be written,
if we write ch(x, y) = 38(x — y) + p1(x, y) first, as follows:

N1/ o1 = ysh(ra. ysh(r2, y) (753)
+/dx {P1(y2, X)un (y1 — x)sh(x, ya)} sh(ys, y1) (75b)
[ dx (1 on v = y2)sha, ) shOz. 0 (750)

+/dX1dxz{l31(y1,X1)P1(X2,yz)vN(xl —Xz)Sh(y3,X1)Sh(x2,y4)}}- (75d)

The rest of the quartic terms can be reduced to either quadratic or zero order terms. For
example if we look at (72b) we can write, Dy, y, Q},,, = 8(y2 — y4)Q5 ), +8(y2 —
¥4)Q3, ,, (modulo terms which annihilate |0)) and similarly for (72a). Below is a list of
all quadatic terms,

(1/2N) / dxidxa {Th(y1, 12)sh(xa, y2) (o sh) (er, ¥y (1 —x2) - (764)

+ch(y1, x2)sh(x1, y2)(sh o sh) (x1, x2)vw (x1 — x2) (76b)
+ch(y1, x1)sh(xa, y2)(sh o sh) (x1, x2)vw (x1 — x2) (76¢)
+ch(y1, x1)sh(x, y2)(sh o sh) (x2, x2)vw (x1 — x2) (76d)
+sh(y1, x1)sh(xz, y2) (sh o ch) (x1, x2) vy (x1 — x2) (76e)
+h(y1. x1) ch(xz. y2)(ch o sh) (x1, x2)vy (x1 — xz)}. (76f)

In addition (72d) and (72g) together with the trace in (68) will supply a zero order term,

wy = —%Tr((%)*l om osh(k) +sh(k) o7 o (mfl)
+% / dxydz f(sh o 3) (31, x2)u () = x2) (R o sh) x1, x2)
+(sh o sh)(x1, x1)vy (x1 — x2)(sh 0 sh) (x2, x2)
+(5h o o) (x1, 12)uy (v1 — 2) (R o sh) (x1, x2) | (77)
This term can be absorbed as a phase factor in the evolution. The cubic irreducible terms

are those appearing in (73b), (74c). Writing ch(y, x) = 8(y — x) + p1(y, x) we can
express them in the manner below
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N oy 01 = 129 02)sh . 3) (78a)
+ / dx {on (1 — 0B@)shCr, y3)} sh(ya, y1) (78b)
# [ dx pror Do G = y2)sha 0160 (78¢)
+ [ dx 1z w1 = 00 shia, ) (78d)

+/dx1dx2 {P1(1, x)on (x1 — x2)p(x2)sh(y2, x1)sh(xa, y3)} (78e)

+/dX1dX2 {P1(y1, x1) p1(x2, y2)un (X1 —x2)¢(x2)5h(y3,x1)}}- (781)

The rest can be reduced to linear or eliminated, for example (74d) can be eliminated.
For the cubic terms in the first set. From the commutator relation ay, QF,,, = 8(y1 —

yz)a;‘3 +38(y1 — y3)a;2 (modulo a terms which kill ‘O)) we reduce them to linear and
here is the list,

N2 / dxldxz{sh(yl,xz)(ﬁo sh) (x1, x)P()vn (k1 —x2)  (79)

+sh(y1, x) Fh 0 sh) (1, x2)P2)o (31 = x2) (79)
+ch(yr, 21) (e o sh) (v1, x2)P(x)vy (x1 — 22 . (79)

From the cubic terms in the second list we have the commutators Dy, y,ay, = 8(y2 —
yg)a’yk1 and Dyzyla; =50y — y3)a;‘f2 (modulo a terms) hence from (74a),(74b) as well
as from (74e) we obtain

N2 [ i (GRGnn)sho 0 s Gr < x) (800

+h(y2, x2)(sh o 5h) (r1, ¥1) (12) v (31 = ) (80b)
+sh(y1, x1) (3R o cB) (r1, x2) (ra)vy (1 — 22) . (80c)

6. Estimates for the Error Terms
In this section we prove

Proposition 6.1. The following estimates for the error terms holds:

3
_12, B _B -1 log™(1+7)
N2 eBIA, VIeTFl0)lr = N7 =,

N1eBYe=B|0)Ir < CN3#F~T10g*(1 +1).
Proof. All estimates are straightforward, based on Corollary 4.2 and Corollary 3.4, and
we only include a few typical ones from each category.

Estimate for (75a):
N~ ow (i = y2)sh(®) (v3, yDsh() (2, YDl 2@y dyadysdye)

< N Mnliz=lIsh®)[7, < CN¥P T og*(1+1).
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Estimate for (75d):

N7 / dxidxapi(y1, x1) pi(x2, y2)un (x1 —x2)sh(y3, x1)sh(x2, Y4l 12 @y, dysrdysdys)
< N NwllzlIsh®) 17 1p1ll7. < CNP~ og (1 +1).
Estimate for (76f), keeping only the § contribution in ch(k):
N7sh() (1. y2)on (1 =YD | L2 (ayrdyy) < lonllze Ish®) ]2 < CNP~og(1 +1).
Estimate for (78a):
N2 lon (1 = y2)@ (v2)sh(O) (3. YD L2(ay,dysdys)
31 log(1 +17)
< llollzellonli2lshK)ll2 < CN ™2 —pn

Estimates for (80b):

N7 / dx1dxz py(y2, x2) (sh(k) o sh(k)) (x1, x1)$ (x2) vy (X1 = x2) | 12(4y)

< N2 pali ;2 lIsh(k) o sh(k) (x, X) 1| 11 (g bl o< v 2
< N"2pall 2 lshGo) 132 @1l o< llow |l 2

s5-1log? (1 +1)
’ 32

<CN

7. Appendix

The purpose of this appendix is to make certain connections with our previous work
[22,23] and to provide some useful information. We would like to explain first the Lie
algebra isomorphism which is crucial in our work. This was explained in [22] but we
include it here for completeness and for the convenience of the reader. Let us define first

A, = (Z%) and f(x):= (28;) and J = <(1) —Ol)

and using these form

A(f) == /dx {Ajf(x)} — /dx{fl(x)ax + Hx)at}. 81)

It is straightforward to check the commutation,

[A®). A@)] / dx (i()g2() — L8}

- [ axay {7 ot~ 7w (82)
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For L2(dxdy) kernel functions d(¢, x, y) and k(t, x, y), [(t, x, y) such that k and /
are symmetric in the (x, y) variables form the symplectic matrix

S, k, 1) = (‘ll _’;T) : (83)

We will write S(x, y) when convenient, suppressing the ¢ dependence. Next we define
the map Z : sp(C) — Quad from the space of complex, L> symplectic matrices to
quadratic expressions in (a, a*) as follows:

() = —% / dxdy {A§S(x, y)J.Ay}. (84)

Theorem 7.1. Let f (x) be a vector function and A(f) the corresponding expression (81).
Then the following commutations relations hold:

[Z(S), A)] = A(Sof), (85a)
IO A TS = A5 of), (85b)

where (for example) Sof = [ dx{S(x, y)£(y)}, etc. Formula (85b) holds for any complex
symplectic S € sp.(R) = (CT)_lsp(R)CT, where C is the change-of-basis matrix

L (1 —il
-5 )
and sp(R) is the Lie algebra of real symplectic matrices. This condition insures that 5
is unitary.

Proof. The commutation relation in (85a) can be easily checked, but we point that it
follows from (82). For any rank one quadratics we have using (82),

[ADA®). AB)] = —A((gf” +f27) o /h).

Thus for any R we have
[/dxdy{AzR(x, WAy} .A(f)] = —.A((R + RT) o Jf).

Now specialize to R = (1/2)SJ with S € sp and use ST = JSJ to complete the proof.

For the second formula, introduce a complex parameter ¢ and take |1/f> a Fock space
vector with finitely many non-zero components. It is trivial to check, using (85a), that
all 7 derivatives of /() A(f)e—'Z(S) |v) and A(e"S of )|v) agree when t = 0, and both
the left-hand side and right-hand side are analytic if |¢| is sufficiently small. Thus they
agree for all  complex, sufficiently small. To take # large, we have to restrict ourselves
to real ¢ and use the group properties of the unitary family e'S.

A more formal (but convincing) “proof” follows from

eI = ¢ +1(5), C+ %[I(S), [Z(S),Cl]+....
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Theorem 7.2. The map L : sp(C) — Quad defined in (84) is a Lie algebra isomorphism.
Moreover for S, R € sp.(R) we have the formulas

I((ates) o e_S) = (8,61(5))6_1(5), (86a)
(¢S o Roe™) = FOT(R)e S, (86b)

Proof. We point out that (85b) implies (86b), at least when R is rank one, R :=
f(x)g” (y). Notice that (85b) can be written

L) / dx {fT(x)Ax}e*I“) = / dxdy {fT(x)eSTAy}

from which we have

IO / dxdy {AIf(x)gT(y)JAy} eI
_ eI(S)A(f)e—I(S) eI(S)/dy {gT(y)JAy}e—I(S)
- A(esf)/dydz [e" s’ A
:/dxdy {AfeSRe—SJAy},

since ST = JSJ and Je/5/ =757,
A direct proof of the Lie algebra isomorphism follows from the following elementary
computations. Define first

1
Quy i=ayay and QF :=aja; and Ny := E(axa; +a;‘ax).

It is straightforward to verify,

[Qxlxz» Q;yz] = (S()C] - yl)-/\/;czyz +5(}C1 - )’2)/\/)(”1 +(S()C2 - M)Mlyz
+6(X2 - yz)-/\/xlyl’

[QX1X21~/\/)’1,V2] = 8(x1 — y2) Quyyy +8(x2 — ¥2)Quy
[Maizas Qy, ] = 81 = y1)Q3,,, #8001 — y2) Q5,5
[MIXZ’A[}’IYZ] =48(x1 — YZ)Nyl)Q —8(x2 — Y1)/\/;c1y2,

and using these we can directly verify that
1 *
3| [ dxde{kGin x2)Qunt = [ dnidn{ltn, y2)95,,,}

= —/dxdy{(kol)(X,y)ny},

which corresponds to the relation

6 0)- 0 9)=(5" )

The other cases are checked in a similar manner.
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To prove (86a), expand both the left-and right-hand side as

. 1 .
7 ((Btes)e—S) -7 (S+ 5[5’ S1+-- )
= j(S) + %[I(S), f(S)] PR (3;6I(S))e_I(S).

The proof of (86b) is along the same lines. The proofs can be made rigorous by
an analyticity argument on the dense subset of vectors with finitely many non-zero
components. 0O

The second part of this appendix is devoted to the connection between the present
equations for the pair excitations (17b), (17¢) with the evolution equation derived in [22]
and [23], the idea being that the nonlinear equation derived in these references turns out
to be linear when expressed in new coordinates. The connection however is not entirely
obvious. From the identities,

2K _ (ch(2k) sh(Zk))

sh(2k) ch(2k)

B (ch(k) o ch(k) + sh(k) o sh(k) ch(k) o sh(k) + sh(k) o ch(k)
= \sh(k) o ch(k) + ch(k) o sh(k) sh(k) o sh(k) + ch(k) o ch(k)
_ (2sh(k) osh(k)+1  2sh(k) o ch(k)

~\ 2ch(®) osh(k)  2sh(k) osh(k) + 1

and

__(ch(k) och(k) — sh(k) o sh(k) —ch(k) o sh(k) + sh(k) o ch(k)
~ \sh(k) o ch(k) — ch(k) o sh(k) —sh(k) o sh(k) + ch(k) och(k)/’

we have ch(2k) = 2sh(k)osh(k)+1 = 2ch(k) och(k) — 1 and sh(2k) = 2ch(k)osh(k) =
2sh(k) o ch(k). Using the above identities we can readily derive the identities,

w (sh(k) o sh(k)) = S (sh(k)) o sh(k) — sh(k) o S (sh(k))

- W (ch(k) o ch(k)) _— (ch(k)) o ch(k) + ch(k) o W (ch(k)), (87)

S (ch(k) o sh(k)) _— (ch(k)) o sh(k) + ch(k) o S (sh(k))
=S (sh(k) o ch(k)) = S (sh(k)) o ch(k) — sh(k) o W (ch(E)). (88)
The equations above have a generic character when we consider for example S (7 o g) =

W(f)og+ foS(g),etc.

Our original evolution equation, see [23] was
1 _
(Tsh(k)t + g7 osh(k) +sh(k) o g — ch(k) o m) o ch(k)
i

- (%M, +[g7. ch(k)] + sh(k) oM) o sh(k), (89)
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or its equivalent form
llsh(k), + g7 osh(k) +sh(k) o g — ch(k) om
— (%M, +[g7, ch(k)] + sh(k) om) o (ch(k)) ' osh(k) =0.  (90)
The second equation can be written,
S(sh(k)) — W(ch(&)) o (ch(k)) " o sh(k) = ch(k) o m + sh(k) o 71 o (ch(k)) ' sh(k).

Multiplying on the left (90) with {ch(k))_1 we obtain

(ch(®)) ™" 0 S(sh(k)) — (ch(®)) "' o W(ch(k)) o (ch(k)) " o sh(k)
= m + (ch(k)) ~'sh(k) o 7 o (ch(k)) " o sh(k),

and using the fact that

(@)~ W(h® ) @) = -w((hm) ),

we have in view of the identities (88) the simple equation,

S¢)=m+¢omog, o1

where ¢ = 1ch(k))71 o sh(k) = sh(k) o (ch(k))fl. Now from (91) we can readily
derive the equation below,

W(sh(k) o sh(k)) = m o sh(k) o ch(k) — sh(k) o ch(k) o m, (92)

which is the same as (43b) and it already appeared in [23]. To derive an equation for
sh(2k) notice that we can write,

sh(2k) = (ch(k))?¢ + ¢ (ch(k))?

and subsequently compute using (88), (91) and (92) in a tedious but straightforward
manner,

S(sh(2k)) = W((ch(k))*)¢ + (ch(k))*S(¢) +S(¢)(ch(k))* — ¢ W((ch(k))?)
= [m o sh(k) o ch(k) — sh(k) o ch(k) o 7] o (ch(k)) ™" o sh(k)
+(ch(k))* o m + (ch(k))* o (ch(k)) ™" o sh(k) o 7 o (ch(k))~'sh(k)
+m o (ch(k))? + sh(k) o (ch(k)) ™! o7 o sh(k) o (ch(k))~" o (ch(k))>
—sh(k) o (ch(k)) ™" o [ o sh(k) o ch(k) — ch(k) o sh(k) o m]
= m o ch(2k) + ch(2k) o m.

This equation is (43a).
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