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Abstract: We construct in this article a rough path over fractional Brownian motion
with arbitrary Hurst index by (i) using the Fourier normal ordering algorithm introduced
in (Unterberger, Commun Math Phy 298(1):1-36, 2010) to reduce the problem to that
of regularizing tree iterated integrals and (ii) applying the Bogolioubov-Parasiuk-Hepp-
Zimmermann (BPHZ) renormalization algorithm to Feynman diagrams representing
tree iterated integrals.
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0. Introduction

Consider a d-dimensional continuous path t — I, = (I';/(1),...,T/(d)),t € R.
Assume I' is not differentiable, but only a-Holder for some o € (0, 1). Rough path
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theory answers positively the following related two questions, in particular: (i) can one
integrate a (sufficiently regular) one-form along I'? (ii) can one solve differential equa-
tions driven by I' ? The solution of these relies on the definition of a so-called rough
path over T, denoted by T' = (F"* (i1, ..., in))1<n<|1/a],1<ii,....in<d> Which is a substi-
tute for iterated integrals [ dTy, (i1)... ["~" dTy, (iy) forn = 1,..., [1/a], defined
both by algebraic and regularity properties (see Definition 1.1). Rough path solutions
are remarkably well-behaved with respect to controllability and numerical schemes, and
the construction is robust enough to extend to a variety of settings.

Given this, it is important to know how to construct a rough path. A first answer
to this problem has been given by T. Lyons and N. Victoir [23]. However, their con-
struction is non-canonical (actually, it uses the axiom of choice) and does not provide a
closed formula, which bars the way to applications to non-pathwise results for stochas-
tic processes for instance. Among these, fractional Brownian motion (fBm for short) is
probably the one which has drawn most attention, probably because it is the simplest
non-trivial example. This Gaussian, self-similar process, depending on a regularity index
o € (0, 1) called Hurst index, has o~ -Holder (i.e. (o« — ¢)-Holder for every ¢ > 0) paths.
Consider a d-dimensional fBm, B; = (B;(1), ..., B;(d)), with d > 2 (the one-dimen-
sional case is much simpler and has been solved earlier [15]). Classical results imply
that the natural iterated integrals of the piecewise linear [10] or analytic [30] approx-
imation of fBm converge to a rough path over B if and only if « > 1/4. The search
for other Gaussian approximations with converging iterated integrals has failed up to
now, and recent investigations have turned (i) either to non-Gaussian approximations,
using the tools of constructive quantum field theory [24] (including renormalization); or
(ii) to “algebraic” rough paths, i.e. substitute for iterated integrals in the above sense,
satisfying the required algebraic and regularity properties, but not given by any explicit
approximation.! It is the second approach that we pursue in this article, but always
keeping an eye on the first one, as we shall see.

This approach relies on a combinatorial algorithm called Fourier normal ordering.
Initially, it was conceived as a splitting into sectors of the domain of integration in Fou-
rier coordinates which produces naturally Holder bounds [32]. For iterated integrals of
lowest orders at least, it appeared clearly that recombining regularized iterated integrals
defined within each sector gave a quantity satisfying the algebraic properties required
for a rough path. With the time, it became clear that Fourier normal ordering made it
possible to separate the rough path construction problem into two questions of a totally
different nature:

— the first one consists in regularizing tree iterated integrals or more precisely tree
skeleton integrals — restricted to the above Fourier sectors — which are natural com-
binatorial extensions of iterated integrals indexed by decorated trees;

— the second one consists in showing that one may reconstruct in a canonical way a

rough path out of these data.
It turns out that rough path construction is a very undetermined problem, since in
some sense any regularization scheme (including the brutal-force regularization by
zero, except for first-order integrals) gives in the end a formal rough path, i.e. a set
of quantities satisfying the algebraic requirements. It seems also rather clear without
pretending to make this a formal statement — that regularized tree skeleton integrals
with the correct Holder regularity should yield by recombination a rough path with
the correct Holder regularity.

1 Such approximations — using pieces of sub-riemannian geodesics — have been shown to exist in general,
but are not very explicit [13].
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Taking for granted the combinatorial part of Fourier normal ordering — which
we briefly recall in Sect. 1 for completeness — one is naturally led to decide which
regularization scheme is most natural. We belive that the only possible answer to this
question is to provide a natural approximation scheme leading to the corresponding
rough path, which leads us back to the first approach — still under way — using quantum
field theory methods [24]. Its perturbative formulation is based on the Bogolioubov-
Parasiuk-Hepp-Zimmermann (BPHZ for short) renormalization scheme for Feynman
diagrams [18]. To say things shortly, this is a recursive method to discard nested diver-
gences, depending on the choice of a regularization scheme for diagrams without sub-
divergences. Usually, the renormalization is implemented by a change of the parameters
of the measure. Here, however, the theory is a priori free, i.e. Gaussian, and such an
implementation is impossible without changing the definition of the underlying pro-
cess, see again [24] for a way out of this. Hence any Gaussian renormalization is
in some sense arbitrary. Nevertheless it seems natural to mimic the renormalization
schemes of quantum field theory in the following way. The variance of iterated inte-
grals may be represented as Feynman diagrams; iterated integrals themselves are rep-
resented by Feynman “half-diagrams” and evaluated by integrating some deterministic
kernel against a multi-dimensional Brownian motion. Renormalizing directly Feynman
diagrams, as mentioned above, leads us to the non-Gaussian constructive field theory
approach. Instead, we choose here to renormalize the kernel, still by the same BPHZ
algorithm, which is a non-conventional approach. This yields directly a renormalized
random variable in the same chaos as the original, unrenormalized quantity, which is
proved to enjoy the required Holder regularity.

Our main result may be stated as follows.

Theorem 0.1. Let a« € (0,1) be such that 1/a ¢ N. Let B(iy,...,iy) :=
Jfgs(il, coosin),n = 1,..., | 1/a] be the random variable in the n'" chaos of fBm,
defined in Proposition 1.11 and Definition 3.2. Then:

e 7
L AIBS Gty i) 2,00 = $UPy yejo, 1) i is an L2 random variable.

2. B:=®B"Gy,..., in))1<n<|(1/al,1<iy,...i,<d Satisfies the Chen and shuffle properties
(see Definition 1.1).

Hence B is an a™-Holder rough path over B.

Remarks. 1. If 1/ € N, and k¥ < « is chosen as close to « as desired, then Theo-
rem 0.1 applies to B seen as a k-Holder path, and yields a « ~-Holder rough path
over B.

2. Property (1) in Theorem 0.1 is a consequence of the estimates

E[B* (i1, ..., in)|* < Clt —s|*™, n < |[1/a] (0.1)

proved in Sect. 5, as follows from the Garsia-Rodemich-Rumsey lemma [14] and
from the equivalence of L?”-norms for variables in a fixed Gaussian chaos, see [31],
Sect. 1, for details.

Here is a plan of the article. We start in Sect. 1 by recalling the fundamentals of
the Fourier normal ordering algorithm, referring to [12,33] for a complete treatment.
The correspondence with Feynman diagrams and half-diagrams is explained in Sect. 2.
The systematics of renormalization, including its multi-scale version which has been
acknowledged as the quickest way to get estimates, is recalled in Sect. 3. We use a clas-
sical multi-scale expansion to derive a general bound for Feynman diagrams in Sect. 4.
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We conclude in Sect. 5 by proving the Holder estimates for the rough path and adding
some remarks on related previous attempts and on possible extensions to general Holder
paths.

1. The Fourier Normal Ordering Algorithm

Let ' = ([';(1), ..., ';(d)) : R — R? be some continuous path, compactly supported
in [0, T]. Assume that I" is not differentiable, but only «-Holder for some 0 < o < 1,
i.e. bounded in the C*-norm,

) [IT; — Tyl
[lylice :== sup |IT|[+ sup ————. (L.1)
1€[0,T] s.eef0,7] 1t — sl

Then iterated integrals of I are not canonically defined. As explained in the Introduction,
rough path theory may be seen as a black box taking as input some lift of I' called rough
path over I, producing e.g. solutions of differential equations driven by I'.

1.1. Rough paths and iterated integrals. The usual definition of a rough path is the
following. We let in the sequel | 1/« ] be the entire part of 1/c.

Definition 1.1. A rough path over I is a functional Jlis(il, e dp),n < |l/al,iy,...,
in € {1,...,d}, such that Jlis(i) = I't(i) — I's(i) are the increments of T, and the
following 3 properties are satisfied:
(i) (Holder continuity) Jlis (i1, ..., 1n) is na-Holder continuous as a function of two
. bl l UII‘S(il ----- in)l
variables, namely, sup g = —@— < .
(ii) (Chen property)
J{f(i], e, ip) = 1’«”(1'1, e ) IR i)
D TG i) Gt i) (12)
ni+ny=n

(iii) (Shuffle property)
J]'t‘s(ila"~7iﬂ1)‘]]£'s(j17-"7jn2): Z Jlg's(kla"'akl’l1+n2)7 (1'3)
keSh(.j)

where Sh (7, f) — the set of shuffles of the words i and ; — is the subset of permuta-
tions of the union of the lists i, j leaving unchanged the order of the sublistsi and j.
For instance, J{* (i1, i2) JE (j1) = JE (i1, i2, j1) + JE G, jusi2) + TE G i, i2).

A formal rough path over T is a functional satisfying all the above properties except
Holder continuity (i).

In particular, if " is smooth, then its natural iterated integrals

4 Tn—1
IF Gy .oy in) :=/ dI“,l(il).../ dry, (in) (1.4)
N N

satisfy properties (ii) and (iii).



Renormalized Rough Path over Fractional Brownian Motion 607

These two algebraic axioms may be rewritten in a Hopf algebraic language. Let us
say a few words about it. The reader who is allergic to algebra may just read Definition
1.2 and Proposition 1.8, skip the rest of the section and jump to the end of Subsect. 1.4.
However, this language has proved to be very useful both from a theoretic and a practical
point of view [12,33].

Definition 1.2 (Hopf algebra of decorated rooted trees).

()

(it)

(iii)

(v)

A decorated rooted tree is a tree with a distinguished vertex called root (drawn
growing up from the root to the top), provided with a decoration for each vertex.
In this article, decorations are always assumed to range in the set {1, ..., d}. The
set of trees is denoted by T. The commutative product T1.T» of two trees yields
the forest with the two connected components T1 and T». The algebra over R gen-
erated by trees is denoted by H, and the linear subspace of forests with n vertices
by H(n).

If wis a descendant of v (i.e. w is above v) then one writes w — v. One says that
v is connected to w (w = v, w — v or v —» w. A subset of vertices v C V(T)
is an admissible cut if (v, w € U, v # w) = (v is not connected to w). If v is
admissible, which we write v = V (T), then RoogT is the subforest with vertices
{w e V(T); Iv € v, v — w}, while LeagT is the subforest with the complemen-
tary set of vertices. Note that Roog'T is a tree if T is a tree.

Define
A(M)= > Roo;T® Lea;T. (1.5)
v=V(T)
Then H equipped with A : H — H ® H is a coproduct. For instance,
ACN )=V @1+1@"V +10 @ +15 @y +eu ®upe. (L6
H has an antipode S, defined inductively by
Shy=1, ST)=-T— > RoogT-S(LeaT). (1.7)
vV (T), 040

We shall also need the following Hopf algebra in order to encode the shuffle property.

Definition 1.3 (Shuffle algebra).

(i)

(it)

Let Sh be the shuffle algebra with decorations in {1, ..., d}, i.e. the set of words
@(1...in),01,...,0in € {1,...,d}, with product
Geein) D Greem) = D Gkt nyeny)- (1.8)
keShd,j)

An element of Sh is naturally represented as a trunk tree decorated by £ =

(D), ..., £(n)) from the root to the top. For instance (i1izi3) = }Z% is decorated
byt(j)=ij,j=1,23.

Sh equipped with the restriction of the coproduct A of H to trunk trees, and
with the antipode S((i1 .. .i,)) = — (i, ...11), is a Hopfalgebra. A((i1...iy)) =
Zzzo(il e dp) @ (igt1 - - - in), holds.
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One of the links between these two algebras is given by the following proposition.

Proposition 1.4 (Projection morphism). Let 6 : H — Sh be the projection Hopf mor-
phism given by associating to a tree T the sum of the trunk trees t with same decorations
such that

w—>»winT) = (v > wint). (1.9)

) be oc c b
For instance (N, ) = }Z + EZ .

Indexing the J}S (i1, ...,iy) by trunk trees T € Sh with decoration £(j) = i;, j =
1, ..., n, properties (ii) and (iii) in Definition 1.1 are equivalent to
(ii)bis
JEM = > Jf*(Rooy(T))J{* (Leaz(T)), T e Sh; (1.10)
JE=V(T)
in other words, Jff = JI’-” * Ji¥ for the shuffle convolution defined in
Subsect. 5.2;
(iii)bis
JEMIET) =JETAHT), T,T €Sh. (1.11)

In other words, Jlﬂs is a character of Sh.

Such a functional indexed by trunk trees extends easily to a general tree-indexed
functional or tree-indexed rough path by setting J{*(T) := J{ o 6(T). Since 6 is a Hopf
algebra morphism, one gets immediately the generalized properties

(ii)ter JIS = J* % J¥ for the convolution of H, i.e.

JE(T) = Z JH (Rooz T) Ji** (Leag T); (1.12)
v=V(T)

(iii)ter J&(T)JES(T") = JiS(T.T’), in other words, J{* is a character of H.

Properties (ii), (iii) and their generalizations are satisfied for the usual integration
operators I{¥ and their tree extension /[, provided I is a smooth path so that iterated
integrals make sense [16].

Let us give an explicit formula for tree iterated integrals. Let T be e.g. a tree, and
index its vertices as 1, ..., n, so that (i — j) = (i > j). Denoting by i~ the ancestor
of the vertex i in T, one has

t Xn— X,—
75T = / dT, (1) / T arL ). / dy (Cmy.  (113)

Remark 1.5. Note that (1.13) obviously does not depend on the choice of the vertex
indexation. We call this invariance under indexation of the vertices, or naturality
property. We may rephrase it saying that I_I’f (T') depends only on the topology of T.
The same property applies to every natural construction and is required in Definition
1.10.
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Suppose now one wishes to construct a rough path over I', and concentrate on the
algebraic properties (ii), (iii) of Definition 1.1. Assume one has constructed characters

of Sh, Jl’f“ ,t € [0, T]with s¢ fixed — in other words, a one-time functional satisfying the
usual shuffle property (iii) — such that JIZ-S0 (i) = I't (i) — Iy, (i), then one immediately
checks that JI& := J{° % (J3 o S) satisfies properties (ii)bis and (iii)bis. Namely (by
the definition of the antipode) J& := J{° % (J5° o S) is equivalent to the Chen prop-

erty J& + J2 = JL. So the only difficult part consists in defining some regularized
character of Sh satisfying the regularity properties (i).

1.2. Fourier transform and skeleton integrals. Instead of regularizing iterated integrals,

I{f" > lis" with so fixed, we choose to regularize skeleton integrals, SkI%, which are

analogues of iterated integrals but depending naturally on a single argument, defined by
using Fourier transform.

Definition 1.6 (Skeleton integral). Let

Skl}(al ... Qy)

n t X1 Xn—1 )
= (27r)7"/2/]R H]—'l"éj(aj)déj . / dxl/ dxz.../ dx, 181+ +xnén)
Jj=1

(1.14)

where, by definition, [* eYsdy = % It may be checked that SKI}. is a character of
Sh - or; in other words, satisfies the shuffle property — just as for usual iterated integrals.

The projection 6 yields immediately a generalization of this notion to tree skeleton
integrals, compare with Eq. (1.13),

t Xy— X, —
m’r(T)=SkI’Foe(T)=/ del(E(l))/ ’ de2(£(2)).../ ATy, (E(n)).

H?:l [El + Z/—»l s]]

(1.15)
An explicit computation yields ([33], Lem. 4.5):
. n it (§14-+6n)
SKI-(T) =(2n)*"/2r”/ Hfrgj(z(j))dgj : ¢ . (1.16)
R
Jj=1

1.3. Fourier normal ordering for smooth paths. We begin by the following
Definition 1.7 (Fourier projections and measure-splitting).

(i) Let  be some signed measure with compact support, typically, |1 = p(r,¢)
dxy,...,dxy) = ®;f:1dej (j)). Then

n = ZM”oafl, (1.17)

oex,
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where
P F (L 1= <l o FREL L E0)) (1.18)
is a Fourier projection, and |1° is defined by
1 =P Gwoo)=(P°w oo. (1.19)
The set of all measures whose Fourier transform is supported in {(€1, . .., &,); |&1]

< ... < |&,|} will be denoted by P*Meas(R"™). Thus 1° € P*Meas(R™).
(ii) More generally, if T is a tree,

P Meas®") = {w: & € supp(Fu) = (G — ) = (I&i] > 1§;D)} . (1:20)

This definition applies in particular to the tensor measures pu = Ty =
®i=1,..ndlx, (L)) = ®j=1,..., ,,F)/Cl_ (L@i))dx; if £ = (£(1), ..., £(n)) is the decoration
of a trunk tree. Note that even though w is a tensor measure in this case, the projected mea-
sures u° are not. This forces us to extend the previous definitions of I, Jlis, Ilis, Jl’f,
Sklif, mif to measure-indexed characters. This is straightforward. However, one must
then trade decorated trees (or forests) for so-called heap-ordered trees (or forests), i.e.
trees without decoration but with indexed vertices 1, . .., n such that

@ —j)=30>)). (1.21)

t Xn— )Cnf
ilff(ﬂr)z//z / du(xy, ..., xp). (1.22)

Remark. Recall from Remark 1.5 that iterated integrals depend only on the topology of
the tree, which means that

For instance,

5T =13, (67T (1.23)

oo

if o € X, is a reindexation of the vertices preserving the topology of T, i.e. such that
(i— jinT)= (i - jino (T)). (1.24)

To say things shortly, skeleton integrals are convenient when using Fourier coor-
dinates, since they avoid awkward boundary terms such as those generated by usual
integrals, fOx eVedy = e;; - %, which create terms with different homogeneity degree
in £ by iterated integrations. Measure splitting gives the relative scales of the Fourier
coordinates; orders of magnitude of the corresponding integrals may be obtained sep-
arately in each sector |£5(1)] < ... < |&5(n)|. It turns out that these are easiest to get
after a permutation of the integrations (applying Fubini’s theorem) such that innermost
(or rightmost) integrals bear highest Fourier frequencies. This is the essence of Fourier
normal ordering.

Proposition 1.8 (Permutation graph). Let ¥,, € Sh be a trunk tree with n vertices, and
o € X, a permutation of {1, ..., n}. Then there exists a unique element T° € H called
permutation graph such that

I5(T,) = 15 (T). (1.25)
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. $“3
Let us give an example. Let T, =122 and o : (1, 2,3) — (2,3, 1). Then

t X3 X1
IF (%) =/ dl“al(m)/ dl"az(m)/ dTa;(x2)

t X1 t
_ / AT (1) / AT (x2) / dTy, (x3)
t X1 t
_ / dT 0 (x1) / ATy (x2) / AT (x3)
t X1 X1
- / AT (1) / AT (x2) / dTy, (x3)

= I (1 ea) = I (PN,

50T = 143.,, — “\,". Note that all permutation graphs T with o fixed are obtained
from the same sum of heap-ordered forests (also denoted by T, by abuse of notation)
by including the decorations of ¥, permuted by o.

As an elementary Corollary of Definition 1.7 and Proposition 1.8, one obtains:

Corollary 1.9 (Fourier normal ordering for smooth paths). Let I" be a smooth path and
T, € Sh a trunk tree with n vertices and decoration £, then

IF(T) = D 15 (T%). (1.26)

ogeX,

1.4. Fourier normal ordering and regularization. Formal rough paths over I" will be
reconstructed out of tree data q&fﬂ- defined arbitrarily for each tree T, and then extended
by multiplication to forests, as we shall now see.

Definition 1.10. (i) For every heap-ordered T with n vertices, and t € R, let ¢€r :

PTMeas(R") - R, u — (1), also written ¢L (T) be a family of linear forms
such that:

(a) ¢¢tz’F(i)(T1) — Ourp (i) = IF(Ty) = T(i) — Ts(i) if Ty is the trivial heap-
ordered tree with one vertex;

(b) if T;,i = 1,2 are heap-ordered trees with n; vertices, and (u; €
PLiMeas(R™),i = 1,2, the Sfollowing multiplicative property holds,

LT, (T2) = ¢, o (T1 AT), (1.27)

where Ty A T, is the non-decorated product T1.To with labels of T shifted
by n 2

(c) (Naturality property) the following invariance condition under reindexation
of the vertices holds, see the preceding two remarks,

¢1,(T) = ¢}, (0" F), (1.28)
if 0 — which acts by permuting the vertices of T — is such that
(i~ jinT)= (i —» jino (). (1.29)

2 The product T A T, defines actually the product of the Hopf algebra of heap-ordered trees [12].
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(ii) Let, forT' = (I'(1),...,T'(d)), xf- : Sh — R be the linear form on Sh defined by

AT = X Gl (T Ty = (E(D)... L) (1.30)

oEL,

as in Proposition 1.8.
The main result is the following.

Proposition 1.11 (Rough path construction by Fourier normal ordering). For every path
T such that x|. is well-defined, x| is a character of Sh.

Consequently, the following formula for %, € Sh, n > 1, with n vertices and deco-
ration ¢,

JEEQ), ..., ln) = xf* (xg o $)(Tn) (1.31)

defines a formal rough path over T'.
Furthermore, the following equivalent definition holds:

JE(Zy) = Z (9" * (¢* o S))u?r,@ (T?), (1.32)

oEeL,

where the convolution in the right equation is defined by reference to the (heap-ordered)
tree coproduct, namely, one sets

@@ o NM= D Poymunn RO o o, (SLeasT)  (1.33)
vE=V(T)

for a tensor measure v =v1 ® ... Q v, and by multilinear extension
(@ %@ 0 9), (D) = <2n)—"/2/fv<sl, o EdE . dE,

T2 Pyt ROOTDIO, e (SLeagT)). T e Fpo(n).
V(T v Y
(1.34)

for an arbitrary measure v € Meas(R"), v = (2m)~"/? fdg}'v(g) ®7:1 eix-/;fdxj.

Quite naturally, we shall call formula (1.31), resp. (1.32) the shuffle convolution, resp.
tree convolution definition of J.

Assuming I is smooth, then defining ¢ as the skeleton integral SKI” yields trivially
by recombination x[. = SkI' too, and then J{* = I is the canonical rough path over
I". Proposition 1.11 shows that the same recombination algorithm yields a rough path
over I" whenever ¢’ satisfies conditions (a), (b) and (c) of Definition 1.10. It is actually
clear from Definition 1.10 that any rough path over I' may be obtained in this way [12].

The enormous advantage now with respect to the original problem is that one may
construct as many linear forms ¢’ as one wishes by assigning some arbitrary value
to quL(']T), T ranging over all (heap-ordered) trees with > 2 vertices, and extending to
forests by multiplication following condition (b).

It is now natural to try and define ¢’ as some regularized skeleton integral in such a
way that J[* satisfies the Holder continuity property (i) in Definition 1.1. We shall do
so0 in the next sections by renormalizing skeleton integrals.
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For the sequel, we shall start from the tree convolution definition (1.32) of J, which
will be used in the following guise. Assume v = “((71“ ¢ and T=TyA...AT,is the

eap-ordered) product of p trees. Set v £) = Quev (T IMloo(v v evév Xy
(h dered) product of Set b (£) ) F(T' (L oo () (E)e™srd

for T’ subtree of T and {? = (&v)yev(T). Then, by the multiplicative property (b) for ¢*
and ¢', see Definition 1.10,

(@' % (¢° 0 $))u(T)
P
= (271)7"/2/@51 ol <l [ [ @75 6 0 i, (@0cvin,n (T)-

g=1
(1.35)

Now the inductive definition of the antipode implies

(@' * (8" © i, (Evevery» (Ta)
— s _
= o, (Evevirg) T * 8o, (@veviny ) S Ta))

t R K Q R
+ Z ¢‘A)Rooa']l‘q ((Sv)vEV(RooETq)) (ROOUTq)(ﬁﬁLeaaTq ((fu)ueV(LeaaTq))(S(Leaqu))

veV(Ty)
'
=(¢ — ¢s)ﬁ1rq((év)uev<1rq))(Tq)

t S
+ Z (¢ - ¢€)0R005Tq ((Sv)veV(RoniTq))
D=V (T,). 570

x (R005 T, )b )uev(mm)(S(Lea,ﬂrq)). (1.36)

A
f’Le:a;}'JI‘q ((&v

Finally, applying iteratively the inductive definition of the antipode leads to an expres-
sion of S(LeayTy) in terms of a sum of forests obtained by multiple cuts an in [8]. Apply-

ing once again the multiplicative property to ¢* yields (¢’ s (¢° o S )),;Tq (Eoveviry) (Ty)
as a sum of terms of the form

" (Ty; &; 9, (T))
J

— (! R - /
=9 - ¢S)VR005T(] ((gu)vEV(ROOE'ﬂ‘q))(ROOUTq) H ¢\§T/.((év) ))(Tj)’
j=t

eV (T,
Le(/

with V(T,) = V(RoogT,) Uw’_, V(T").

2. Feynman Diagram Reformulation

Let T be a forest. We shall show in this section how to compute tree skeleton integrals
SkIg(T) of fractional Brownian motion by means of Feynman diagrams of a particular
type. Computations are based on the harmonizable representation of fBm,

et — 1

Bt(i>=(2nca)—%/ 12 dWe (i), 1 <i<d, @.1)

i§



614 J. Unterberger

1
Fig. 1. Feynman half-diagram G 2 (T) associated to T

where (We (1), ..., We(d)) are d independent, identically distributed complex Brownian
motions such that W_¢ (i) = We(i). With the usual normalization choice (271005)_% =

1 o . . . . .
5 /—m, (B¢);eRr is the unique centered Gaussian process with covariance

1
EB,B, = §(|s|2°’ + 112 — |t — s]*). (2.2)

Quite generally, the associated physical theory contains particles of 2 types, cor-
responding to two Gaussian fields, o, resp. ¢, whose propagators are represented by
simple, resp. double lines. Vertices are of type (¢c”"),>2, namely, at each vertex meet
n > 2 simple lines and exactly 1 double line. More specifically, we shall only need to
consider tree Feynman diagrams in an unusual sense, namely, Feynman diagrams such
that the subset of simple lines contains no loops.

We shall also speak for convenience of Feynman half-diagrams, which are Feynman
diagrams in the above sense, except that it also possibly admits — besides true external
¢-legs — uncontracted ¢-legs, which are assumed to be cut in the middle (this implies
special evaluation rules as we shall see). On the other hand, contracted ¢-legs are always

internal lines. Gluing a Feynman half-diagram G? with its image in a mirror along the

middle of its external double lines yields a symmetric Feynman diagram G = (G%)Z.
A tree (or more generally a forest) T determines a unique tree Feynman half-diagram

G%(T) (called: uncontracted tree Feynman half-diagram associated to T), admitting
only uncontracted ¢-legs, whose underlying tree structure of simple lines is that of T,
see Fig. 1 and Fig. 3. One always assigns zero momentum to the simple external lines
attached to the leaves of T. All other tree Feynman half-diagrams are obtained from
some G%(T) by pairwise contracting some of the uncontracted ¢-legs, and denoted
3

accordingly, see Fig. 2 and Fig. 4. In these diagrams, T = ZI\/I4 and TV = 7. If G?
is a tree Feynman half-diagram (in the same sense as for Feynman diagrams) then G
is called a symmetric tree Feynman diagram. By definition, a symmetric tree Feynman
diagram has no external double line.

Let us now define Feynman rules. If G is a diagram or half-diagram, the set of verti-
ces, resp. internal lines shall be denoted by V (G), resp. L(G). The set of external lines
is denoted by L./ (G).

Definition 2.1 (Feynman rules). Let G be a Feynman diagram or half-diagram consist-
ing of simple lines, double lines and vertices v connecting one double line with 2, 3, . ..
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1
Fig. 2. Feynman half-diagram G2 (T'.T; (11’), (24)) associated to T”.T. By momentum conservation, &y +
&3 =10 +8)

1
Fig. 3. Full Feynman diagram G(T) = (G2 ('11'))2 associated to Fig. 1

double lines, and a certain number of external lines. Each line is oriented and decorated
by a real-valued momentum, conventionally denoted by ¢;, resp. &; or &y for some
index i or pair contraction (ij) for simple, resp. double lines; reversing the orienta-
tion of the line is equivalent to changing the sign of the momentum. The momentum
preservation relation holds, namely, the sum of all momenta at any vertex is zero. We
denote by 15(G), resp. 14(G), the number of internal simple, resp. double lines, so
that simple, resp. double lines may be thought of as propagators of some field denoted
by o, resp. ¢. We also let I(G) := I,(G) + 14(G) be the total number of internal
lines.

(i) Feynman half-diagrams
LetG? bea half-diagram. Associate { l._l to each internal simple line with momen-

1
tum &;, |&127 to each uncontracted ¢-leg with momentum &;, and Ié(ij)ll_m to
each contracted double line with momentum & ). The result is a function of the
momenta of the external lines, Loy and &y, denoted by AG% (Cext» Eext). We shall

denote by Cext, resp. Eox the sum of the momenta of the external simple, resp.
double lines.
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|
Fig. 4. Full Feynman diagram G(T'.T; (11"), (24)) = (G2 (T'.T; (11), (24)))? associated to Fig. 2

1 1
In the particular case when G2 = G2(T; (i1i2), ..., (i2p—1i2p)), p = 0, comes
from a tree, one has &,y = {&, | & uncontracted}, and

AG% (gext’ gext) = 6(§ext + gext)

p
1 1 1-2
H 13 Ol-/ H o H Eing1io) | dE iy 1ing)>
veV(T) | & uncontracted veV (T)\{roots} v q=1
2.3)

all external ¢ -momenta attached to the leaves of T vanishing, as explained before.
(ii) Feynman diagrams

Associate Ci_l to each internal simple line with momentum ¢;, and |&/|' =%, resp.

1&ijl 1=2¢ 1 each internal double line with momentum &;, resp. &Gij)-

The resulting amplitude of the amputated diagram (i.e., shorn of its external

legs), function of the momenta of the external lines, oy and &E.x;, is denoted

by AG(gexts %_ext)-

1
In the particular case when G = (G2)? is a symmetric tree Feynman diagram,
denoting by ¢;, &) the momenta of the mirror lines, and by ex;, resp. Lexy the
sum of the external ¢ -, resp. {-momenta, one has

AG (Cexts Eexl)
B / H d&y (AG% (Sext, éext)) (AG% (Cext ‘i:ext)) , (2.4)

veV(T) | & uncontracted

where &, = {&y; &, uncontracted} as in (i). Equation (2.4) contains a hidden
8-function 8§ (Lext + Lext) due to overall momentum conservation.
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Remark. The relation between the ¢ - and &-coordinates for a half- or full diagram com-
ing from a tree is simply &, = &, + D, _,, &w or conversely, & = &y — >, Cws
where {w : w — v}, resp. {w : w — v} are the descendants, resp. children of v, and
one has set §; = —&; = & for contracted double lines.

Let G be a connected Feynman diagram. It contains /(G) — |V (G)| + 1 indepen-
dent momenta: namely, there is one momentum constraint at each vertex, which gives
altogether |V (G)| — 1 independent constraints, because the global translation invariance
has already been taken into account by demanding that the sum of the external momenta
be zero. Remove one internal line at each vertex, so that all remaining momenta are
independent. The set of all lines which have been removed, together with the vertices
at the end of the lines, constitute a subdiagram of G with no loops, hence a sub-forest.
For such a choice of lines, L'(G), say, we let (2¢)¢er(G)\1/(G), 2 = ¢ or &, be the set
of remaining, independent momenta. Each zy, £/ € L'(G), may be written uniquely as
some linear combination z, = z,/ ((Zz)ge Lext (G)U(L(G)\ L/(G))), which yields an explicit
formula for Ag,

AG (ext) = 8(Zexs) / T dze [T &' 1 &' @9
LeL(G)\L'(G) LeLy(G) teLs(G)

where z.,; is the sum of the external momenta.
The relation with iterated integrals of fractional Brownian motion is the following.

Lemma 2.2. /. Let T be a tree with n vertices and root indexed by 1. Then, see (1.16)
and (2.1),

mtB(T)z(iw/cha)_"/ [T awe, ¢y

veV(T)
itgy
3] d;lAG%(T)(gext = (;l» 0), gext = (gv)veV(T))v (26)
with
AG%(T)@-MZ = (£1,0), e = (%_v)vev(']f))
1
=5 +Ea) [] le02%- ] — 2.7
veV (T) veV(M\{1} b

Hence, provided the decorations (£(v)),cy (T) are all distinct,

. N B d . .
Var(SkIp (T) — SKI(T)) = (27cq) ™" / gw‘“‘ — NP A Cext = (21, 0)),
1
(2.8)
with

2
A1 (@1.0),6)| 2.9)

AG) (Gex = (£1,0)) = / [T <&

veV(T)

=/ [T d&s@+ > &) [T &l ] giz (2.10)

veV(T) veV(T) veV(T) veV(T)\{1} Y
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2. Let more generally T = T;...Ty and T = T ...T’q,,q,q’ > 1, with roots
Floweos Tl s eees r(’l/. Consider some multiple contraction (ii2), ..., (i2p—1i2p)
of anzl(mtg (T,,) — m} (T,.) HZ;,:l mi; (T')) connecting the vertices of T
and T', which we write for short 8S_kltl;S_kI; (T, T"; (i1i2), . .., (i2p—1i2p)), and let
G% = G%(T.T’; (i12), ..., (i2p—1i2p)) be the corresponding (connected) Feyn-
man half-diagram. Then
8SKIp SKI' (T, T'; (i102), - . .. (iap—1i2p)) = (iv/27mcg) =1V DHV D

it8r,, eis Crm

q —
/ I awe, o) [ ="z,
m=1 'm

veV(T.T") | & uncontracted

q' iS{r/ ,
e m
[T 6, Ay Gert = (@) €1 ), 0, Eenn), 2.11)
m'=1 rm/

where &gy = {(§y)vev (T) | §» uncontracted}.
Assume furthermore all non-contracted indices £(i),i # i1, ...,12p are distinct.
Then

VarsSKI SKI' (T, T'; (i102), . ..., (i2p—1i2p)) = 2mcy) 1V DHFVTID

4 8y _ 88 itgr _ iSEr
— e’ >rm e m e >m e m
/ | | dgy,dgy, ( )( = )
m=1 é‘rm grm

/ adgy di 4
_— 1
& S, (G2

(gext = (({Vm)’ (gr:n/)a 0)9 Eext = ((Erm)v (Er;n/)v O))

m'=1
(2.12)
Example. Let T, T’ be as in Fig. 2, 4. Then:
5SKI3 SKI (T, T'; (117), (24))
) 6 , eil{] _ eiS{']
= (iv/2mcy) /dezf(eQ NAWe, (£(3)) [Tdé“l}
ei_&‘{y
X [ o dCl’} AG%(Q, ¢r, 62, 83) (2.13)

with
&1y Ea ' "2 dE 1) dE g

e +83)83604)5
(2.14)

Ay @161 6, 83) = 81 + 8y + b + )l 6|7

As for its variance, assuming £(2") # £(3),
VarsSKI SKT' (T, T'; (11'), (24))

_¢ [dtidtpdsidgy e —ei“'} et — oist o
= 2 o 6/ = [ = A N I s ’
(2mcy) in 2 3 (G%)Z(CI S 81, 8r)

(2.15)
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with

A(G%)z@" tri & br) = /d§2/d53d5(24)d§(11/)d§(24)d§(11’)5(§°1 +o+Ey +&3)
EnEainéeaEar | =
(£382)%(Ea) + £3) (Eaa) + E3)EE4)

3. Definition of Renormalization Scheme

8(L1+ Q1 + & + &) |ExEs| T (2.16)

We present here the general features of the BPHZ renormalization scheme, together with
its multi-scale formulation which will allow us to prove Holder regularity. It relies

(i) on the choice of a set of graphs called diverging graphs. In general (see Sub-
sect. 3.1 below) it is simply the subset of Feynman graphs G such that w (G) > 0,
where w is the overall degree of divergence (or simply degree of homogeneity)

of the graph.
(i) on a choice of regularization scheme. Here we choose the Taylor evaluation at
zero external momenta, denoted by 7. To be definite, if Ag(Zexs,1, - - - » Zext, N,y ) 18

the amplitude of the graph g with N, external momenta, then 74 Ag(Zexs 15 - - - »
Zext,Nex,) = Ag((), ..., 0).

Consider now a subdiagram g% of a Feynman half-diagram G%, with external legs
Zext = Z,,, W {§ : & uncontracted}. The uncontracted ¢-legs (&,) are not considered
as true, free external legs since they are attached on the mirror and must eventually be
integrated, see e.g. Eq. (2.9). Hence one sets

T 1A | (Zext) = A 1 (2, =0,{§ : & uncontracted}). 3.1)
g2 g? g2

For this reason, it is more natural to write 7, A ! instead of t ! A 1 where in the
g 82 ¢
. 1 .
symmetric graph g := (g2)?, the uncontracted ¢-legs have now become internal legs.

3.1. Diverging graphs. Consider a connected Feynman diagram G. In order to decide
whether to renormalize it or not, we compute its degree of divergence w(G). It is sim-
ply obtained as the sum of the overall degree of homogeneity of the integrand, (1 —
2a)14(G) — I5(G), and of the number, I(G) — |V (G)| + 1, of independent momenta,
with respect to which the integrand is integrated; hence it is simply the overall homo-
geneity degree of the Feynman integral. Taking into account the relation |V (G)| =
214(G)+ Ny (G) (obtained by counting one half double line per vertex, except for exter-
nal double lines which are only connected to one vertex), yields

w(G) =1—-a|V(G)| — (1 —a)Ny(G). (3.2)

Definition 3.1 (Diverging graphs). We call a Feynman graph G diverging if and only if
it has no external ¢-legs.

Clearly enough, with this definition, small graphs (i.e. with |V (G)| < 1) are diverg-
ing if and only if w(G) > 0 (which is the usual definition). It is natural to extend this
notion to Feynman half-diagrams by letting a)(G%) =1—q V(G%) |—(1—a)Ny (G%),
where N,,,(G%) is the number of frue external ¢-legs. Then Feynman half-diagrams
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G% (T) associated to skeleton integrals of order n = |V (T)| < |1/« are diverging if
and only ifw(G%) > 0.
Consider a connected half-diagram g% C G? andits symmetric double g := (g%)z.

If g% has uncontracted ¢-legs, then g% is connected to its image in the mirror by some
“bridge”, hence g is also connected; g is then called a bilateral diagram. Otherwise,
g is made up of two unilateral (full) diagrams. As we shall see in Sect. 4, renormal-

izing g% if g% is divergent amounts to replacing a)(g%) with o* (g%) = a)(g%) — 1.
On the other hand, if g% is convergent, no renormalization is performed, hence simply

w* (g%) =w (g%). Now power-counting must really be understood in terms of half-dia-
grams, which implies the following rules:

1 1 1 1
— if g2 is a unilateral diagram, then w*(g2) = w(g2?) if g2 has external ¢-legs,
1 . S . .
w(g?) — 1 otherwise. Hence (considering that any non-empty diagram contains at
. . 1 .
least one line and two vertices) *(g2) < —« in any case;

- if g% is connected to its image by some bridge, then w*(g) = w(g) if g has external
¢-legs, w(g) —2 otherwise. But since g is symmetric, Ny (g) is even and |V (g)| > 4.
Hence, in both cases, w(g) < —1 — 2«.

These elementary power-counting arguments are essential for Sect. 4.

3.2. The multiscale BPHZ algorithm. We denote hereafter by F4'V (G%) the set of for-
ests of diverging subgraphs of G?. Equivalently,

Fiv(G) = {g = (g7)% | g € FIV(GD)), (3.3)

ifG = (G%)2 is a symmetric graph, is the set of diverging symmetric subgraphs.
We refer to [28] or [35] for the whole paragraph.

Definition 3.2 (Bogolioubov’s non-recursive definition of renormalization).

(i) Let
RA @06 = > [lm0A y (@1.0.6). G4
FeFdiv(G(T)) geF
(ii) Define correspondingly, for v = D(f)u = FNf - (Fu)), with u =

®uev(md By, (L) and f = f (&, ..., &) such that supp(f) C RY,

it
#m = ) [ ] awe ) da.
vV (T) [i41]
FORA | o = €1.0 boxi = Eocvny), (35

G%(’]I‘)
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so that, assuming all decorations (£(v))ycy (1) are distinct,

Var (¢/(T) — ¢3(T)) = 27cy) ™" / %wm — 4 PVargéH (T),
1
Varg$ (T) = D(f)RAGT) (Cexr = (1, 0)), (3.6)

where

2 2
D(RAGr .0 = [ [ darr©[RA @00 6D

veV(T)

Now come two essential remarks, based on the fact that divergent subgraphs have no
external ¢-leg by definition.

1. Since renormalization leaves £-momenta unchanged, one may consider the integra-
tion measure f (&) HueV(’Jl‘) dWe, (£(v)) in Eq. (3.5) as a simple decoration of the

vertices. In this sense ¢, (T) may be considered as a renormalized skeleton integral,

denoted by Rmi (T).
2. Consider some multiple contraction ¢!,(T; (i1i2), ..., (i2p—1, i2p)) of ¢!,(T). Then
t .o . . —n/2 eil{]
BT Gria) . aprizg)) = )™ [ [T e cewn e

veV(T)

f(é)RA ({Ext = (;l» 0), %—ext = (Sv)vev(']l‘))- (38)

1
G2(T;(i1i2),.., (2p—1i2p))

In other words, contractions and renormalization commute. This remark extends in
a straightforward way to contractions between different trees as in Lemma 2.2 (2).
This allows us to extend the BPHZ construction to contracted graphs. Namely, con-

sider the Feynman diagram G = (G 2 )% obtained by gluing two identical Feynman
half-diagrams with the same external structure, i.e. such that 7 = z whenever z is a
true external leg. Then all (internal or external) momenta ¢ or & are equal to their
image ¢ or £ in the mirror. Now one defines

RacGad = [ []  deiRA 4ot (3.9)

& | & uncontracted

where RAG%( L) = Z]Fe]-‘div(G) ngF(_Tg)AG%( . ) is defined by the BPHZ
formula as in Eq. (3.4).

3. LetG = (G%)2 be as in 2. As already mentioned, RAg ( . ) differs from the usual
BPHZ renormalized graph amplitude since (due to the square in the right-hand side
of Eq. (3.9)) divergent bilateral subgraphs are in some sense renormalized twice
from the point of view of power-counting.

Choose some constant M > 1. An attribution of momenta | for a Feynman dia-
gram G is a choice of M-adic scale for each momentum of G, i.e. a function p :
L(G) U L,+(G) — Z and an associated restriction of the momentum |z;| = |{¢| or
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|€¢], £ € L(G)UL,y(G) to the M-adic interval [M*®  M#©O+1) Thus one may define,
e.g. for a tree Feynman half-diagram G%, compare with Eq. (2.3),

AI:;% (Cextr &ext) = 8(Cext +&ext)

p
1 1-2
H 1012 a‘/H'E(iqull‘Zqﬂ ads(iZq—liZq)
qg=1

veV(T) | & uncontracted

1
H {_v H (1|CU|€[MM(ZU)’MII-({1;)+1)) (1|§:U|€[MM(5U)’MM(EU)+1)) s
veV(T)\{roots} veV(T)

(3.10)

where by definition M" Ging—1) — pptGing) — pg#Cirg-1129)) for contracted lines, and
similarly for an arbitrary Feynman diagram G, compare with Eq. (2.5),

AG (Zexs) = 5(Zext)/ H dzg H 1, cppn® ppursty

LeL(G)\L'(G) LeL(G)ULexi (G)

[T e ] & G.11)

€eLy(G) el (G)

Feynman diagrams with a fixed scale attribution are called multiscale diagrams. In the
corresponding graphical representation (see below), vertices are split according to the
scales of the lines attached to them.

Definition 3.3 (Gallavotti-Nicolo tree). Let G/ C G, j € 7 be the subdiagram with set
of lines L(G7) U Loyt (G7) := {£ € L(G) U Loyt (G); p(8) = j}, and (G))i=12.... the
connected components of G/.

Thet set of connected subgraphs (G,{) j.k — called local subgraphs —makes up a tree
of subgraphs of G, called a Gallavotti-Nicolo tree.

Two instances of Gallavotti-Nicolo trees are represented on Figs. 5, 6. By shifting
slightly the M-adic intervals, it is possible to manage to have both lines of highest
momentum of any given vertex in the same interval.

Definition 3.4. Let F € F?V(G) be a forest of diverging subgraphs of G.

(i) Let g € G be a subgraph of G. Then g is compatible with F if and only if F U {g}
is a forest.
(ii) Assume g € G is compatible with F. We let gg be the ancestor of g in the forest

of graphs F U {G}, and g% be the union of its children, namely,
gt = UnConerh. (3.12)
(iii) Let 1t be a momentum scale attribution. The dangerous forest D" () C F associ-

ated to the forest F and the momentum scale attribution (i is the sub-forest defined
by
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! 2
! g
| —<
o L0
< s

N-!‘N
E
e

w

Fig. 6. A Gallavotti-Nicolo tree (Case 2)

(g € D"())

— (rnin{ie(u) e L(g)\ g%)} > max{ig(n) : € € Lexi(g) N L(gﬁ)}) :
(3.13)

(iv) Call the sub-forest ND"*(IF) := F\ D*(IF) C F the non-dangerous or harmless
forest associated to F and .

One can prove that N D* o ND"* = N D*. Hence

FU(G) = Uperiing) | 1,@=r{F DF : ND,(F) =TF}. (3.14)
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One obtains the following classification of forests:

Proposition 3.5. Let

(i) Safe(G) C F4V(G) be the set of forests of diverging graphs which are invari-
ant under the projection operator N D* and thus harmless, namely, Safe"*(G) :=
{F € F4v(G) : ND*(F) =F};

(ii) Ext"(F) ¢ FiV(G), with F € Safet(G), be the “maximal dangerous exten-
sion” of the harmless forest F within the N D"-equivalence class of T, namely,
F W Ext"*(IF) is the maximal forest such that ND*(F & Ext*(F)) = F.

Then:
(i)
(ND*(F') =F) < (FCF CFW Ext"(F)); (3.15)

(ii) Ext™(FF) is the set of subgraphs g € G, compatible with F, such that g € D*(F U
{gh).

In particular, Ext* () is the forest of local subgraphs of G, or in other words the
Gallavotti-Nicolo tree, see Definition 3.3.

Corollary 3.6.
RA | = Z RAG%’F, (3.16)
FeFdiv(G)
where
. _ _ 1
RAG%’F = > [T ] «a th)AG%. (3.17)
u | FeSafer(G) gelF heExt(IF)

The BPHZ renormalization scheme is perfect in perturbative field theory, but experts
of constructive field theory scorn it because it leads to unwanted combinatorial factors
of order O(n!) for large Feynman diagrams with O (n) vertices, called renormalons
(see [35], Eq. (1.1.12)), which ruin any hope of resumming the series of perturbations.
These may be avoided by considering only useful renormalizations associated to local
subgraphs in the sense of Definition 3.3, at the price of introducing scale-dependent
renormalized coupling constants, see [35], §1.4. This gives another possible renormal-
ization formula, which is however scale-dependent,

useful _ _ _ NAM

R Ay = RAGM = ZH(I rG_li)AG%. (3.18)
nojk

In our context, the whole discussion seems a priori pointless since (i) required Feyn-

man diagrams have at most 2|1/« < oo vertices; (ii) there are no coupling constants
at all. Purely esthetic reasons plead for the scale-independent renormalization RAG 1.

However, it may be that using R*$¢/* A ! instead of RA ! gives better bounds for

higher-order iterated integrals, which may after all also be rewritten as Feyman dia-
grams. Good bounds are notoriously difficult to obtain for general rough paths, which
is a major problem when solving stochastic differential equations, see [13] for a general
discussion, or [34] in the particular case of linear stochastic differential equations, in
connection with the Magnus series.
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4. Main Bound for Feynman Diagrams

This section is devoted to the proof by classical multi-scale arguments [28,35] of the
following theorem.

Definition 4.1 (Highest bridge) (see end of Subsect. 3.1). Let g = (g%)2 be a multi-

scale symmetric Feynman diagram, such that g% is connected. If g% has at least one
uncontracted &-leg, then g is connected by “bridges”. Then the highest bridge is the
uncontracted &-leg of highest scale.

Let G = G(T; (i1i2) . .. (i2p—1i2p)) be a symmetric tree Feynman diagram with 2n

vertices: then G = (G%)2 is made up of two disconnected unilateral Feyman diagrams
if and only if G has been totally contracted, i.e. 2p = n, in which case the momentum
conservation condition implies that {,x; = 0. Then there is no bridge and hence no
highest bridge. In particular, if T is connected, so that ¢.,; = {¢1}, the diagram evalu-
ation Ag vanishes by symmetry (namely, ¢; = 0, and the denominator ﬁ changes
sign when all momenta are changed to their opposites). On the other hand, assuming
n< Ll/on,w(G%) =1—na > 0, whereas w(G) =1 — 2na < Oifﬁ <n< é for a
connected, symmetric tree Feynman diagram.

Estimates for Feynman diagrams with 2n vertices must be expressed in terms of a
reference scale. It turns out that any (internal or external) momentum may be chosen as
a reference scale when 2n < [1/«], because the renormalized amplitude is then both
ultra-violet and infra-red convergent. On the other hand, diagrams with 1 /o < 2n < 2/«
vertices (thus not unilateral) increase indefinitely when external momenta go to zero, and
computations show that momenta above the highest bridge are too “loosely” attached
to those below to control the infra-red behaviour of the whole diagram. In that case, the
most appropriate reference scale is that of the highest bridge. This is the content of the
following theorem.

Theorem 4.1. Let G := G(T; (i1i2) ... (i2p—1i2p)) be a symmetric tree Feynman dia-
gram with 2n < 2/a vertices. Write ey = (&, ..., Crys Crisee e {,q) as in Lemma
2. Assume &, =& .m = 1,...,q, so that each {-momentum and each contracte
2.2. A " - 1 q, so that each ! d each contracted
&-momentum is equal to the corresponding ¢ - or &-momentum on the other side of the

mirror.
Label ey so that |§] < ... < |§rq|.

1. (Bilateral diagrams). Assume G is bilateral, so G is connected. Let &,y be the highest
bridge. FiX jref := j(&ref) and sumover all scale attributions w such that 1 (§er) =

Jref- Replace one of the &-propagators, 1E111722, say, by |& |(1’2“)*2”/°‘ in the inte-
(Cext) = ZM RA" (Cext)
/ G‘é"l”’

e

grand, withn' > 0,n +n’ < 1/a. Denote by RA™!
Gé&n

the result. Then:

. o

. , . 1 Jref

VaI‘RAjre_f) (é‘ex[) S M(l—z(n+n )a)/ref M (41)
" max(|¢y, [, Mrel)

whenever a~ < a.
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2. (Diagrams with 2n < |1/ vertices). Let G be indifferently a unilateral diagram,
or a bilateral with 2n < |1/a] vertices. Let &..f be one of the &-lines of G. Fix
Jref = Jj(&rer) and sum over all scale attributions |1 such that (L(§ref) = jref-

Replace the propagator |.§ref|1_2°‘, say, by |$ref|(1_2°‘)_2”/"‘ in the integrand, with

n' >0,n+n" < 1/a. Denote by RA”.,  (Coxs) the result. Then Eq. (4.1) holds.
Ggrefn,

min(|¢, |, M7ref )

Remarks 1. The factor —
max((¢r, |.M77ef)

.
) in Eq. (4.1) is obtained and shall be used

Mm

.
el where |u1| < ... < |ug41] is the

as a product of spring factors, []4 _,

ordered list of momenta (MJref | [Srils e e 18, D)

2. The supplementary factors |& |20 op |§ref|_2”,“ may be seen as a “grafting” of
another tree T on T. It will be used for G = G and unrooted diagrams G;, i =
1, ..., I’ (seeintroduction to Sect. 5). The term “grafting” is only approximate since
T and T’ remain disjoint.

Using the Cauchy-Schwarz inequality in Eq. (2.4), this result yields immediately

Corollary 4.2. Consider a bilateral diagram G. Then

VarRAg(_{ (gext ) Eext)

&’

. W a” /2 .- i a” /2
< M2 ey w w . (4.2
max(|Zy, |, M7/ max(|&y, |, M7/

Proof of Theorem 4.1. Let  be any attribution of momenta. We shall consider only
useful renormalizations in the proof. Namely, as shown in [35], §1.3, the operations
I F(—T¢), F € Safe’(G), see Eq. (3.17), are equivalent to displacing all external
{-fegs to the same point, and do not change the power-counting rules in the proof.
Choose inductively, starting from the highest momentum scale, a subset of lines

’ ) ) eIy — 17 J

L'(G) C L(G) so that (Z‘Z)ZeL(G-,i)\L’(Gi,)’ where L (G,?) = L'(G) N L(Gj},), make up
a maximal set of independent momenta of the graph G,i shorn of its external legs. Note
that G,]c is necessarily symmetric. The degree of divergence a)(G,i) =1-2| V(Gi) o —

(1— a)N¢(G,]<) has been defined in Subsect. 3.1.

Assume for a moment that all (ZK)KGL(Gj are of the same order, M/, say (j/ > j).
k

)
Then the previous power-counting arguments show that A ., is of order M J'oGy)1f
k

w (Gi) > (0, then clearly the sum Zf?: j M '0(Gp) diverges, so the sum over all momenta
attributions diverges. On the other hand, if a)(G,j{) < 0, then the sum over all momenta
attributions may still diverge because of so-called sub-divergences due to the higher
subgraphs G,{ , j > Jj; the graph is a priori only overall convergent.

Let us now see how renormalization will make all symmetric subgraphs convergent.
Consider any of the local subgraphs Gy. Assume w(G;) > 0, so that G; must be
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renormalized. We introduce some notations for the sake of clarity. Let quite generally
Vex:(g) be the set of external vertices of a graph g, and L, resp. L, .x; (v € V(G)) be

the set of internal, resp. external lines of g attached tov. Now, toeachv € V,,; (G" ), one

associates the unique line ¢, € L’ (G ) NL (G ) and let 2} ,, Z¢ and

Zza (G’)\{(
Zv,ext = ZeeLv m(G,{) Z¢, SO that zo + 25+ Zy,ext = 0. Choose some arbitrary ordering

of the external legs of G, Lex,(G,{) ={ly,...,¢ }. Renormalization changes

|Lext (G))]
only the values of the external momenta, so it acts really on the product Aex,(G',é) =

HveVm(G]) |23 + Zv.ext| P, , with By =1 —2a or —1,
Aert(G) = RAci (G =[] Ieh+zvenl’ = ] 125174
VEVex: (G]) V€ Vex: (GY)
|Lexi (G )l
Z / 26,0z, 125+ 520,001l ds. 43)
Uevext(Gk)

Now only one or two factors in the product over Vex,(G,J() depend on zy, ; the deriv-
ative 0z, acting on each of these, generically denoted by |z} + 52y exs |ﬁ ¢, generates an

2¢; . .
, W up to a constant. This spring

extra multiplicative factor called spring factor.
factor is at most O (M™" H(Gp)—max “(aGk)) where min /,L(G ) is the minimal scale index
of all internal lines of G/ ,and max u(0G k) the maximal scale index of all external lines
of G ch

We shall now rewrite R A (G) by using the local graph decomposition of G. First, each
factor MP¢, ¢ € L(G) may be rewritten as [ | (K LeL(G j) MPBe . Similarly, the integration

)= IV(G))I+1

over the independent momenta yields H( oM LG} . Multiplying these two

expressions, one gets ]_[( oM "’(Gk). Now, the spring factors due to renormalization

contribute — due to the fact that Ag and RA¢ are squared amplitudes — a factor M2
. J . ) )

per scale until G absorbs one external line, so all together [ | (o:0(G)=0 M ™=, where

unilateral diagrams are only counted once. Finally, “grafting” |&; |_2”/“‘ into the graph is

equivalent to subtracting 2n’« to all w(G7) with J =< j(&1), with & = &7 in case (2).
All together, one has proved that

- * j /
RAMG & n') < K2 [[ M@ @0 . ] M2 (4.4)
(k) J<iEn

for some constant K, where w*(Gi) = w(G,];) if a)(Gi) < 0, and w(Gi) — 1, resp.
a)(G,i) — 2 otherwise for unilateral, resp. bilateral subdiagrams, except for the total
graph G which is not renormalized (having only external legs of zero momentum), so

that 0*(G) = w(G) = 1 — 2na. As noted at the end of Subsect. 3.1, w*(Gi) < —a,
resp. < —1—o for unilateral, resp. bilateral subdiagrams others than G. Summing up the

divergence degrees of a given scale j, w*(G/) = Do (G,](), yields aquantity < —1—«
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if j < jrer in Case 1 because the subdiagram containing the highest bridge is bilateral.

Finally, RAM(G & n') < K" []; MG if one lets 0% (GY) = 0*(G') — 2n'a

(G < j&), ®*(GY) (j > j(&1)) be the equivalent degree of divergence of G/ after
renormalization and grafting.
Fix the scales of ju, say, j1 < j2 < -+, jI = jmax, With j;; = j, and let j| <
- < j(; 1 be the scales of [&x [, ..., ¢, ], M/ref put into increasing order. Then the
renormalized amplitude is bounded up to a constant by

S M@ [ yemivei @ [ Ui ne @

J1>—00 J2>]1 J1=ji-1

q .
< HM*UAH.*J'ZN)OI’ . Z M@ (G) Z MU= iD@} (GR2)4a7)

m=1 J1>—00 2=1
> MUI=ii=D@g (GD+a) | ) ) (4.5)
Ji=ji-1

the scale j;, being fixed, and the scales ji, ..., jj,—1 constrained to be below j,.r. Since
all w;r(Gj") except possibly a)gr(G) = w(G) — 2n'a are < —a < —a~, one may sum
down to scale jj,, which (discarding the o™ -spring prefactors) leads to the following
bound:

Z M1 (G) ZM(jzfjl)(wgr(sz)m*)

J1>—00 2=
Jnzin-1

However, j,..r is fixed, hence this expression must be computed as

Wi @5 (G e Z M (@ (G) =0, (GI2)—a™) i M@ (GI)=alp, (GT3))
J1=jn 2=j
in . )
Z MIn-1@g (G H—w, (G7) 4.7)
Jn-1=jn-2

or (integrating from the lowest to the highest scale instead)

szl(w;,(Gm)m*). Z Mj11_|(a);r(G“l_')—ngr(Gjll))
Jn-1<jn

LY MECRHE 0GR Y i O-ei @) g

J2<J3 J1<j2
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This is convergent ifand only if 0¥, (G)— @, (G2)—a, (a)zr(G) - a)zr(Gh) - a’)+
(@5, (G2) = 0},(G5)) = 0}, (G) — W4 (G) =@, 0, (G) — @}, (GT) are
> (. This holds true sincea)gr(G)—a)gr(Gﬁ)—a’ > (1-2n+n)a)+(1+a)—a™ >0

in Case 1, and > (1 —2na)+a—a” >0 in Case 2. Hence one gets in the end a bound
of order O (M1 =21®jrer) g

Examples In the two examples below, we use as reference scale that of the external
¢-leg, called ¢; here by reference to the root of the corresponding tree and let n’ = 0
to simplify. Taking for reference scale some internal £-line as in Theorem 4.1 would of
course be possible, with minor differences.

1. Consider the first Gallavotti-Nicolo tree of Fig. 5. One may choose as integration
variables L(G) \ L'(G) = {{2, 83, Ga), sothat & = & — 63,63 = 63,64 = 84,61 =
¢1 — &2 — ¢a. Hence

A(G)

2
— [ deadzrdes (12 - e -l - o - a6 )
4.9)

The subdiagrams with lines (&2, ¢3, £3), (&4, ¢4, &1) are renormalized by subtracting
their value at £, = 0, and then the larger subdiagram (&4, 4, &1, &2, &2, £3, £3) is fur-

ther renormalized by subtracting its value at {; = 0. Hence |{; — ¢3]2 7% is replaced
. 1_ 1_ 1 1_
with [§ — §3]27% = [53]27% = O(& - 1¢31727%), and [§1 — & — §a]27% by

(16— 2= cali™ —htr = 2al2™) = (102 + @l 27 — 12al ™)
=01tz - laal ™. (4.10)

Integrating the square of the renormalized amplitude yields (going down the scales
above £7)

;E( 2de (/ |;4|—4—““d;4(/ |cs|—2—4“d;3)))
[Z1] [22] |24]

5(12/ szd;“z/ 24178 d gy
1511 [52]

) [ 2-8
5(1/ ‘ 102|7°7%"d e
4]

= 0(|¢1|'78). (4.11)

Note that the exponents are sufficiently negative so that these ultra-violet integrals
converge.
The computation of the integrals yields the same bound as

MGV (G) Z M@ =@ (GI@)

J(&2)>j @)
Z MU ED)=j (@) (G W) Z MUE=j G (GIS) g 19y
J€)>j (&) J(€3)>j(5)
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see Eq. (4.5), since 0*(G/ %)) = (1 —4a) —2 = —1 —4da, 0*(G/ @) = —4 — 8«
(due to the fact that the subdiagram with lines (&4, {4, §1) is renormalized twice),
0*(GI®)) = (1 - 8a) —2 = —1 — 8a and w*(G) = w(G) = 1 — 8a.

2. Consider now the second Gallavotti-Nicolo tree, see Fig. 6. One may choose as inte-
gration variables L(G) \ L'(G) = {&1, {2, &3}, sothat &y = &4 =81 — & — €1, 6 =
{2 — ¢3, 63 = ¢3. Hence

A(G)

—1a - - - -1 2
Z/dfldCde (|§1—§2—€1| N (5 N 1o Rt & Y A ] E A o) ) .
(4.13)

The subdiagram with lines ({1, ¢4, §4) has one external ¢-leg, &1, hence needs not
be renormalized. On the other hand, the subdiagrams with lines ({1, ¢4, &4, £1) and
(&2, ¢3, £3) must be renormalized by subtracting their values at ¢ = 0. Hence |{] —

. , et ues a elo
H—&12 1s]replacedw1th|§1|—§2_§1| 12 BTN = 0 1011~
and {2 — §3127% by [& — G327 — (53127 = O(& - [63]727%).

Integrating the square of the renormalized amplitude yields (going up the scales
below 1)

&1 <] |&1]
|a|‘3‘2“(/0 |ca|—2—““d;3(/0 &' 2 dg, (/O z%d;z)))=0<|cl|1—8“>.

(4.14)

Note that the exponents are sufficiently positive so that these infra-red integrals converge.

In order to make the connection with Eq. (4.8), we replace (|¢1| /> ¢, 1& | %"")2 =
(G712 |2 2y with (g |72 6 V2 - @) = 0 T2 T
The reduced spring factor % takes into account the difference between the minimum

scale of the diagram with lines ({1, ¢4, &4, &1) and its external leg ¢», corresponding to
the lifetime of this diagram; it is the factor which is counted in the multi-scale estimates.

The actual spring factor %, which is better, is due to the difference of scales between the

scale where the vertex connecting {1, {4, &1 and ¢, appears and the scale of the external
leg ¢>. With this slight modification, one gets

-2 & 54 &3 s [&11 )
ST “/0 [&3177 “d§3/0 1§17~ “d&/ﬂ {3dés. (4.15)

This is equivalent to the bound given in Eq. (4.8),

M Do (GT W) z M) (@ (G~ (GT 1))
J(&3)<j(&51)
Z M ED@H(GTEV)—0*(GI3))) Z M (@)@ (G) =0 (GTE))
JEN<j(&3) J@)<j &)
(4.16)

since w*(G/)) = w*(GIE) = —1 — 20, 0" (GI ) = —6a — 2, *(GIE) =
—8a —2and w*(G) = w(G) =1 — 8a.
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5. Proof of Holder Regularity for Renormalized Skeleton Integrals

We want to prove that, for any indices (£(1),...,£4(n)) andn < |[1/«],
VarJ§ (€(1), ..., Ln)) < |t — s>, (5.1)

where J5 is defined in Proposition 1.11 and Definition 3.2.

Consider some multiple contraction (i1i2), ..., (i2p—1i2p) — assuming that £(i;) =
£(i2), ..., £(i2p—1) = £(i2p) — and the associated contracted integral Jll; (T; (iy1i2), ...,
(i2p—1i2p)), where T = (£(1) ... £(n)). By arguments which may be found in [31], §4.1
(see Eq. (4.4) in particular), denoting by : : the Wick product of Gaussian variables,

Var : JéS(T; (i1i2), ..., (i2p—1i2p)) : < n! - Varlés(T/; (i1i2), ..., (2p—1i2p)),
(5.2)

where T’ has decorations (¢/(1)...¢'(n)) such that £'(i) # €'(j) if i # j except if
{i, j} = {iom—1, i2m} 1s a pair contraction, as in Lemma 2.2. Hence, by Wick’s lemma,
it suffices to prove that VarJll;(T’; (i1i2), ..., (2p—1i2p)) S It — 5|2

By Egs. (1.35) and (1.37), J};‘(T’; (i112), ..., (i2p—1i2p)) is a sum of terms of the
form

4
/ ds | [TR®™ | (Tg). & vg). (T )i Grin). ... (i2ptizp)).  (5.3)

g=1

with (following the notations of Lemma 2.2)
P
[[Re" | ()
g=1

p p

= [SRmts . Rms]a(g) H Rooy, T, H HT;J; @i1i2), ..., (2p—1i2p)
g=1 g=1 j

(5.4)

The contractions induce links between some of the trees (Ty),, (’]I‘:]’ j)q’/' The resulting
connected components may be represented by Feynman graphs of two types: (i) “rooted”
Feynman diagrams G, ..., G containing some (possibly many) root part Rooy, Ty;
(ii) “unrooted Feynman diagrams G, ..., G', containing only leaf parts of type T;’ It
It turns out that the unconvenient vertex-decorating characteristic function 1, <. <jg,|
may be replaced with the following much simpler characteristic function f. Let G be the
rooted diagram containing &;. For every unrooted diagram G/ of type (ii), choose some
&-leg &/ belonging to G| and let f; := 1je)=je)- Thenset f = fIED = ]_[11/:1 fi (§).
The integral f d& 1j¢,|<..<|g,) () in (1.35) is now replaced by a simple sum Z;Tozo_oo( ),
with j = j(&1), and D(§) by a measure depending only on the scale j (&}),
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V= Y /dsl Al Hlns) i | &l Fr o cton @

Jizji=1,...,

I/
- dg [ des...dy | [[lam | o) FI' (€0 o ())&
/Alj§|§1|§Mj+l gl/ & § H |&;1=M k=1 (I (€ 0 o (k))) (5k)

i=1

(5.5)
Since f(§) < 1j¢|>...>|,|» the associated renormalized quantity
+00 p
ST R [ (T, s (vg), (T, )i i), ..., (i2p-1izp))  (5.6)
j=—00 | g=1
has a larger variance than the original one, Eq. (5.3), contributing to J Igs.
The purpose of this section is to prove the estimates
+00 P
Var [ D [ TR | (T, ji (vg). (T}, ): (1), .. (i2p—1i2p)) | St — s>,
j=—00 | g=1
(5.7)

from which Theorem 0.1 follows. They are a simple consequence of Theorem 4.1 and
of the following two lemmas.

Lemma 5.1 (Bound for bilateral “rooted” diagrams) (see Lemma 2.2 (2) for nota-
tions). Let ¢ > 1 and q' = 0,n := q +q', and n’ > 0 such that n + n' < [1/a].

Rename (G- Ly Eppo o 6 ) 165p @i L g By ), 0 1

resp. 51,..;,5,,, so that |~§1| < oo < |Gl and |G| < - < |Cul, and let Loy =
ZZ:] Cm>s Cext = 22:1 Sm-
Let

I(jref) ;:/ . d‘gext/dgext/dgext(s(;ext = sext)(s(gext = _";:ext)
Eoxt|<Mref

. oo aT )2 .= Frer /2
M(I—Z(}’L+n/)0()jref ( mln(|§1 |v M]rej ) ) mln('é-l |7 M ref )
max (|g, |, Mref ) max (|g, |, Mrer )

q/

ﬁ UCYW —_ e”é‘rm 1 ﬁ UC’»I — ”C’m 1
m=1 m'= é'rm’ m=1 ;rm m'=1 ;-rr,n’
(5.8)
Then
+0o0
D IGrep) S It — P00, (5.9)

jref:_oo
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Proof (i) (MJref < = SI
defines the ultra-violet range in this situation —, say |, | > - -+ > |§k+1| and |§n| >
- > [¢g,4 |- Let for instance |5, > [¢,|. The integralf|

). Integrate first over the variables larger than —which

dénq )
i nl>18n—11 1¢al |{gx1|SMjref
. Jre .
is bounded up to a constant by %, and (due to momentum conservation) the

integral over £, is not performed. Then

d~" P -
/ G / sl E V= ogr —sD, (5.10)
|{k [En

Gt 1> 7257 141 11>l [En—1l

and similarly for the untilded integrals, with an extra M/ factor.
Integrating in the infra-red range, namely, over the variables smaller than = sl

(if any) yields then, using the o ~-spring factors,

. di; dos d o
It — s /2/~ 1 —k/ ) i/ g o,
Gl<ity Gl Jidi<izl 102] Jan<ian 1]

5.11)

and similarly for the untilded integrals.
The above arguments do not hold if all variables are smaller than —— =) t Then one

must use the hypothesis that at least one of the ¢ -variables, say, ¢k, is accompamed
8k _ HisCk

5|

E-variable, say, g:]; One computes

dg_ dt d
/~ ~ L/ ~ ﬁ/ B E e 2 = 05 ),
G <iE) Gl izl 122] Ja<ibl 121

(5.12)

by the factor = O(|t — s]) instead of O(ﬁ), and similarly for some

and similarly for the untilded integrals, and

|E |—1—oz’/2/ dgnl/ dEn72
. i = i i —
Za—11<18nl 1Sn—11 J1Znzal<1Zuo1] 1Sn—2]

/~ Cdgle—s| - 15" 2 = o — s, (5.13)
18 1<I874q ]

/ dgn 1 / dgn—l
e E———— Jre e
Gl< iy [P /2 ext SMEE [ e 1G]

lt— Y|

/ dgglt —s| - 1G|® /2 = O(M7e/ |t —s)).  (5.14)
[k <18ka1]

Alltogether (in both cases) : I (jyer) < MU=20Hres . |t —s| . (MJrer |t —5]) =
M@=2n)ejre |1 — 512, Since by assumption MJre/ < ﬁ, this sums up to

Z]re/ <logy =g L I(]Vef) Sle— S|2(n+n o,
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() (MJrer > ﬁ) The arguments of (i) may be repeated word for word, except

that the ultra-violet range is now defined by |¢|, || > M/r</. Then I(jref) S
M—2(n+n/)ajref and Z M—2(n+n/)ozj,ef =0(t — S|2(n+n’)a)_

jref >10gM ﬁ

The mixed cases, when e.g ﬁ is large with respect to the ¢-variables but small

with respect to the Z-variables, are treated in the same way and left to the reader. O

Lemma 5.2 (Bound for bilateral “unrooted” diagrams) (same notations as in Lemma
5.1). Assume g = 0, so that n' :== q' < |1/a]. Then

I (jrep) S M720rer (5.15)

Lemma 5.2 has already been proved, as part of Lemma 5.1 (ii).

These two lemmas extend with very minor changes to unilateral diagrams.

We may now easily finish the proof of the estimates Eq. (5.7). Lemma 5.2 yields an
estimate for renormalized skeleton integrals associated to “unrooted” diagrams G, i =
1,...,1', where some reference scale j,.’ = j(&¢r) has been chosen according to the
rules of Theorem 4.1. Summing over all scales j/ > j(&1) — where |&| is the smallest
&-variable, as in the introduction to the present section — yields O (M —2n'ej ) Then the
product of factors M “wlajE) = ]_LI/: M ~2niaj (1) gssociated to all unrooted diagrams
(G;),':L__"]/ is “grafted” into the rooted diagram G| containing &;.

Turn now to the rooted diagrams Gy, ..., G;. Choose j(&1) as reference scale for
G if G is unilateral; choose some reference scale according to the rules of Theorem
4.1 for G, ..., G, and for G if G is bilateral. Then apply Lemma 5.2. O

Let us add two comments to finish with.

1. The most “tricky” part in the story is obviously the infra-red behaviour of Feynman
diagrams, particularly when n is large, i.e. n > ﬁ The infra-red convergence of
these “large” diagrams is ensured by the somewhat complicated interplay between
half-diagrams and full diagrams, the key point being the existence of small enough
spring factors. In a previous attempt, we tried to use the BPHZ renormalization
scheme associated to the Connes-Kreimer algebra H, instead of considering the
associated Feynman half-diagrams. The coproduct of H is much simpler than that
of Feynman diagrams. Unfortunately, some “large” diagrams are infra-red divergent.

2. The results of this article may probably be extended to an arbitrary o-Holder path
I', by rewriting I" as I, (D, (I")), where I,-, resp. D, are fractional integration,
resp. derivation operators, and ¢~ < «. Then what one should really do is renormal-
ize iterated fractional integration operators, while I" would only play a “decorative”
role; see Remark 1 after Definition 3.2. The construction would make use of Besov
norms as in [33].

Acknowledgements. We wish to thank Loic Foissy, Kurusch Ebrahimi-Fard and Dominique Manchon for
useful discussions on the subject and for enlightenments on the algebraic part of the construction.

References

1. Bass, R.F., Hambly, B.M., Lyons, T.J.: Extending the Wong-Zakai theorem to reversible Markov pro-
cesses. J. Eur. Math. Soc. 4, 237-269 (2002)
2. Brouder, C., Frabetti, A.: QED Hopf algebras on planar binary trees. J. Algebra 267, 298-322 (2003)



Renormalized Rough Path over Fractional Brownian Motion 635

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.
23.

24.

25.

26.

217.

28.

29.

30.

31.

32.

33.

Brouder, C., Frabetti, A., Krattenthaler, C.: Non-commutative Hopf algebra of formal diffeomor-
phisms. Adv. in Math. 200, 479-524 (2006)

Butcher, J.C.: An algebraic theory of integration methods. Math. Comp. 26, 79-106 (1972)

Calaque, D., Ebrahimi-Fard, K., Manchon, D.: Two Hopf algebras of trees interacting. Adv. Appl. Math.
47, 282-308 (2011)

Chapoton, F., Livernet, M.: Relating two Hopf algebras built from an operad. International Mathematics
Research Notices, Vol. 2007, Article ID rnm131 (2007)

Connes, A., Kreimer, D.: Hopf algebras, renormalization and non-commutative geometry. Commun.
Math. Phys. 199(1), 203242 (1998)

Connes, A., Kreimer, D.: Renormalization in quantum field theory and the Riemann-Hilbert problem
(I). Commun. Math. Phys. 210(1), 249-273 (2000)

Connes, A., Kreimer, D.: Renormalization in quantum field theory and the Riemann-Hilbert problem
(II). Commun. Math. Phys. 216(1), 215-241 (2001)

Coutin, L., Qian, Z.: Stochastic analysis, rough path analysis and fractional Brownian motions. Probab.
Theory Related Fields 122(1), 108-140 (2002)

Foissy, L.: Les algebres de Hopf des arbres enracinés décorés (I). Bull. Sci. Math. 126(3), 193-239, and
(II), Bull. Sci. Math. 126(4), 249-288 (2002).

Foissy, L., Unterberger, J.: Ordered forests, permutations and iterated integrals. Preprint http://arxiv.
orgl/abs/1004.5208v1 [math.co], 2010

Friz, P., Victoir, N.: Multidimensional dimensional processes seen as rough paths. Cambridge: Cambridge
University Press, 2010

Garsia, A.: Continuity properties of Gaussian processes with multidimensional time parameter. In: Pro-
ceedings of the Sixth Berkeley Symposium on Mathematical Statistics and Probability Vol. II: Probability
theory. Berkeley, CA: Univ. California Press, 1972, pp. 369-374

Gradinaru, M., Nourdin, I., Russo, F., Vallois, P.: m-order integrals and generalized It6’s formula: The case
of a fractional Brownian motion with any Hurst index. Ann. Inst. H. Poincaré Probab. Statist. 41, 781—
806 (2005)

Gubinelli, M.: Controlling rough paths. J. Funct. Anal. 216, 86—140 (2004)

Gubinelli, M.: Ramification of rough paths. Preprint http://arxiv.org/abs/math/0610300v1 [math.CA],
2006

Hepp, K.: Proof of the Bogoliubov-Parasiuk theorem on renormalization. Commun. Math. Phys.
2(4), 301-326 (1966)

Hambly, B., Lyons, T.J.: Stochastic area for Brownian motion on the Sierpinski basket. Ann. Prob.
26(1), 132-148 (1998)

Kreimer, D.: Chen’s iterated integral represents the operator product expansion. Adv. Theor. Math.
Phys. 3(3), 627-670 (1999)

Lejay, A.: An introduction to rough paths. Séminaire de probabilités XXXVII. Lecture Notes in Mathe-
matics, Berlin Heidelberg-New York: Springer, 2003

Lyons, T., Qian, Z.: System control and rough paths. Oxford: Oxford University Press, 2002

Lyons, T., Victoir, N.: An extension theorem to rough paths. Ann. Inst. H. Poincaré Anal. Non
Linéaire 24(5), 835-847 (2007)

Magnen, J., Unterberger, J.: From constructive field theory to fractional stochastic calculus. (I) The Lévy
area of fractional Brownian motion with Hurst index o € (%, %)‘ Preprint http://arxiv.org.abs/1004.
5208v1 [maths.co], 2010

Murua, A.: The shuffle Hopf algebra and the commutative Hopf algebra of labelled rooted trees. Available
on http://www.ehu.es/ccwmuura/research/shart1bb.pdf, 2005

Murua, A.: The Hopf algebra of rooted trees, free Lie algebras, and Lie series. Found. Comput. Math.
6(4), 387-426 (2006)

Nualart, D.: Stochastic calculus with respect to the fractional Brownian motion and applications. Conty.
Math. 336, 3-39 (2003)

Rivasseau, V.: From Perturbative to Constructive Renormalization. Princeton Series in Physics, Princeton,
NIJ: Princeton Univ. Press, 1991

Tindel, S., Unterberger, J.: The rough path associated to the multidimensional analytic fBm with any
Hurst parameter. Collectanea Math. 62(2), 197-223 (2011)

Unterberger, J.: Stochastic calculus for fractional Brownian motion with Hurst parameter H > 1/4: a
rough path method by analytic extension. Ann. Prob. 37(2), 565-614 (2009)

Unterberger, J.: A rough path over multi-dimensional fractional Brownian motion with arbitrary Hurst
index by Fourier normal ordering. Stoch. Proc. Appl. 120(8), 1444—1472 (2010)

Unterberger, J.: A Lévy area by Fourier normal ordering for multidimensional fractional Brownian motion
with small Hurst index. Preprint http://arxiv.org/labs/0906.1416v1 [math.PR], 2009

Unterberger, J.: Holder-continuous rough paths by Fourier normal ordering. Commun. Math. Phys.
298(1), 1-36 (2010)


http://arxiv.orgl/abs/1004.5208v1
http://arxiv.orgl/abs/1004.5208v1
http://arxiv.org/abs/math/0610300v1
http://arxiv.org.abs/1004.5208v1
http://arxiv.org.abs/1004.5208v1
http://www.ehu.es/ccwmuura/research/shart1bb.pdf
http://arxiv.org/labs/0906.1416v1

636 J. Unterberger

34. Unterberger, J.: Moment estimates for solutions of linear stochastic differential equations driven by
analytic fractional Brownian motion. Preprint http://arxiv.org/1abs/0905.0782v2 [math.PR], 2009

35. Vignes-Tourneret, F.: Renormalisation des théories de champs non commutatives,Theése de doctorat de
I’Université Paris 11, 2006, http://arxiv.org/labs/math-ph/0612014v1, 2006

36. Waldschmidt, M.: Valeurs zéta multiples. Une Introduction. J. de Théorie Des Nombres de Bordeaux
12(2), 581-595 (2000)

Communicated by M. Salmhofer


http://arxiv.org/labs/0905.0782v2
http://arxiv.org/labs/math-ph/0612014v1

	A Renormalized Rough Path over Fractional Brownian Motion
	Abstract:
	0 Introduction
	1 The Fourier Normal Ordering Algorithm
	1.1 Rough paths and iterated integrals
	1.2 Fourier transform and skeleton integrals
	1.3 Fourier normal ordering for smooth paths
	1.4 Fourier normal ordering and regularization

	2 Feynman Diagram Reformulation
	3 Definition of Renormalization Scheme
	3.1 Diverging graphs
	3.2 The multiscale BPHZ algorithm

	4 Main Bound for Feynman Diagrams
	5 Proof of Hölder Regularity for Renormalized Skeleton Integrals
	Acknowledgements.
	References


