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Abstract: In this paper we prove an abstract KAM theorem for infinite dimensional
Hamiltonians systems. This result extends previous works of S.B. Kuksin and J. Poschel
and uses recent techniques of H. Eliasson and S.B. Kuksin. As an application we show
that some 1D nonlinear Schrodinger equations with harmonic potential admits many
quasi-periodic solutions. In a second application we prove the reducibility of the 1D
Schrodinger equations with the harmonic potential and a quasi periodic in time potential.
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1. Introduction
Let W : N — [0, +oo[ so that W(j) > j for all j > 1. We consider the (complex)
Hilbert space E%I, defined by the norm
lwliy =D lw;PW2().
j=1
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We define the symplectic phase space P = PV as
P=T"xR" x £3, x (3, (1.1)

equipped with the canonic symplectic structure:

n
Zd@j /\dyj + Zduj Advj.
J=1 Jjz1

For (9, y, u, v) € P we introduce the following Hamiltonian in normal form

- 1
N =Zw/(%‘)yj+§ZQ/(€)(M§+U§), (1.2)

j=1 jzl

where £ € R" is an external parameter.

In[10], (seealso[11] and aslightly generalised versionin[16]) S.B. Kuksin has shown
the persistence of n—dimensional tori for the perturbed Hamiltonians H = N + P with
general conditions on the frequencies wj, £2; and perturbation P which essentially are
the following: Firstly the frequencies satisfy some Melnikov conditions and the external
frequencies €2; have to be well separated in the sense that there exists d > 1 so that
roughly speaking (see Assumption 2 below)

Q@) ~ je. (1.3)

Denote by P 7 the phase space given by the weight W () = j?/?e%, where p > 0 and
a > 0. Secondly, the perturbation is real analytic and the corresponding Hamiltonian
vector field is so that

p=p for d>1,

p>p for d=1, (1.4

Xp :PYP — PP with [
where d is the constant which appears in (1.3). For instance, the Schrodinger and the
wave equation on [0, ] with Dirichlet boundary conditions satisfy the previous condi-
tions, see respectively the KAM results of Kuksin-Poschel [13] and Poschel [18]. Indeed
the result in [13] is stronger because there is no external parameter £ in the equation.

Now, if we consider the nonlinear harmonic oscillator

o = —0%u +x>u+V)u+ u)®u, (1,x) eRxR, (1.5)

with real and bounded potential V, we have Q; ~ 2j + 1, hence d = 1 but the Hamil-
tonian perturbation which is here

P =/(uﬁ)m+‘dx, (1.6)
R

does not satisfy the strict smoothing condition (1.4) (see Sect. 6 for more details).

The aim of this paper is to prove a KAM theorem (Theorem 2.3) in the case d = 1
and p = p in (1.3) and (1.4). To compensate the lack of smoothing effect of Xp we
need some additional conditions (see Assumption 4) on the decay of the P derivatives
(in the spirit of the so-called Toplitz-Lipschitz condition used by Eliasson & Kuksin in
[6]) which will be satisfied by the perturbation (1.6). The general strategy is explained
with more details in Sect. 2.3.
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Notice that S.B. Kuksin has already considered in [11] the harmonic oscillator with a
smoothing nonlinearity of type P = fR ¢(lux&|)dx where £ is a fixed smooth function.

We present two applications of our abstract result concerning the harmonic oscillator
T = —Bf +x%. Let p > 2 and denote by ﬂ% the space K?y with W(j) = jP/?. The
operator T' has eigenfunctions (%) ;>1 (the Hermite functions) which satisfy Th; =
(2j — Dhj, j = 1 and form a Hilbertian basis of L?R). Letu = Z/zl ujhj bea
typical element of L?(R). Then (u;);>1 € Ef, if and only if u € HP := D(TP/?) =
{u e L>(R) | T?/>u e L*>(R)}. Indeed H?” is a Sobolev space based on T and we can
check that

HP? = D(TP'?) = {u e L*(R) | x*3Pu € L*(R) fora + B < p}.

In this context, we are able to apply our KAM result to (1.5) and we obtain (see Theo-
rem 6.6 for a more precise statement)

Theorem 1.1. Let m > 1 be an integer. For typical potential V and for € > 0 small
enough, the nonlinear Schrodinger equation

iou = —%u+x*u+eV(x)u =+ eluu 1.7)
has many quasi-periodic solutions in H*°.

Here the notion of “typical potential” is vague. This means that there exists rather a
large class of perturbations of the harmonic oscillator so that the result of Theorem 1.1
holds true (unfortunately our result does not cover the case V = 0). Since the definition
of this class is technical, we postpone it to Sect. 6.

The physical motivation for considering Eq. (1.7) (for V = 0) comes from the
Gross-Pitaevski equation used in the study of Bose-Einstein condensation (see [15]).
The harmonic potential x? arises from a Taylor expansion near the bottom of a general
smooth well. In our work, we have to add a small linear perturbation V' to the harmonic
potential in order to avoid resonances (see the non-resonance condition (2.3) below).

The generalisation of such a result in a multidimensional setting is not evident for
a spectral reason: the spectrum of the linear part is no more well separated. We could
expect to adapt the tools introduced in [6] but the arithmetic properties of the corre-
sponding spectra are not the same: in [6] the free frequencies are j12 + j22 +-+ jz2)
for all ji,..., jp € Z, while in our case they are 2(j; + j» +--- + jp) + D for all
J1s ..., jp € N. Nevertheless we mention that it is still possible to obtain a Birkhoff
normal form for (1.5) as recently proved in [9].

A consequence of Theorem 1.1 is the existence of periodic solutions to (1.7). There
are other approaches to construct periodic solutions of this equation. For instance, the
gain of compacity yielded by the confining potential x> allows the use of variational
methods. We develop this point of view in the Appendix.

The second application concerns the reducibility of a linear harmonic oscillator,
T = —8% + x2, on L*>(R) perturbed by a quasi-periodic in time potential. Such kind
of reducibility result for PDE using KAM machinery was first obtained by Bambusi &
Graffi [1] for the Schrodinger equation with an x# potential, B being strictly larger than
2 (notice that in that case the exponent d > 1 in the asymptotic of the frequencies (1.3)).
This result was recently extended by Liu and Yuan [14] to include the Duffing oscillator.

Here we follow the more recent approach developed by Eliasson & Kuksin (see [7])
for the Schrodinger equation on the multidimensional torus. Namely we consider the
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linear equation
i0iu = —Bfu +x%u +eV(itw, x)u, u=u(,x), x eR,

where € > 0 is a small parameter and the frequency vector w of forced oscillations
is regarded as a parameter in I/ C R”. We assume that the potential V : T” x R >
(0, x) — Ris analytic in 6 on |Im#| < s for some s > 0, and C? in x, and we suppose
that there exists § > 0 and C > 0 so that for all € [0, 27)" and x € R,

V@, x) <CA+xH7, 19,V(@, 0 <C, [3,VEO,0)]<C.  (18)

In Sect. 7 we consider the previous equation as a linear non-autonomous equation
in the complex Hilbert space L?(R) and we prove (see Theorem 7.1 for a more precise
statement)

Theorem 1.2. Assume that V satisfies (1.8). Then there exists €y such that for all 0 <
€ < € there exists Ay C [0,27)" of positive measure and asymptotically full mea-
sure: Meas(Ag) — (2m)" as € — 0, such that for all ® € A, the linear Schrodinger
equation

i0u = —0%u +x*u + €V (tw, x)u (1.9)

reduces, in L>(R), to a linear equation with constant coefficients (with respect to the
time variable).

In particular, we prove the following result concerning the solutions of (1.9).

Corollary 1.3. Assume that V is C* in x with all its derivatives bounded and satisfying
(1.8). Let p > 0 and ug € HP. Then there exists g > 0 so that for all 0 < ¢ < &g
and w € Ag, there exists a unique solution u € C(R; H") of (1.9) so that u(0) = uo.
Moreover, u is almost-periodic in time and we have the bounds

(I =eOlluollr = lu@®linr < (L+eC)lluolinr, Vit €R,
for some C = C(p, w).

Remark 1.4. In the very particular case where V satisfies (1.8) and is independent of 6,
the result of Corollary 1.3 is easy to prove. In that case, the solution of (1.9) reads

2
u(t, x) = D cpe Mg, (x),

n>0

where (¢,),>0 and (A,),>0 are the eigenfunctions and the eigenvalues of —8)% +x2 4

eV (x), and some (c¢;),>0 € C. The result follows thanks to the asymptotics of ¢; when
& — 0 (see Sect. 6 for similar considerations.)

The previous results show that all solutions to (1.9) remain bounded in time, for a
large set of parameters @ € [0, 27)". A natural question is whether we can find a real
valued potential V', quasi-periodic in time and a solution u# € H? so that |lu(t)||3» does
not remain bounded when ¢t — +00. J.-M. Delort [4] has recently shown that this is the
case if V is replaced by a pseudo differential operator : he proves that there exist smooth
solutions so that for all p > 0 and ¢t > O, ||u(t)||nr > ctP/2, which is the optimal
growth. We also refer to the introduction of [4] for a survey on the problem of Sobolev
growth for the linear Schrédinger equation.
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Another way to understand the result of Theorem 1.2 is in terms of Floquet operator
(see [5] and [23] for mathematical considerations, and [8,21] for the physical meaning).
Consider on L2(R) ® L2(T") the Floquet Hamiltonian

n
9
K::'z — — 32 +x2+eV (O, x), 1.10
lkZIwkan C+x“+eV(0,x) ( )

then we have

Corollary 1.5. Assume that V satisfies (1.8). There exists eg > 0 so that forall0 < ¢ <
g0 and w € Ag, the spectrum of the Floquet operator K is pure point.

A similar result, using a different KAM strategy, was obtained by W.M. Wang in [23]
in the case where

n
V(tw,x) = |hi () D cos(xt + @),
k=1
where & is the first Hermite function.
Atthe end of Sect. 7 we make explicit computations in the case of a potential which is

independent of the space variable. This example shows that one can not avoid to restrict
the choice of parameters w to a Cantor type set in Theorem 1.2.

2. Statement of the Abstract Result

We give in this section our abstract KAM result.

2.1. The assumptions on the Hamiltonian and its perturbation. Let T1 € R" be a
bounded closed set so that Meas(IT) > 0, where Meas denote the Lebesgue measure in
R™. The set IT is the space of the external parameters &. Denote by A, the difference
operator in the variable &:

Forl = (I1,...,lx,...) € Z* so that only a finite number of coordinates are non-
zero, we denote by |I| = 377, |/;| its length, and (I) = 1+ |37, ji;|. We set
Z={k,)#£0, || <2} CZ" xZ*™.

The first two assumptions we make concern the frequencies of the Hamiltonian in
normal form (1.2)

Assumption 1 (Nondegeneracy). Denote by = (wy, . .., wy) the internal frequencies.
We assume that the map & — w (&) is an homeomorphism from I1 to its image which is
Lipschitz continuous and its inverse also. Moreover we assume that for all (k,1) € Z,

Meas({g : k.w(s)+z-sz(s)=o}) —0, 2.1)

and for all & € T1,
[-QE)#£0, VI<|| =<2
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Assumption 2 (Spectral asymptotics). Set Q2o = 0. We assume that there exists m > 0
so that for all i, j > 0 and uniformly on I1,
|2 — Q| =ml|i — j].
Moreover we assume that there exists > 0 such that the functions
& jPR;),
are uniformly Lipschitz on T1 for j > 1.

If the previous assumptions are satisfied (and actually without assuming (2.1)),
J. Poschel [16] proves that there exist a finite set X C Z and Il, C II with
Meas(IT\I1,) —> 0 when « — 0, such that for all & € I,
(1)
k - +1-Q >a————, (k1) e 2\, 2.2
k- w(&) (é)]_OtHlk'r (k. 1) € 2\ (22)
for some large t depending on n and B.
Then assuming (2.1), J. Poschel proves [16, Corollary C and its proof] that the non-
resonance condition (2.2) remains valid on all Z, i.e

(0)

TR k,1) € Z, £ € M. (2.3)

k- o@E) +1-QE)|=a

In the sequel, we will use the distance

|9 — @'lap,m = sup sup j*F [2;(&) — ;&)
gell j>1

and the semi-norm

L _ 28 |Agy $2)]
2135, 1 = sup sup j7F ————.

A1 gnell j>1 1§ —nl
E#n

Finally, we set
ol + 191551 = M.

[Agy wil
where |w|& = supgé,;z;-[ maxj<x<p ﬁ
Remark 2.1. The proof of (2.3) crucially uses the control of the Lipschitz semi-norm
|Q|2£/S,l'[ (see [16, Lemma 5]). For this reason in Assumptions 3 and 4 below we have to

control the Lipschitz version of each semi-norm introduced on P or X p.

Recall that the phase space P is defined by (1.1), with a weight W so that W (j) > j,
as in the beginning of the Introduction. As in [16], for s, r > 0 we define the (complex)
neighbourhood of T" x {0, 0, 0} in P,

D(s,r) = {(9, y,u,v) € Ps.t. [ImO| < s, |y| < rz, lullg + |[v]e < r}. 2.4)
Letr > 0. Then for W = (X, Y, U, V) we define

1 1
W= 1X]+ Y1+ (1w + 1V ][w).
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The next assumption concerns the regularity of the vector field associated to P. Denote
by
Xp=(0,P, =0gP, 3, P, —0,P).
Then
Assumption 3 (Regularity). We assume that there exist s, r > 0 so that
Xp :D(s,r) xI1 — P.

Moreover we assume that for all &€ € T1, X p (-, &) is analytic in D(s, r) and that for all
w e D(s,r), P(w, ) and Xp(w, -) are Lipschitz continuous on T1.

We then define the norms

IPlpes,»y = sup |P] < +oo,
D(s,r)xTI1

and

P15, = B, sup 1Ben PL
D) = e pe.ry 15—l
E#n

where Ag;, P = P(-, &) — P(-, n) and we define the semi-norms

IXpllrpiry) = sup  |Xplr < +o00,
D(s,r)xII

and

c |AgnXplr
I Xpl = sup sup —>——— :
PPEn T en Dy 1E =l
§#1
where AgyXp = Xp(-,§) — Xp(-, m).
In the sequel, we will often work in the complex coordinates

7= (u —iv), z= (u+iv).

V2 V2
Notice that this is not a canonical change of variables and in the variables (9, y, z, 7) € P
the symplectic structure reads

n
D doj ndy; + i) dzj Adz,
j=1 j=1

and the Hamiltonian in normal form is
n
N=>wj@Eyj+>. )z, (2.5)
j=1 izl

As we mentioned previously we need some decay on the derivatives of P. We first intro-
duce the space FfD(s " LetB > O,wesaythat P € FfD(S " if (P),,D(S,,)+(P)le(S <
oo where:
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e The norm (- ), p,r) is defined by the conditions!

72<P>r,D(s,r) y

“ P ” D(s,r)

max
1<j<n

<AP)r.D(s,r)>

ay] H D(s,r)

r
P , Vj>1 and w; =2z, Z;,

1
P , Vi l>1 and w;j=z;, 7.
H awjawl HD(S‘ " (jl)ﬂ< ), D(s,r) Jot = and w; Zj, Zj

e The semi-norm (- )f DGs.r) is defined by the conditions

c
”P“D@ n = PP Dy

L
llgji{n ay] HD(A r) = P)r,D(s,r)’
H H < (P, Viz1 and w; =2z, %),
awj D(s.r) ]/3 r,D(s,r) J J J
L 1

L . _
< P Vijil>1 d =2z, Zi.
H dw;dw, HD(S p = Gop Plpeny Vil 1 and wj=2z;. 2

The last assumption is then the following

Assumption 4 (Decay). P € Ff D(s.ry Jor some B > Q.

Remark 2.2. The control of the second derivative is the most important condition. The
other ones are imposed so that we are able to recover the last one after the KAM itera-
tion (see Lemma 3.4). Furthermore the assumptions on the first derivatives are already
contained in Assumption 3 as soon as p > 0.

2.2. Statement of the abstract KAM Theorem. Recall that M = |w|ﬁ + |Q|2'Cﬁ’n.

Theorem 2.3. Suppose that N is a family of Hamiltonians of the form (2.5) on the phase
space P depending on parameters & € Il so that Assumptions 1 and 2 are satisfied.
Then there exist ¢y > 0 and s > 0 so that every perturbation H = N + P of N which
satisfies Assumptions 3 and 4 and the smallness condition

_ o L L
= (”XP”r,D(s,r) + (P)r,D(x,r)) + M(”XP”r,D(s,r) + (P)r,D(s,r)) = &oa,

for somer > 0and 0 < o < 1, the following holds. There exist

(i) a Cantor set T1, C Il with Meas(IT\I1y) — 0 as @ — 0;
(ii) a Lipschitz family of real analytic, symplectic coordinate transformations
®:D(s/2,r/2) x [y — D(s,r);
(iii) a Lipschitz family of new normal forms

! This means that (P)r,D(s,r) is the smallest real number which satisfies the mentioned conditions : this
defines a norm.
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N* =D b @)y + D @)z,
j=1

izl
defined on D(s/2,r/2) x Ty,
such that
Ho®=N*+R",

where R* is analytic on D(s /2, r/2) and globally of order 3 at T" x {0, 0, 0}. That is
the Taylor expansion of R* only contains monomials y™ z971 with 2|m| + |q + q| > 3.
Moreover each symplectic coordinate transformation is close to the identity

|® — 1dll:,pes/2,r2) < cé, (2.6)
the new frequencies are close to the original ones
lo* — w|n, + 2" — Q2p.n, < ce, (2.7

and the new frequencies satisfy a non resonance condition

N . a ()
k- () +1-Q (S)|25 T

(k,l)e Z, & eIl,. (2.8)

As the consequence, for each & € Il the torus CD(T" x {0, 0, 0}) is still invariant
under the flow of the perturbed Hamiltonian H = N + P, the flow is linear (in the new
variables) on these tori and furthermore all these tori are linearly stable.

2.3. General strategy. The general strategy is the classical one used for instance in
[10,11,16]. For convenience of the reader we recall it. Let H = N + P be a Hamilto-
nian, where N is given by (2.5) and P a perturbation which satisfies the assumptions
of the previous section. We then consider the second order Taylor approximation of P
which is

R = Z Z Rimqg e’k'ey’”zqzq, 2.9

2|\m|+|g+q|<2 keZn"
with Rgpgg = Prmgg and we define its mean value by
[R] = Z Rquqyquzq .
Iml+lg|=1

Recall that in this setting z, 7 have homogeneity 1, whereas y has homogeneity 2.
Let F be a function of the form (2.9) and denote by X } the flow at time ¢ associated
to the vector field of F'. We can then define a new Hamiltonian by H o X lF = N, + Py,

and the Hamiltonian structure is preserved, because X 119 is a symplectic transformation.
The idea of the KAM step is to find, iteratively, an adequate function F so that the new
error term has a small quadratic part. Namely, thanks to the Taylor formula we can write

HoXL=NoXk+(P—R)oXL+RoX}k
1
:N+{N,F}+/ (1=0){{N.F},F}oX}dt
0

1
+(P—R)oX;+R+/ {R,F}oXpdr.
0
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In view of the previous equation, we define the new normal form by N, = N+ N, where
N satisfies the so-called homological equation (the unknown are F and N)

[F,N}+N =R. (2.10)
The new normal form N, has the form (2.5) with new frequencies given by
o' E) =) +0(E) and Q) = Q&) +QE),

where

oy

_ AN .
w,(g)za—yj(o,o,o,o,g)) and Q&) = 0,0,0,0,8). (2.11)

0z;07;

Once the homological equation is solved, we define the new perturbation term P, by
1
P+:(P—R)oX11p+/ {R(t),F}oX}dt, (2.12)
0

where R(#) = (1 — t)N +¢R in such a way that
HoX} =N, +P,.

Notice that if P was initially of size ¢, then R and F are of size ¢, and the quadratic
part of P, is formally of size £2. That is, the formal iterative scheme is exponentially
convergent.

Without any smoothing effect on the regularity, there is no decreasing property in
the correction term added to the external frequencies (2.11). In that case it would be
impossible to control the small divisors (see (2.3)) at the next step. In this work the
smoothing condition (1.4) on X p is replaced by Assumption 4 (see also Remark 4.3).
The difficulty is to verify the conservation of this assumption at each step.

Plan of the proof of Theorem 2.3. In Sect. 3 we solve the homological equation and give
estimates on the solutions. Then we study precisely the flow map X?. and the composi-
tion H o X lF In Sect. 4 we estimate the new error term and the new frequencies after
the KAM step, and Sect. 5 is devoted to the convergence of the KAM method and the
proof of Theorem 2.3.

Notations. In this paper ¢, C denote constants the value of which may change from
line to line. These constants will always be universal, or depend on the fixed quantities
n, B, I1, p. We denote by N the set of the non negative integers, and N* = N\{0}. For
l=(U,....lk,...) € Z*, we denote by |I| = Zj’il |Z;] its length (if it is finite), and
() = 1+|Z?’;1 Jlj|. We define the space Z = {(k, DH#£0,keZ" 1e€Z>, |l < 2}.
The notation Meas stands for the Lebesgue measure in R”.

In the sequel, we will state without proof some intermediate results of [16] which
still hold under our conditions ; hence the reader should refer to [16] for the details. For
the convenience of the reader we decided to remain as close as possible to the notations
of J. Poschel.
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3. The Linear Step

In this section, we solve Eq. (2.10) and study the Lie transform X?.. Following [16],
| - |I* (respectively (-)*) stands either for || - || or || - ||£ (respectively () or (- )E) and
I+ I stands for || - [| + A[| - |

3.1. The homological equation. The following result shows that it is possible to solve
Eq. (2.10) under the Diophantine condition (2.3).

Lemma 3.1 ([16]). Assume that the frequencies satisfy, uniformly on M, forsomea > 0
the condition (2.3). Then the homological equation (2.10) has a solution F, N which is
normalised by [F] = 0, [N] N and satisfies forall 0 <o < s,and0 < A < o/M,

C
_ A A
||XN||;D(SJ) = ||XR||;D(SJ), ||XF||r,D(S,g‘r) = ol ||XR||r,D(S,r),
where t only depends on n and t.

The space Fr D(s.r) is not stable under the Poisson bracket. Therefore we need to

+L

introduce the space F’SD(S n € Fr Dis.r) endowed with the norm ( - )r,D(“) + (- )r,D(“)

defined by the following conditions:

oF
* 2 +,% o
”FHD(S,r) < rAF), Dis.ry o I P <AF). Dy
T Vi>1 and wj =z, 3,
aw] Ds,r) jﬁ+l nDG,r) W= i =2Zjs Zj,
H * 1 (F)+* Vil>1 d
CGNBali—In ) an =2z,
dw; 8w, Dis.r) — (]l)ﬁ(1+|]_1|) nDGs.r) wj =2z, Zj.

This definition is motivated by the following result, which can be understood as a smooth-
ing property of the homological equation

Lemma 3.2. Assume that the frequencies satisfy (2.3), uniformly on M. Let F, N be
given by Lemma 3.1. Assume moreover that R € T, D(s.r) then there exists C > 0 so

Ner"3

that for any 0 < o < s, we have F € rf* . D(s—0.r) and

r,D(s—o,r)’

C
(F>:—"D(S_O"r) =< _t(R)r,D(s,r)a

aa (3.1
M

L
; (R>r,D(s,r)) ’

+L c
(F) Do) = oot (<R>r,D<s,r> +

and

~

(N)r.Dis—0r) < (R)eDe.rys (NYEps—gry < (R)E Do
where t only depends on n and t.

For the proof of this result, we need the classical lemma
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Lemma 3.3. Let f : R — C be a periodic function and assume that f is holomorphic
in the domain |Im0| < s, and continuous on |Im 68| < s. Then there exists C > 0 so that
its Fourier coefficients satisfy

|fk)| < Ce ™5 sup | £(0)].

[ImO|<s
Proof of Lemma 3.2. In [16], the author looks for a solution F of (2.10) of the form of
(2.9), i.e.
F = Z Z Fimgg €% y™ 2977, (3.2)

2|m|+|g+q|<2 keZn
A direct computation then shows that the coefficients in (3.2) are given by
kaqﬁ

: . if |kl +]g —q] £0,
iFongg = k-wtq—g . | K+le—al# (3.3)
0, otherwise,

and that we can set N = [R].

In the following we will use the notation g; = (0,---,0,1,0,---), where the 1 is
at the j** position, and qj1 = qj +q;. The variables z and 7 exactly play the same role,
therefore it is enough to study the derivatives in the variable z.

In the sequel we write Ay = 1 + |k|. Then it easy to check that for any j > 1 and

o >0,
S ajeMo < =
keZ"
forsome C > Qand ¢ = 27 +n+ 1. In the sequel, # may vary from line to line, but will
remain independent of o.
® We first prove that (F)} pis—ory = %(R%’ D(s.r)-

e Observe that »~—— az aZ[ = 2 ez Riogj0 e'*?  then according to Lemma 3.3, there exists

|k
C > 050 that | Reo g0l < CR)?;TEG and thus by (3.3) and (2.3),

Ak (R)r.p(s.rye” ks

Frog., 0l <C . 3.4
Fogol = € Gnaa+ 1~ G5
Therefore, as we also have
= Z Frogoe™?, (3.5)
82]821 hezn
we deduce that
< F elkl(s—0)
H 811811 HD(; —0,r) Z | k0q 0|
Z;l
- C;R>r,D(s,r) Z Age ko
a(GOP(I+1j =1 &,
C(R
( >r,D(s,r) (36)

Tadl(GHPA+1j = 1)
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e We compute

8
ZJ keZn keZn,i>1 keZn

Now observe that (%)uzzzo = rezr Riog; 07, then by Lemma 3.3,

oR
IReoa ol < Ce ™ sup [(22) ‘
v Im 6| <s (azj)\Z—zfo
< Ce ks oR H e—lkls ®
e B .
= 82] D(s,r) jﬂ r,D(s,r)

From the previous estimate, (3.3) and (2.3) we get

CrAg g Ikls

T ,
jﬂ(l +]) ( )r,D(s,r)

|Fxog;0l < ———<|Rkoq;0l <

Ay
a(l+j)
and thus

k-6 k
H E Fi04;0€’ H < E | Frog;ole16=)
D(s—o,r)
keZ keZ

(Ri>r,D(s,ij) Ake_lkla
ajf (1+ )

keZ"
< Cr<R)r,D(s,r)
ol jB(+ )

Ikls .
Similarly, we have |Fi 0240/ < %(R}r,g(&”, which leads to
” Z Fk02q-0€ik'9 H < —Cr(R),,D(X’,)'
4 D(s—o,r) OtO‘tjﬁ(l +])

keZ"
By Cauchy-Schwarz in the variable / and (3.5), (3.6),

Frogae’ 7|
H Z kOqqu Zl D(s—o,r)

keZm, 1>1
1 1
_ ik- 2 2
= (X v201 Y Frogae™ ) (2 1alPv?o)
[>1 keZn >1

Cr 1 3
< R
= 2ot j? (glzﬂ\lﬂ(l)(l =) R
< CV(R>r,D(s,r)
= aoljP(1+))

since W () > 1.
Finally, inserting (3.8), (3.9) and (3.10) in (3.7) we obtain

H H < Cr(R);,D(s,r)
azj D(s—o,r) aa’jﬂ(l+j)'

k-0 ik-0
q a;2,¢ q;0¢" "2
Frog; 0e'™ Frogg€" "1 +2 Fro2g;0¢" 72

395

(3.7)

(3.8)

(3.9)

(3.10)

(3.11)
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e We can write B—Fj = Zkezn ka ooeik'9 Hence by (3. 3) and (2.3), |ka ool <

k |ka 0ol, and thanks to Lemma 3.3 applied to the series .~ = ZkGZn kajooe’k 0
| Fim 00! < C—e “B(R) . Dis.r)- (3.12)
and we obtain
127 = 2 ool < SN ENEY
dy; ID(s—o.r) = ~ ot o

e To obtain the bound for || F|| p(s—s,r) Write

ik-0 ik-6 k-6
F = z Froo0e™ " + z Fiem;00€" " yj + Z Fiog;0€" " 22
keZn keZ" 1<j<n keZr,j,l>1

k0= — k0=
+ Z Fk()()qﬂe' Zjz1 + Z FkOt[/éIlel Zjzl. (3.14)
kezZn, j =1 keZn, ji=1

Since Rjy—;—z=0 = Zkezn Rkoooe”"e, by Lemmas 3.3 and 3.1 we deduce that
2 Ak o kls
| Frooo| < Cr2—= ” (R)r.D(s.r)» (3.15)
hence, thanks to (3.12) and (3.15) we can bound the sums of the first line in (3.14) as in

the previous point.
Now thanks to (3.4) and to the Cauchy-Schwarz inequality we have

ik-6
| > Aogeetzal,
(s—o,r)
keZn, jix>1

C<R r,D(s,r) Z |ZjZl|
A GDP(L+1j—1)

C(R)r,D(s,r) (Z m)2
ao! e ;B
Jj=1

%(szwmz)(g m)

jz1

IA

Cr2<R>r,D(S,r)
aol ’

2
Therefore we proved that || F|| p(s—.r) < %’,D(”)
This latter estimate together with the estlmates (3.6), (3.11) and (3.13) shows that

C

o (R)r,D(s,r)-

<F):,D(s—a,r) =
® We now show that

(ﬁ)r,D(s—a,r) < <R>r,D(s,r)' (316)
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Since N = [R] we have

n
N = ) Rom;o0y;j+ Q> Roogq;2;Zj (3.17)
J J17]
j=1 jz1

and we can observe that

R ! / oR ,0,0,0)do
Om ;00 = - s Uy Uy 3
" @) Jeer Oy, 3.18)

R ! / R 0,0,0,0)do
OOq_,'q_/ - (27_[)" 9T azjazj s Uy Uy s

which imply the bounds [Rom ;00 < (R)r.p(s.r) and [Roog;q;| < (R)r.p(s.r)/j*F and
thus (3.16).
® It remains to check the estimates with the Lipschitz semi-norms. As in [16], for
|k| +1q;j — qi| # O define & j; = k - w + ; — ;. Then by (3.3),

. -1 -1

’ASanmqﬁ; = ‘Sk,jz(’?)Aéanmqm + kamz (é)Afﬁak,jl'
By (2.3), |akj}.l| < A/« and thus

LA
[Agndy il = ;(IkllAsan + 1Ay Q1 + 1 Agy 1),

hence

kA?

Aendiyl kA2
-J “(lolff +1905n) < CM—F,

FEr
and we have
|Agn Fimg;g,| - /ﬂ(MSUkaqﬁA
§—nl - « 1§ — nl
Thanks to the estimate (3.19) it is easy to obtain (3.1). Finally, the estimate
(ﬁ)fD(xiW) < (R)fD(x‘r) is a straightforward consequence of (3.17) and (3.18). O

M
* ;|kaq_,~q,(é)|). (3.19)

3.2. Estimates on the Poisson bracket.

Lemma 3.4. Let R € FfD(s,r) and F € I‘f’g(“) be both of degree 2, i.e. of the form
(2.9). Then there exists C > 0 so that for any 0 < o <'s,

C +
({R» F} >r,D(s—zr,r) = ;<R>r,D(s,r)<F)r,D(s,r)7 (3~20)

and

C
L +L L
<{R’ F} >/3,D(S—U,r) = ;(<R>"yD(SJ‘)(F>r,D(S,r) + (F>:D(s,r) (R>r,D(s,r))'
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Proof. The expansion of { R, F } reads
n
OR 0F OR 0F OR 0F OR 0F
(RoF) =3 (LROE_OROFY s (3ROF ORI
= 00k Oyr  Oyr 00k pregy 0z) 0Zx 07k 02k

It remains to estimate each term of this expansion and its derivatives. We will control
the derivative with respect to 6y thanks to the Cauchy formula:

C
< —||P , 3.21
H 00 ”D(s —o,r) o ” ”D(s,r) ( )
which explains the loss of 0.
Notice that if P is of degree 2 (and that is the case for F and R) we have
’p _ 9*P P
(3.22)

dz0y  9y2 078

a fact which will be crucially used in the sequel. Finally observe that z and 7 exactly
play the same role, hence we will only take a% into consideration.

® We first prove (3.20).
e Since || P Qllpi.ry < 1P lpes.n | Qlip(s,r) we have by the Cauchy formula,

cr? 1
R} pry = =@+ D gy (R D6 (F ) s )
k>1

Ccr?
— (R (F) pis.ry- (3.23)

IA

[ ] VVlth (321) we ha\/e
8y/ 89k ayk D(s—o,r) 88]( 8y] D(S a, r)

<l Lo 3

3yk H D(s,r)

3yk ” D(s,r)

= ;<R>r D(s,r)(F):D(S’r),

and the same estimate holds interchanging R and F'. In view of (3.22) we deduce

5 c R
L P R,F}HD(”)s;<R>r,u<s,r><F>,,D(s‘,). (3.24)
d JdR OF AR 9*F
e By (3.22), E(W@) = J S and by (3.21),
| e s = Sl o
Vi aZ]an D(s—o,r) 0V I D(s,r) 821 D(s,r)
=

jﬁ—U(R)r,D(s,r)(F):D(s,r)'
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0 (OR OF Cr + - -
- ( iR BM)HD(S_W) < LR, (s, (F)} e - BY the Leibniz rule,

i G T P N o IO P BN
0z N0z 0z / ID(s,r) — 10z4 0z ID(s,r) 11 9Z 1 D(s,r) 0z;0zx I D(s,r) 11 9z 1 D(s,r)

- Cr 1 1 R Py*
= j_ﬂ(k2ﬁ+1 + kzﬂ(l n |j _k|))< )r,D(s,r)< )r,D(s,r)’

and taking the sum in k yields

> s Gl
- 0z \0dzx dzx/ ID(s,r)

The previous estimates imply that

Cr
TG<R>r,D(s,r)<F):D(s,r)'

IA

Cr

F < Ry b6 () s (3.25)

H E D(s—o,r) ]/3(7

e Thanks to (3.22), % (% %) = % 7% 62180k and by (3.21) we obtain
J

3F H
0202100, I D(s—0,r)

2 G e = 5]
3yk 39k D(s—o,r) 3yk D(s,r)

H 07,0z

< (jl)ﬂa (R)r,D(x,r)<F>:D(S’r)s (3.26)

and the same estimate holds interchanging R and F.
On the other hand,

9? (aR BF)_ *R 0°F  9*R 0°F

_ ) = + s
020z \ 0z 0k 0zj0zk 0210k  0z;0zk 0207k

and
H
02,07, I D(s,r)

Pt I e
szazk 07,0z I D(s—0.,r) 8Z]8Zk D(s,r)
C
<
T IRPA+ | = k)
Hence, with (3.26) we conclude that

(R>r,D(s,r) <F>:D(s,r)‘

{R.F H R F)f s 3.27
” aZjaZ[ } D(s—o,r) (]l)ﬁo—( )r,D(s,r)( >”>D(SJ’) ( )

as the series Zkz 1 m converges. Finally, the estimates (3.23), (3.24), (3.25)
and (3.27) yield the estimate (3.20).

® To prove the estimate with the Lipschitz norms, we can use the previous analysis and
the two following facts. Firstly, since Ag, (fg) = f(§)Ag,g + 8(n)Agy, f, hence

181 5.ry < 11D 181550 + 181 DG I F 15

Secondly, the operator Ag;, commutes with the derivative in any variable. O
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3.3. The canonical transform. In this section we study the Hamiltonian flow generated
by a function F € Ff g(s_ o) globally of degree 2, i.e. of degree 2 in the variables z, 7
and of degree 1 in the variable y. Namely, we consider the system

{ 6@, 31, 2, 2()) = Xr((0(0), y(0), 2(1), Z(1))),

3.28
(6(0). y(0), 2(0). 20)) = (8°. y°.2°.2). (3:28)

Lemma3.5.Let 0 < 0 < s/3 and F € ng(x_a’r) with F of degree 2. Assume
that (F):D(Sf{”) < Co. Then the solution of Eq. (3.28) with initial condition
(0°,°,29,2°) € D(s — 30, &), satisfies (0(1), y(1),z(1),Z(t)) € D(s — 20, %) for
all 0 <t < 1, and we have the estimates

W@ | _ Cr(F)} ps—our)

< - with w® = z° 0rZQ, 3.29
o<r=1 ! duwf ojb S G:29)
dwg (1) C<F>:D(s—a r) . — 0 0 . =0
su ‘ < — e +8ix with wy =zporzg, wW:=2;0rz;,
ozron | awl | = GROPA+j—k) A
(3.30)
@) CIF) pi—o.
| = e (331)
0<r<l yj o
%y (t C(F)} ps—
5 ﬁk( )0 = rI’D(‘Y.U_’r). with w?:z? orZ?, w(;:z(} orig.
0<r<l1 wjawl G(l]) ( +|l ]|)
(3.32)

Before we turn to the proof of Lemma 3.5, we introduce a space of infinite dimen-
sional matrices, with decaying coefficients. Let || - || be any submultiplicative norm on

M3 2(C), the space of the 2 x 2 complex matrices. For 8 > 0, we say that B € Mf’+
if ((B »E,s < 00, where the norm (( - »E,s is given by the condition?

IBjill < (B
Sup Sup il = 75 2.+ . .
fellimbl<s GDE+1j =1

Then we have the following result

Vijl>1.

Lemma 3.6. Let A, B € Mf’+. Then AB € /\/lf’+ and
((AB))5, < CULANE (B,

Proof. Forall j,I > 1, (AB)jl = Zkzl Ak By;. Since || - || is submultiplicative,

I(AB) Il < D>~ 1Akl Bu
k>1
(CANE (B}

1

2 This means that (- ))E 5 is the smallest real number which satisfies the mentioned conditions : this defines
anorm.
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Thanks to the triangle inequality, for all j,/ > 1,

1 1
k>1 k>1:1j—kl=<lj—1 k>1:|l—k|l>=lj—Ilj,
feztpcfe=t1clj—rzli—npUJle=1 10—k =31 -}
thus, by splitting the sum in (3.33) we obtain the desired result. O

Proof of Lemma 3.5. Here we introduce the notations Z; = (z;,%;) and Z = (Z) j>1.
Then F reads

F,y,Z)=by(0)+b1(0)-y+a®)- -Z+ %(A(G)Z) -Z, (3.34)
with
bo(0) = F(0,0,0), bi(6) =V, F(,0,0), a@) =VzF(@®,0,0),

and A = (4; ;) is the infinite matrix so that

92F 92F
55 (0.0,00 ———(8,0,0)
Aij(0) = ga ;f ga ;J . (3.35)
——(0,0,00) ———(6,0,0)
07;0z; 07;07;

Observe that A is symmetric.

By [16, Est. (9)], the flow X} exists for 0 < ¢ < 1 and maps D(s — 30, ﬁ) into
D(s — 20, 5). Here we have to give a precise description of X Lfor0 <r <1
This is possible thanks to the particular structure (3.34) of F. In the sequel we write
@@, y(1), Z(1) = X7(6°,)°, Z%).

® To begin with, the equation for 6 reads
6(1) = VyF(0,0,0) =b1(9), 6(0) = 6°. (3.36)

Since by is a smooth function (see (3.2)), the n-dimensional system (3.36) admits a
unique (smooth) local solution (). By the work of J. Péschel, this solution exists until
time t = 1, and we have the bound

sup Im 6(1)| < s — 20, (3.37)

0<t<1

(this can here be recovered by the usual bootstrap argument, using the smallness assump-
tion on F).

® We now turn to the equation in Z. We have to solve

Z(t) =JVzF@,y, Z)(t), Z©0)=Z°, (3.38)

I = diag[ (—Ol (1)) }jzl'

Notice that by [16, Est. (9)] we already know that

where

,
sup IIZ(t)Ilggu <3 (3.39)
0<t<l
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but we need to precise the behavior of Z(¢). Since & = 6(¢) is known by the previous
step, in view of (3.34), Eq. (3.38) reads

Z(t) = b(t) + B(t) - Z(1), Z(0) = A (3.40)
where b(t) = Ja(6(t)) and B(t) = JA(O(1)).

We now iterate the integral formulation of the problem

t
Z(1) = zo+/ (b(t1) + B(t) - Z(1))dr,
0
and formally obtain
Z(t) = b + (1+ B> (1)) 2, (3.41)
where
b1 = / / / H B(t)b(t)dty - - - dry dry, (3.42)
k>1
and
B®(t) = Z/ / / H B(tj)d - - -dp dry. (3.43)
k>1
By (3.35) and (3.37), there exists C > 0 so that
sup ||B(l‘)||£2 g%y <C,

0<r<l

and thus, for all 0 < ¢ < 1 the series (3.42) converges and

162 @)l < s ||b(t)||ez >k 1/ / / f - dip dfy

k>1
k—1
< sup 6@l >
0=t=l k=1
CC—
< sup 6@l
0<r<1
< C sup ||b(t)||gz (3.44)
0<r<1

Similarly we have uniformly in0 <t < 1,
1BX0llg e < C.

As a conclusion, the formula (3.41) makes sense.
Indeed, we need more precise estimates on B>. Recall that B(t) = A(6(t)), where

A is defined by (3.35). Then by (3.35) and (3.37), forall0 <t < 1, B(t) € ./\/lf’_t, and
Supg<, <1 {{ B(?) ))ﬂ g S C(F )r’D(s_U’r). Hence by Lemma 3.6 and (3.43),

(B® )y < e mpoon —1 < CF) pis_o- (3.45)
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® Finally we turn to the equation in y,

y(t) = —VoF (0, y, 2)(1t), y(0)=y".

We already know the functions 6 (¢) and Z(¢). Moreover as the function F (3.34) is linear
in y, the previous n—dimensional system reads

IO = f@O)+gy@), y©0) =y’ (3.46)

with

1
J(t) = =Vgbo(0(1)) + Vpa(0(1)) - Z(1) + E(VeA(Q(t))Z(t)) - Z(1),
and
g(t) = =Vgb1(0(1)) = VgV, F(6,0,0).
We can solve Eq. (3.46) with the same techniques as Eq. (3.38). In fact we have formally
(1) = [0+ (1+8%1)y°, (3.47)
where
o= / / / H gt f () -~ dry dry, (3.48)
k>1
and
gx() = Z/ / / H g(t)dey - - dry dry.
k>1

By (3.37) and the Cauchy formula

¢ C(F)
sup [lg@®)| < max H < rDG=or)
0<r<l o 1<j<n 8y/ D(s—a,r) o

and similarly to (3.44) we have forall 0 <t < 1,

M1 = C sup [f@D)],

0<t<l
and

C(F)
gl < % (3.49)

which shows the convergence of the series defining (3.47).

® It remains to show the estimates on the solutions of (3.28).
e First we prove (3.30). By (3.40),

10
VZ?Zk(t) = (0 1)5](./ + B;:f([),
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therefore by (3.45), for k # j we have

V0 24(0)] < Ptz
% T GRPA 1~ kD

and [[V,0Z;@)|| <1, (3.50)
J

which was the claim.
e We prove (3.31). By (3.47) we have

) =[O+ + D gmyY,

1<j<n

hence g% =k + g;?i(t) and the claim follows from (3.49) (f°° does not depend
0 .

0
ony").
o We prove (3.29). Since g and ¢g* do not depend on Z, from (3.47) we deduce that
;Tyo =. Now by definition (3.48) of f°°, we get that forall 0 <t <1,
j
ay(t) af>(t)
\ YOI |20 < v, 0] € sup 19,0 £l (3.51)
azj sz i 0<t<1 Y
Forall 1 <[ < n, we compute
V2 fi(t) = dgan (0(1) + D 95 Ak (O()) Zi (). (3.52)
i>1

As ai(9) = Vz, F (0,0, 0), with the Cauchy formula we deduce

Cr(F)r D(s—o r)

C
Oi‘;gl |9g,ar ()| < ;HVZkF“D(s—a,r) = ok1+B

Similarly with (3.35),

C<F)::,D(s—0,r)
(k)P +i —k|)

sup |0, Ari (0(1))] <
0<t<l1

Inserting the two previous estimates in (3.52), we obtain using (3.39) and the Cauchy-
Schwarz inequality,

C (F>:D(s—or) |Zi|
\Y% H< -—-—- PR —
Va ol = -5 (”;1 A=)

< Cr(F):D(sfo,r)
- okP

Since Vz?fl(t) = Zkzl (VZ? Zi (t)) Vz, f1(t), from (3.50) and (3.53) we deduce

(3.53)

V20 i1 < DIV A Ze OV Z /i)

k>1
CriF); b0 (Z ! + 1)
ojP S kP14 — kD)
Cr{F)*t
< ( >r,D(s—U,r)

’

ojb
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and together with (3.51), we get that for all j > 1,

‘ay(t) < Cr(F>r D(s— or)
0<r<l BZ(; a oj?

e [t remains to show (3.32). First we have

’ By(t)

VV t’<Csu

0<r<1

VZIQVZ;)f(t)).

Then from the very definition of f, V0V 0 f(t) = Vg A;;(6(¢)), and using the Cauchy
i J
estimate in 6 we get,

’ By(t) < C<F>rD(A —o,r)
0200201 = o (NP +1i = jI)

which was the claim. O

In the next result, we denote by | - £ the Lipschitz norm

I~ s SO = FO)
£nell & — nl '
§#n

We have an analogous result to Lemma 3.5 with Lipschitz norms.

Lemma 3.7. Under the assumptions of Lemma 3.5 and the condition (F ):’Dﬁ(k or) =
Co the solution of (3.28) satisfies moreover

L
()£ Cr{F) -

’ yk(o) r’_[;(s 20 ywith w?:z? orfg,
0<t<l awj aj

IA

L
8wk(t)[’< C<F):,D(x—a,r)
oul | = GRP(L+1j— kD)

with wy = zx or Zk, w? zz(])» orZ(},

0<t<l

+L
ayk(t) £ < C(F>r,D(s—U,r)

0<t<1 ’ ay? o

L
%ye(t) (£ C(F)} pis—
su %’k( )0 < oPeon i 0 = 20 0r 20, w) =29 orz).
0<r<l1 Bwjawl U(lj)ﬁ(l-'-'l_Jl)

Proof. We won’tdetail the proof, since it is tedious and similar to the proof of Lemma 3.5.
First we define the space Mf’+’£ with norm ((- ))Ef similarly to Mf ", but with a
Lipschitz norm in &. Then we have ((AB))"% < C(((A))™£((B))" + ((B))"£((A))").
Then one can follow the proof of Lemma 3.5 and use that the different norms (say || - ||)
which appear satisfy [| f¢[1© < C(IfI“Igll + 1 flllgl©). ©

To conclude this section, we state a result which shows that the Lie transform asso-
ciated to a quadratic function, is also quadratic. This will be crucial in the proof of
Theorem 2.3 (see Sect. 5.2).
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Corollary 3.8. The symplectic application X 117 reads

0 K(©9)
y | — | LO,Z2)+M@O)Z+SO)y |,
Z TO)+U®B)Z

where L(0, Z) is quadratic in Z, M(0) and U (0) are bounded linear operators from
Kﬁ, X E%p into itself and S(0) is a bounded linear map from R" to R".

Proof. The claim follows from the proof of Lemma 3.5. The structure of Z(1) follows
from (3.40), while the structure of y(1) comes from (3.47) and (3.48). O

3.4. Composition estimates. Inthis section we study the new Hamiltonian obtained after
composition with the canonical transformation X }

Proposition3.9. Let 0 < n < 1/8and 0 < o < 5, R € FerD(szJAm) and F €
Ff’g(s_g’r) withFofdegree2.Assumethat(F):D(S)r)+(F):’§(S’r) < Co.Then RoX}. €

Fn 7. D(s—50.1r) and we have the estimates

(Ro Xll: )nr,D(S*sO'JV) <C(R )nr,D(s72<r,4nr), (3.54)

1\L L
(Ro XF )nr,D(s—SG,nr) = C(< R >’7",D(S—2‘7’471") +(R )nr,D(s—2a,4nr))‘

Proof. The proof of the first estimate relies on Lemma 3.5. We omit the proof of the
second, which is similar using the estimates of Lemma 3.7 instead.
In the sequel, we use the notation (@, y, z, Z) = X}F(OO, y9, 29, 29).

® Since X}p maps D(s — 30, 7) into D(s — 20, 7), it is clear that

R o X}:'”D(S—SU,?’]V) = C<R>nr,D(s—20,477r)' (3.55)

® By the Leibniz rule, forall 1 < j <n,

d(RoXk) i IR(X}) dyx

0 9
ay; = e 0y

and by (3.31) we deduce

= C<R>nr,D(s720,477r)- (356)

H d(RoXL) H
3y;) D(s—50.qr)

® For j > 1, the derivative in z(j). reads

d(RoXL) _ Z": OR(X}) dyk . (BR(X;)% .\ aR(x;)@)_

az° Iy 829 Iz 929 0z 029

J k=1 k>1
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Therefore, thanks to (3.29) and (3.32) we get

H d(R o X},) H
D(s—5o,nr)

Yk

3Zk)
8z

0
3Zj

23 ok

—So,nr) D(s—50,r)

J
> |52
pa— Yk D(s—

C 1
— (R _ (1+ )
jﬂ< i D(s =20 407) ;kzﬂ(lﬂj—kl)

IA

IA

C
j_ﬂ<R)nr,D(s—2a,4nr)« (3.57)

92 fori. i
or i,
BZ?BZ(} D(s—50,nr) J
will follow from the next estimations.

A%

® We now estimate ‘ 1. By the Leibniz rule, the result

e Using the Cauchy estimate in y; and (3.29),

H Z PR(XL ) yk Iy _ C{(R)yr,D(s—20,4n9r)

AT yrdy; 8z 8z HD(S —So.r) (ij)P

e By (3.32)

H Z aR(XF) 9% yk ” _ CR)yr,Ds—20.401)
Oy 920029 I Dts—s0nr) @)?

1<k<n

e By (3.30)

H O*R(X}) dzx 0z H _ CR)wr.Ds=20,4n1)
sz(t)azz 82 Bz D(s—50,qr) ij)P

e Using the Cauchy estimate in zi, (3.29) and (3.30) we get,

H Z 8 R(X}) dy1 9z H C(R) nr, D(s—20,477)
zx 0y 8z Bz D(s—50,nr) (ij)P

l<l<n

All these estimates yield

(3.58)

H 82(R o XF) H < C<R>nr,D(s72d,4nr)
82?82 D(s—5o,qr) (ij)lB

Finally, (3.54) follows from (3.55), (3.56), (3.57) and (3.58). O
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3.5. Approximation estimates. Recall that the notation || - ||*

either for || - || or || - |£ (respectively (-) or (- )£).

First we recall some approximation results [16, Est. (7)], which show that the second
order approximation of P can be controlled by P, and that P — R is small when we
contract the domain (this contraction is governed by the new parameter n):

(respectively (-)*) stands

Lemma 3.10 ([16]). Let P satisfy Assumption 3 and consider its Taylor approximation
R of the form (2.9). Then there exists C > 0 so that for all n > 0,

||XR||;D(SJ) =< C”XP”;k,D(S,r), and || Xp — XR”;r,D(sAnr) =< C’IHXPH;k,D(S,r)'
We have an analogous result for the norm (- ), p(s,r)-

Lemma 3.11. Let P € Ff D(s.r) and consider its Taylor approximation R of the form
(2.9). Then there exists C > 0 so that for all n > 0,

(R pis.ry = CIP) Ds.ry»

and

(P — R);r,D(sAnr) = Cn<P>:,D(,\',r)’

Proof. e We first prove the second estimate. Define the one variable function f(f) =
PO, 12 v, tz, tz). Then by the Taylor formula, there exists 0 < #y < 1 so that

1 1
F=FO+ O +3f"0)+ gf(3)(to),

which reads

1
P@©,y,2,2) = RO, y,2,0) = [P (0)
PP 9P ,9%P
_o(dLE EE 2Py
S yzayaz Y dy?
Using the Cauchy estimates in z or in y, we obtain

IP — Rl ps.anry < Cn () (P)y.pis.r-

The estimates of the derivatives are obtained by the same method, with the adequate
choice of the function f. A derivative in z costs 1 and a derivative in y costs .

It is then also clear that we have (P — R)fr Dis.dnr) = Cn(P)fD(S -

e The inequality (R)j‘, D) = C (P);‘, D(s.r) is a consequence of the previous point with
n=1 10
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4. The KAM Step

Let N be a Hamiltonian in normal form as in (1.2), which reads in the variables
©,y,2,2),

N= D w0+ )z,

I<j=n j=1

and suppose that Assumptions 1 and 2 are satisfied.
Consider a perturbation P which satisfies Assumptions 3 and 4 for some r, s > 0.
Then choose 0 < n < 1/8,0 < o < s, and assume that

a r r otUH'lnz
(P + 1Xp I + 2 (PYopr + 1XPIF o) < T @D

where ¢ is given by Lemmas 3.1 and 3.2, ¢ is a large constant depending only on n and
T (see [16, Est. (6)].)

Thus, by Lemmas 3.1 and 3.10, the solution F' of the homological equation (2.10)
satisfies

Xl < ixplf <on?
F r,D(s—o,r) — O(Ut P r,D(s—o,r) — n.

Similarly, by Lemmas 3.2 and 3.11,
C

ao!

<F)+,*

L 2
r,D(s—o,r) = <P)r,D(s,r) =oan,

so that the hypothesis Lemma 3.5 are fulfilled. We use the notations of Sect. 2.3.

4.1. Estimates on the new error term. We estimate the new error term Py given by
(2.12).

Lemma 4.1. Assume (4.1). Then there exists C > 0 (independent of n and o) so that
forall0 < A < &,

A A
<P+)77r,D(s—50,r]r) + ||XP+ Hnr,D(s—Sa,r;r)

€ _(py Xp| L on((py Xp|
= wo'p? ( >r,D(s,r)+|| P”r,D(s,r) +Cn|{ )r,D(s,r)+” P”r,D(s,r) .

Proof. By [16, Est. (13)], we already have

C 2
A X A
1 X P, N5 D(s—50,r) = ) (IXPN2 D)+ CallX el ps.r- 4.2)
It remains to prove a similar estimate for the (, ) norm. By Lemmas 3.5 and 3.11,
1\A 2 2

<(P - R) ° XF>nr,D(375<7,7]r) = C(P - R>nr,D(372d,4nr) = Cn<P>r,D(s,r)'

Then by Lemma 3.5 again,
1 1
(| {R@.F}oXpdtyy pi s = C [ ({RO.F}oXu) pis—sopmds
0 0

A
= C<{ R(t)’ F }>nr,D(s—2a,4r]r)'
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Since R € FED(”) and F € Ff’g(s_a_’r) are both of degree 2 we can apply Lemma 3.4
and write

1
</O {R(t)’ F} o XtF dt)i;r,D(sfﬁr,nr) =

Finally by Lemmas 3.2 and 3.11,

A +,A C A 2 C A 2
<R>nr,D(S,nr) (F>nr,D(st,7]r) = W(“{)nr,D(s,nr)) = O{Utﬂz ((P)r,D(s,r)) ’

+,A

C A
; <R>nr,D(s,nr) <F>nr,D(s—cf,r;r)'

where we used that (-),, pe,nry =< n_2(~),,D(S)r). Putting the previous estimates
together, we complete the proof. O

4.2. Estimates on the frequencies. We turn to the new frequencies given by (2.11).
Lemma 4.2. There exists K > 10 and o, > 0 so that

koo @12 @] 20l K=K =2
k

In fact K can be made explicit, it depends on n, t, c¢o and on all the constants C.

Proof. On the one hand, since 6j &) = gTi(O, 0,0,0, &), by Lemma 3.10 we deduce
that

. oN
wln < sup  |—I = I XglrDe,») < CIXRIrDe,ry < ClXpPlrDes,r)-
D(s,r)xIT 0Y

On the other hand, & (£) = %(o, 0,0,0, &), thus

~ 2N . -

|Q|2ﬁ,l'[ =< sup Ia — |J2ﬂ =< (N)r,D(s—U,r) =< C(R>r,D(s,r) =< C<P>r,D(s,r),
D(s,r)xI1 ZjaZj

4.3)

hence by the two previous estimates

@l +[QPp.n < C(IXPlrDer) +(P)rDe.n)- (4.4)
Similarly, for the Lipschitz norms we obtain

1BIf + 121550 < CUXPIE D + (P r)-
We follow the analysis done in [16] to bound the small divisors and thanks to (4.4),

|k-@+1-Q| < kI (1@In +[Q2p.1)
< ClkIOY(I1XPllr,Disry + (P)r.D(s,r))-

We now choose @ > CoK maxkj<x Ax(IXpllr,pes.r) + {P)r,D(s.r))» Where Cp is a large
universal constant, and thanks to the estimate given by the frequencies before the iteration
we get

k- (&) +1- Q%) > a+ﬂ, k| < K,
Ax

with oy = o — @. It remains to show that o* > 0. This is done in [16, Sect. 4], and the
proof still holds with the new norms. O
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Remark 4.3. The key point in the previous proof is the estimate (4.3), which shows that
the perturbations of the external frequencies can be controlled by (P),, p(s,r)- In the case
of a smoothing perturbation P (case p > p in (1.4)), the norm (-), p(s,r) is not needed
(more precisely, the decay of the derivatives of P is not needed), because we then have

1Q02p.1 < X pllr.Dis.ry With B = (B — p)/2.

5. Iteration and Convergence

In this section we are exactly in the setting of [16], and we can make the same choice of
the parameters in the iteration. We reproduce here the argument of J. Pdschel.

5.1. The iterative lemma. Denote Py = P and Ny = N. Then at the v step of the
Newton scheme, we have a Hamiltonian H, = N, + P,, so that the new error term P, |
is given by the formula (2.12) and the new normal form N, is associated with the new
frequencies given by (2.11).

Let ¢1 be twice the maximum of all constants obtained during the KAM step. Set
ro=r,s0=s,00 =« and Mo = M. Forv > 0 and k = 4/3 set

[e1)) _ _ oy
ay = —1+27Y), My=My2—-2"), A = —,
v ) ( ) v o ) v M,
cres oy 3 &y
E =, (o2 = —, =,
v+1 (0(1)0’5)'(_1 v+l ) ny OlvO',f

and
Spsl = Sy — 50y, Tyrl = Ml

The initial conditions are chosen in the following way : o9 = s9/40 < 1/4 so that
50 > 81> -+ > 50/2,

t +3 . \3
g0 = Yoo, and yp = (co +2 cl) ,

where ¢ is the constant which appears in (4.1). We also define K, = K(2" with

K5 =1/(c1y0).
With the notation D, = D(s,, r,) we have

Lemma 5.1 (Iterative lemma, [16]). Suppose that H, = N,, + P, is given on D,, x I1,,
where N, = w,,(§) - y+Q,(§) - 2z is a normal form satisfying |w, |ﬁv +|Q, |2£/3»Hv <M,,

k- wy (&) +1-2,(8) = av<l—>a k,1) € Z,
Ap
on I, and

2 a
(P)." p, + IIXpPl,) p, =< é€v.

Then there exists a Lipschitz family of real analytic symplectic coordinate transforma-
tions ®,,1 : Dyy1 x I[1, —> D, and a closed subset

My = Hv\ U R]l(};-l(avﬂ)v
|k|> K\
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of I1,,, where
b4l _ , ()
Ry (ave1) =185 €Iy @ k- wpp +1- Q41| < Olv+1A_k )

such that for Hy,y1 = Hy, 0 ®,4+1 = Ny41 + Py+1, the same assumptions are satisfied with
v + 1 in place of v.

We don’t give the details of the proof of this result, since it is entirely done in [16] :
it is of course an induction on v € N which essentially relies on the results of Sect. 4.

5.2. Proofof Theorem 2.3. The result of Theorem 2.3 is the convergence of the sequence
H,, to a Hamiltonian in normal form, for parameters £ in a set 1, which is the limit of
the sets IT,,.

We again follow the proof of Poschel and we recall the following lemma

Lemma 5.2 (Estimates, [16]). For v > 0,

1 S X Cey
U_V||<Dv+1 - ld”r:va+l’ ||Dq)v+1 - I”i’\j,rv,D\wl S m,
v

A A
|@ys1 — wvh—;uv, |41 — Qu|2/vg,nv < Ce,.

Set Iy = M\ U, ; Ry} and Iy = Ny 1,. The proof that Meas(IT\IT,) —> 0
when @« — 0 is done in [16, Sect. 5] and we do not repeat it here.
For v > 1 we define the map

P’ =Pjo0---0d, : D, x,_1 — D,_1,

and thus we have H, = H o ®". With Lemma 5.2 and since> Ny=1D, xI1, = D(s/2) x
I, we are then able to show, as in [16], that ®" is a Cauchy sequence for the supremum
norm on D(s/2) x Ily. Thus it converges uniformly on D(s/2) x I1, and its limit ® is
real analytic on D(s/2). Further, the estimate (2.6) holds on D(s/2) x I1,.

It remains to prove that @ is indeed defined on D(s/2,r/2) x I1, with the same
estimate. By Corollary 3.8 all the transforms ®" are linear in y and quadratic in z, Z
and thus the same is true for the transform & (this fact was also used in [17] or [6]).
This specific form is stable by composition and thus all the ®" have this form and in
particular they are linear in y and quadratic in z, Z.

Therefore it suffices to verify that the first derivatives with respect to y, z, z and the
second derivatives with respect to z, Z of ®" are uniformly convergent on D(s/2) x I,
to conclude that ®" convergences to @ (actually an extension of the previously defined
@) uniformly on D(s/2, p) x I for any p. In particular, for » small enough,

® : D(s/2,r/2) x Iy — D(s,71),

and @ still satisfies estimate (2.6).
So it remains to analyse the convergence of the derivatives. Using Lemma 5.2 we
obtain successively || D®, ||, »,.p, < 2, and then uniformly on D(s/2) x I,

1
|D®"*! — DO, 1,0, < I1DPollr, .0, 1DPy = Il 1, D,

3 Here we use the notation D(s/2) = D(s/2,0).
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and we deduce that uniformly on D(s/2) x I,
DOV — DDy, 1,0, < ce)/>.

So again D®"V converges uniformly on D(s/2) x Il,. Similarly we obtain the conver-
gence of the second derivatives using the formula

D2¢U+] — qu)l) . (DCDU)Z + (DV . qu)l).
On the other hand, again using Lemma 5.2, the frequencies functions w, and €2, con-
verge uniformly on I, to Lipschitz functions w* and * satisfying (2.7) and thus (2.8)

in view of Lemma 5.1.
We then deduce that, uniformly on D(s/2,7/2) x I,

Ry:=Ho® —N, — Hod—N*=:R"

and since for all v the Taylor expansion of R, contains only monomials y”z%z%, with
2|m| + |q + q| > 3, the same property holds true for R*. O

6. Application to the Nonlinear Schrodinger Equation

Let n > 1 be an integer and v, ¢ > 0 be two small parameters so that v > Coe, where
Co > 0 is a constant which will be defined later. Set IT = [—1, 1]*. We consider a
perturbation of the one dimensional Schrodinger equation with harmonic potential

i0u +0%u — x°u — vV (E, X)u = elul*u, (t,x) e R xR, 6.1)

wherem > 1isaninteger and (V (&, ')) gerl is family of areal analytic bounded potentials
with V (0, -) = 0 which will be made explicit below.

Recall that T = —32 + x? denotes the harmonic oscillator. Its eigenfunctions are the
Hermite functions (%) j>1, associated to the eigenvalues (2j — 1) j>1. Now consider the
linear operator A = A(v, £) = —32 + x% + vV (£, x). Under the previous assumptions,

A is self-adjoint and has pure point spectrum with simple eigenvalues (A ; (v, §)) j>1 sat-
isfying A (v, &) ~ 2j — L. Its eigenfunctions (go i (&, ~))j.Z | form an orthonormal basis
of L%(R), and @j¢,)~hjasv — Oin L? norm. As a consequence A and T have the
same domain and D(AP/2) = HP. We will prove these facts for the particular class of
potentials we will consider (see Lemmas 6.2 and 6.3 below).

The parameter ¢ > 0 will be small so that we can apply Theorem 2.3 and v > 0
will be small too, so that we have a suitable perturbation theory for the operator A. We
now explain the restriction v > Coe. The aim of this section is to construct a potential
V so that Theorem 2.3 applies, and in particular, (2.3) has to be satisfied. Small values
of k, [ in (2.3) and the asymptotics of Lemma 6.3 give Cv > «. This together with the
condition ¢ < gg in Theorem 2.3 yields the result.

We fix a finite subset 7 of N of cardinal n. Without loss of generality and in order to
simplify the presentation, we assume J = {1, --- , n}. We then expand u# and u in the
basis of eigenfunctions using the phase space structure of the Introduction, namely we
write

) = D> + 120 (6. 0) + D 2jpjn(E, x),

j=l1 j=l1

Q) = > 0+ 1) g, 1) + D 20 an (6. 2),

j=1 jzl1



414 B. Grébert, L. Thomann

where (6, y,7,7) € PP = T" x R" x E% x Z%, (recall that Z%, is the space ¢2, with

W(j) = jP/?) are regarded as variables and / € R are regarded as parameters (here
R, denotes the set of non negative real numbers). In this setting Eq. (6.1) reads as the
Hamilton equations associated to the Hamiltonian function H = N + P, where

N = ZAJ(V’S)YJ' +2Aj(‘)7§)2jfj,

Jj=1 j=l1

A0, &) = Ajn(v, £), Gu, i) = (uit)™" and

P®,y,2,7) =e/RG(Z<yj+lj>%e"9f<pj<s,x>+Zz,»<p,-+n<$,x>,
j=1

j=1

S0+ e i 0+ D e 0)dr. (62)

j=1 izl

For the sequel we fix (I)1<j<,. We assume that (0, y, z,z) € D(s, r) for some fixed
s,r > 0 (recall Definition (2.4) of D(s, r)). There is no particular smallness assump-
tion on s, 7, we only have to take r > 0 with » < minj<j<, /; so that (y; + 1]-)1/2 is
well-defined.

We now show that we can construct a class of potentials V so that Theorem 2.3
applies.

6.1. Definition of the family of potentials V. Let (fj)1<j<n be the dual basis of
(h)i<j<ns ie. (fj) € Spang(h, ..., h;) and [p fih; = 8 forall 1 < j,k < n.
We say that o = (otx)k>n+1 € Zp if —% <o < % for all k > n + 1. We endow the set
of such sequences by the probability measure defined as the infinite product (k > n + 1)

of the Lebesgue measure on [—1/2, 1/2]. Then define

gr) = D axe Fhy 1 (V2x),

k>n+1
and for & = (&1,...,&,) e I1 =[—1, 1]" and
V(E x) =D & filx) +Eg(x). (6.3)
k=1

The spectral data ¢; and A ; are defined by the spectral equation

(=32 +x2+VV (£, %)@ (E,x) = A;(vE)@; (E, x), (6.4)

and we assume that the (¢;) are L2 —normalised ([|¢; (£, )|, = 1 for all & € IT and
J = 1). Moreover, in order to define ¢; uniquely, we impose (¢;, h;) > 0.

In the sequel we need a particular case of estimates proved by K. Yajima & G. Zhang
[22].
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Lemma 6.1 ([22]). For all 2 < p < oo there exists « > 0 and C > 0 so that for all
Eelland j > 1,

loj . Iier@w < Cj~". (6.5)

The next result is the key estimate in our perturbation theory.

Lemma 6.2. There exist o« > 0 and C > 0 so that forall € € T1,v > 0and j > 1,

lej &, ) —ejm )2 < Cvlg —nlj™. (6.6)

In particular ||; (£, ) — hjll;2 < Cv|&]j~%, which shows that the ¢; are close to
the Hermite functions in L2 norm.

Proof. In the sequel, we write ¢; (§) instead of ¢; (&, -). For &, n € I1, we compute

A& () = (=32 +x + VvV (E, 0))e; ()
=A;wneim) +vVE, x) =V, x)ei(mn).

Thus by (6.3) and (6.5) there exists & > 0 such that

(AW E) = 2,0 > = VIV E) = Ve (Dl 2
<VIVE = VDl
< Cvlg —nlj . 6.7)

A

Choosing n = 0in (6.7), and as ¢;(0) = hj and 1;(0) =2/ — 1, we get

P= kil = (408 = @5 = D) o 2 (A0S = @) = D)Ay 2
< Cvj [ (AvE) — @ — D) | o o

The previous estimate together with the general formula which holds for any self-adjoint
operator || (A(v€) — (2j — 1))‘1 22 =dist(2j — 1,0 (A(v g)))‘1 gives dist(2j —
1,0(A(v 5))) < Cvj~%, where o (A(v &)) denotes the spectrum of A(v&). A similar
argument, taking & = 0 in (6.7), leads to dist(A;(vn), o(T)) < Cvj~“. Thus for all
j=1,

AiE) =2j —1+v 0. (6.8)

Using that (¢ (§))k>1 is a Hilbertian basis of L?(R), we deduce

les ) — (9, ). ;M0 E) 72 = D () — (@6). 9 (D)0 &), 1 ()]

k>1

= D Uei, ). (6.9)

k>1,k#j
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With the same decomposition, we can also write

I(AWE) = 2;(0m)e; 7. = Z (AW E) = 2;m)e; (1), e (E))I?

k>1

= > N &) = ;0 m)er ). @5 ()1

k>1

=D &) — 20l (), ;)

k>1

> D> e, e )1, (6.10)

k>1,k#j

because by (6.8) [Ax(vE) — Aj(vn)| > 1 for k # j uniformly in &,  and uniformly in
v small enough. Now by (6.7), (6.9) and (6.10) we deduce that

lejm — (@ ®), ‘Pj(’)))‘ﬂj(g)”iz < Cvl§ —nlj~*

In particular, taking the scalar product of ¢;(n) with ¢;(n) — (¢; (&), ¢;(M)e; (), we
obtain

|1 = (&), 9;(m)?| < Cvlg —nlj ™.

The last two estimates imply [|¢;(§) — ¢ (Ml 2 < Cv]|§ — n|j~* which was the
claim. O

Lemma 6.3. We have the following asymptotics when v — 0,

AjwE)=2j—1+vEj+o(v), V1< j<n, (6.11)

AV E) = hjun(v) =2(j+n)—1+stk/R<fk+51kg>hi+,-+o<v>, Vi
k=1

(6.12)
Proof. We first prove (6.11). We differentiate Eq. (6.4) in &,
@) @j(§)  9r;(vE)
A(Vé)éT +V(fi +S1k8)9; (§) = x,-(us)gT + 3& 0 (),

take the scalar product with ¢; (&) and the selfadjointness of A(v§) gives

o

0we) _, / (fi+ 51k2)02(6). (6.13)

98k R ‘

Now by (6.6),

|/R(fk +81) (97(€) — R < | fi + SugllLxllg &)+l 2ll0; (€) — hjll 2
= Cllg;j¢) —hjll;z — 0
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when v — 0. Thus by definition of the f; and g and by estimate (6.13), we obtain that
foralll < j <mn,

o =2j—1+v25k/R(fk+61kg)h§+o(v>
k=1
=2j—1+vE;+o(v),

which is (6.11).
The asymptotic of (6.12) is proved in the same way. Observe that we can prove a
better estimate on the error term using (6.8), but we do not need it here. O

6.2. Verification of Assumptions I and 2.

Lemma 6.4. There exists a null measure set N' C Z, such that for all @ € Z,\N we
have forall 1 < p, q, with p # q,

/ (fr+&hh,, ¢Z, (6.14)
R
and

/ (fr+e)hy,, £hy,) ¢ L. (6.15)
R

Proof. For j > 1, the Hermite function 4 ; reads h;(x) = P; (x)e_xz/z, where P; is a
polynomial of degree exactly (j — 1), and P; is even (resp. odd) when (j — 1) is even

(resp. odd). We have Spang (A1, ..., h,) = e’xz/an_l [X]. Thus we deduce that there
exist (ug;) so that

J
h?(x) = Zﬂkthk—l(\/zx), (6.16)

k=1
with u;; # 0.
We assume that ¢ < p. The application

(an7an+la---)'_>‘/R(fl+g)(hg+p:thizz+q)

is a linear form. In order to prove (6.15), it suffices to check that this linear form is
nontrivial. According to (6.16) and to the definition of f} and g, the coefficient of 4,
is

C_(n+p)ll«n+p,n+17 /R h%(n+p)—1(ﬁx)dx = e_("+P)an+p,n+17/\/§ 5& 0.

Therefore for fixed p, ¢, (6.15) is satisfied on the complementary of a null measure set
Np.q. Finally, (6.15) is satisfied on Z,\\V, where N’ = U,, ;> 1N, 4. The proof of (6.14)
is similar. O
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In the sequel we fix o € Z,\/V so that Lemma 6.4 holds true. We are now able to
show that Assumption 1 is satisfied. Recall that in our setting, the internal frequencies
are A(vE) = (A;(v€))1<j<x and the external frequencies are A (V) = (A;(v));j>1
with A j(VE) = Ay (VE).

Lemma 6.5. There exists vo > 0 so that for all 0 < v < vy we have
Meas({g €T : k-AWE) +1-A(WE) =0}) —0, YD) e€Z, (617

and for all & € T,
[-AWE)#0, VI <2 (6.18)

Proof. We prove (6.17) by contradiction. Let (k,/) € Z. In the case |/| = 2 in (6.17)
we can write

k-r&) +1-AE) = ij?»j(V%') +hnip(VE) = Apiq(vE) := F(v§),

j=1

for some p, g > 1. Now if (6.17) does not hold, F : R — Risa C! function which
vanishes on a set of positive measure in any neighbourhood of 0, thus F'(0) = 0 and for
alll <k <n, g—;k(O) = 0. By Lemma 6.3 these conditions read

n

Z(Zj — Dk;j+2(p—q) =0 and
j=1

kj+/R(f,-+5,-jg)(hi+p—hﬁ+q) =0, Vli<j<n. (6.19)
In particular for j = 1, (6.19) is in contradiction with (6.15). The case |/| = 1 is similar,
using (6.14).

It remains to prove (6.18). Forall j > 1, Aj(vE) —> 2j — 1 when v — 0. Hence
(6.18) holds true if v is small enough. O

We now check Assumption 2. Firstly, thanks to (6.8) we have that for j, k > 1,
|A;(vE) — Ak (vE)| > |j — k|l and |Aj(vE)| > j. Then by (6.13) and (6.5),

[Aj(WE) — Aj(vn)l

IA

v[& —n| sup / |(fic + 81k)p3 6. )]
EellJR

IA

vIE =l fi + S1xg| 12 sup ll9jan (&, I
Eell

A

< Cvl§ —nlj™",

and Assumption 2 is fulfilled.



KAM for the Quantum Harmonic Oscillator 419

6.3. Verification of Assumptions 3 and 4. Recall that for p > 0, H? = D(T?/?) is the
Sobolev space based on the harmonic oscillator. Thanks to (6.6) and (6.8), we also have
HP = D(AP/?(v&)) for all v > 0 small enough and £ € TI. Observe that 7 is an
algebra and the Sobolev embeddings which hold for the usual Sobolev space H? are also
true here, since H? C H”. Letu = 3 ;.| @;¢;. Thenu € H” ifand only if o/; € Zf,

We now check the smoothness of P and the decay of the vector field Xp. Let p > 2
so that we are in the framework of Theorem 2.3. Since G (u, #) = (u)"*! in (6.2), we
have

P=c¢ / [u 20D (6.20)
R

We first show that % € E?,. We have

P
— =e(m+ 1)/ Qjnu™ U™ (6.21)
0z R

thus .a—P is (up to a constant factor) the (j + n)™ coefficient of the decomposition of

u™ u’”Jrl and this latter term is in H? (because H? is an algebra), hence the result. The

other components of X p can be handled in the same way, and we get X p € P?.
By (6.20) and Sobolev embeddings,

2(m+1) 2(m+1)
sup |P| < ellull; o < €llully

D(s,r)xI1

(6.22)

Similarly, using (6.21) and

aP ) '
— =eim+1)(y;+ Ij)% [et@/ / oju™ 7"l 4 e—i0i / (pjum+1 ﬂ’":l,
00; - &

aP m+l 0
r (y/ +1 ) 7 [G 0; / @ o um+1 191 / (pjum+1 ﬁm],
Yj R R

itis easy to see that supp .y |Xplr < Ce. We now turn to the Lipschitz norms. Let
& nell,
|PE) — P < Cellu@) — u(mll2(Nu@) 175, + lu755)
< Cellu(®) — um |2 lullzy (6.23)

Now by (6.6)

lu(€) —u@mll 2 < CZ lej(€) — @il + ij|Zj|||§0j+n(§) = @jrn(Mll2
j=1 Jj=1
< Cl§ —nl, (6.24)

where in the last line we used Cauchy-Schwarz and the fact that (z;) j>1 € lf, with p > 2.
Then (6.23) and (6.24) show the Lipschitz regularity of P. We can proceed similarly
for Xp.
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It remains to prove the decay estimates of Assumption 4. Using (6.21), (6.5) and the
Sobolev embeddings, we obtain

2m+1 £— 2m+1
e | = n 4 Dlgrenlline el < Cej = huly

and similarly, from

32 P 1o
=em(m+1) / Q@i W,
0z;0z; R
we deduce
5 ‘ < C3||(P]+n||L°°(]R)||§01+n”L°°(R)”“”Lzm < eCD ™ |ull3,
ZJBZ

The estimates of the Lipschitz norms are obtained as in (6.23), (6.24) and using (6.6).
As a conclusion Assumptions 1-4 are satisfied and we can apply Theorem 2.3 with
some B > 0 if ¢ > 0 is small enough. Recall that IT = [—1, 1]".

Theorem 6.6. Let m > 1 and n > 1 be two integers. Let V (&, -) be the n parameters
Sfamily of potentials defined by (6.3). There exist eg > 0, vy > 0, Co > 0 and, for each
& < &g, a Cantor set Il C I1 of asymptotic full measure when ¢ — 0, such that for
each & € T, and for each Coe < v < vy, the solution of

i0pu +0%u — x*u — vV (€, X)u = elul"u, (,x) eRxR (6.25)
with initial datum
n
uo(x) = D" 1,26, x), (6.26)
j=1
with (11, -+, I,) C (0, 11" and 6 € T", is quasi-periodic with a quasi-period w* close

towy = (2] — D_,: |o* — wg| < Cv. More precisely, when 0 covers T", the set
of solutions of (6.25) with initial datum (6.26) covers a n dimensional torus which is
invariant by (6.25). Furthermore this torus is linearly stable.

Remark 6.7. From the proof it is clear that our result also applies to any non linearity
which is a linear combination of |u|*" 1. Moreover, under ad hoc conditions on the deriv-
atives of G, we can admit some non linearities of the form % (x, u, u) (i.e. depending on
x)in (6.1). Also we can replace the set {1, - - - , n} by any finite set of N of cardinality ».

7. Application to the Linear Schrodinger Equation

In this section we prove Theorem 1.2 following the scheme developed by H. Eliasson
and S. Kuksin in [7] for the linear Schrodinger equation on the torus, quasi-periodic in
time potentials.

The setting differs slightly from Sect. 6 since now we are not considering a pertur-
bation around a finite dimensional torus but we want to construct a linear change of
variable defined on all the phase space. Consider the equation

i0u = —2u+x*u+eV(tw, x)u, (7.1)



KAM for the Quantum Harmonic Oscillator 421

where V satisfies the condition (1.8). Recall the definition of the phase space PP =
T" x R" x Ki X E%. Recall also that /1, j > 1 denote the eigenfunctions of the quan-

tum harmonic oscillator 7 = —83 + x2 and that we have Thy = @2j—Dhj,j =1
Expanding u and i on the Hermite basis, u = >,y zjhj, i = > ;. Z;h;, Eq. (7.1)
reads as a non autonomous Hamiltonian system = -

zj=—ij—1zj — is%@(t,z,i), j=1, a2)
Ej:i(2j—l)Zj+i8%é(t,Z,Z), Jj=1, .

where
é(t,z,Z)z/ Vit x)( D zihj @) (D 7jh;(x))dx
R jzl jzl

and* (z,7) € 6% X 6%. We then re-interpret (7.2) as an autonomous Hamiltonian system
in an extended phase space P2,

G =—i@Qj =z —ieg=00.2.2) j= 1,

=i - D3 +ieg-00,2,9) =,

0) = w; j=1--,n,

Vi =655, 00.2.2) j=Llm,

(7.3)

where
Q(Q,Z,Z)=/RV(@,x)(ZZjhj(x))(ZZjhj(x))dx
jz jz

is quadratic in (z, 7). We notice that the first three equations of (7.3) are independent
of y and are equivalent to (7.2). Furthermore (7.3) reads as the Hamiltonian equations
associated with the Hamiltonian function H = N + Q where,

N@) =D wjyj+ > (2j - DzjZ;.
j=1

j=1

Here the external parameters are directly the frequencies w = (w;)1<j<, € [0, 2m)" =:
IT and the normal frequencies 2; = 2j — 1 are constant.

7.1. Statement of the results and proof.
Theorem 7.1. There exists g > O such that if 0 < & < &, there exist

(i) a Cantor set I1, C I1 with Meas(IT\I1;) — O as e — 0;
(ii) a Lipschitz family of real analytic, symplectic and linear coordinate transforma-
tion ® : T, x P® — PO of the form

®,(.0,2) = (y+%Z-Mw(€)Z,€, L,(©)Z), (7.4)

where Z = (z, 2), Lo (0) and M,(0) are linear bounded operators from Z% X E%,
into itself for all p > 0 and L, (0) is invertible;

4 For the moment we work in é% X Z%, the largest phase space in which our abstract result applies.
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(iii) a Lipschitz family of new normal forms
n
N* (@) =D wjyj+ > Q@)
j=1 jz=1
such that on Tl x PO,
Ho® =N~
Moreover the new external frequencies are close to the original ones
|Q* — Qlap.n, < ce,

and the new frequencies satisfy a non resonant condition, there exists a > 0 such that
forall w € Tlg,

{0)
1+ k|7

k-w+l Q)| =« k,1) e Z.

Notice that in the new coordinates, (y',0’,7/,7") = @;l(y, 0, z, Z), the dynamic is
linear with y’ invariant:

=i j=1,

7= —iQ7 j>1,

9,{_ it o (7.5)
j_wj J =1, s Iy

As (7.1) is equivalent to (7.3), this theorem implies Theorem 1.2. In particular the
solutions u(z, x) of (7.1) with initial datum ug(x) = ijl Zj(0)hj(x) read u(t, x) =

2 j>12j(Ohj(x) with
(2. 2)(1) = Lo(00)(@ (00", 7/ (0)e 1%

and (z'(0), 7/(0)) = L_,'(0)(z(0), 2(0)).
Thus

u(t,x) = Z Vo, x)em;t,

izl

where (0, x) = Ze>1[Lw(9)L;1(O)(z(O), 7(0))]¢he(x). In particular the solutions
are all almost periodic in time with a non resonant frequencies vector (w, Q*). Fur-
thermore we observe that v (wt, x)eig;t solves (7.1) if and only if Q‘; +k - wis an
eigenvalue of (1.10) (with eigenfunction v; (6, x)e'?"k). This shows that the spectrum
of the Floquet operator (1.10) equals {Q; +k-w|keZ" j=> 1}and thus Corollary
1.4 is proved.

Remark 7.2. Although @ is defined on PO the normal forms N and N* are well defined
on PP only when p > 1/2. Nevertheless their flows are well defined and continuous
from P? into itself (cf. (7.5)).
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Proof. Let IT C TI be the subset of Diophantine vector of frequencies , i.e. having the
property that there exists 0 < o < 1 such that

2o

k-o—bl>——,
|k|r—1

keZ'\{0}, beZ (7.6)

for some 7 > n + 2. It is well known that Meas(IT\IT) = 0. Further this Diophantine
condition implies that

k- w+l-Q|>«a k1) e Z,

()
1+ k|’
since l - Q € Z and if (I) < 2m|k|, then Ikzlﬂ% > a%, while if (I} > 2 |k|, then

k-o+1-Q>2() - 2nlk| > () >« % Thus Assumption 1 holds true. Further
as the normal frequencies 2; = 2j — 1 are constant, Assumption 2 is satisfied.
We now show that Assumption 3 holds. Because of the assumptions on the smooth-
ness of V, the only condition which needs some care is that (%)kz 1 € Zi. We have
% = [ VO, x)hrudx,
0z R
which is the k™ coefficient of the decomposition of V (6, x)u in the Hermite basis. Thus
(%)kal € Z% if and only if V(0, x)u € H? which is true since i € H2 and V and 9, V
are bounded.
We turn to Assumption 4. Recall that by (6.5), for all 2 < r < +o0, there exists
B > 0sothat ||hj]rr) < C 8. On the other hand, by assumption V is real analytic
in 6 and L7 in x for some 1 < g < +00. Consider 1 < g < +00 so that % +% = 1, then
with Holder, we compute

0 _
L—¢=I/Waamedﬂs sup 11V (O, )Mo Nk el 7y
07k R 0e[0,27]"
< sup IV, )llLa) il 2wy llull 27wy
0el0,27]"
< Ck™P.
Similarly,
320
_\=L/Vwmmmmﬂs sup  [IV(O, )l a1kl 22wy 11| 127 )
07, 07] R 6€l0,27]"

<cGnr.

Therefore, Theorem 2.3 applies (with p = 2) and we almost obtain the conclusions of
Theorem 7.1. Indeed, comparing with Theorem 2.3, we have to prove:

(1) the symplectic coordinate transformation ® is quadratic (and thus it is defined on
the whole phase space) and have the specific form (7.4);
(ii)) the new normal form still has the same frequencies vector w;
(iii) the new Hamiltonian reduces to the new normal form, i.e. R* = 0;
(iv)  the symplectic coordinate transformation &, which is defined by Theorem 7.1 on
each P2, extends to P? = T" x R" x Z% X Z%.
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Actually, at the principle Q is homogeneous of degree 2 in Z and independent of y and
the same is true for F, the solution of the first homological equation,

{(F,N}+N = ¢Q.

As a first consequence, N does not contain linear terms in y and thus o remains
unchanged by the first iterative step (cf. (2.11)). Now going to Lemma 3.5 we notice that
following notations (3.34), by = b; = a = 0. Therefore 6 remains unchanged (6 = 0)
and the equation for Z reads 7 = JA(9)Z which leads to Z(t) = ¢™/4® Z(0), (see
(3.40)). Thus Z(1) = L ()Z(0), where L' (0) = ¢/4® is invertible from P2 onto
itself.

In the same way, y(t) = —%V@A(@)Z(l’) - Z(1) (see (3.46)) which leads to y(1) =
y(0) + %Z 0) - M, (0)Z(0) for some linear operator M, (0). Finally the new error term

(cf. (2.12)) O+ = fOI{Q(t), F}o X} dr is still homogeneous of degree 2 in Z and inde-
pendent of y. Thus properties (i), (ii) are satisfied after the first step and the new error
term conserves the same form. Therefore we can iterate the process and the limiting
transformation ® = ®! o ®Zo- - - also satisfies (i) and (ii). Furthermore the transformed
Hamiltonian as well as the original one is linear in y and quadratic in Z and thus (iii)
holds true.

It remains to check (iv). This follows from the fact that ® is a /linear symplectomor-
phism and thus, as remarked in [12, Prop. 1.3’], extends by duality on Z?D X Zf, for all
p € [—2,2] and in particular for p = 0. O

Proof of Corollary 1.3. The point is that, when V is smooth with bounded derivatives,
the perturbation Q satisfies Assumption 3 for all p > 0. That is X maps smoothly
‘PP into itself. Therefore Theorem 2.3 applies for all p > 2 and by (2.6), the canonical
transformation @ is close to the identity in the P”-norm. Since in the new variables,
(,0,7.,7) = 1 (y,0, z, 7), the modulus of z’j is invariant, we deduce that there
exist a constant C such that

A =CallzOp = lzOlp = A+ Ce) 20 p
which in turn implies

(I —eO)uollr = lu@®llpr = (1 +eC)lluolixr, VteR.

7.2. An explicit example. Consider the linear equation

10iu = —8)%14 +x2u+ eV(tw)u, (7.7)

where V : T" — R is real analytic and independent of x € R. Up to a translation of
the spectrum, we can assume that V (0) = 0. Notice that this case is not in the scope of
Theorem 7.1, since V does not satisfy (1.8). We suppose moreover that fT,, V =0and
that w € [0, 277)" is Diophantine (see (7.6)).

Define v(t, x) = e~ie ko V(@s)ds;, (1 x). The function u satisfies (7.7) iff v satisfies
idv = —afv + x2v. This latter equation is explicitly solvable using the Hermite basis,
and the solution of (7.7) with initial condition ug(x) = Zf’; 1 @jh;j(x) then reads

=)
. t . .
u(t,x) = ezafo V(ws)ds 2 ajhj(x)e’(zf_l)’.
j=1
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Write V(©) = > ez rz0 age™®. Then, as  is Diophantine, we can compute
Jo Vws)ds = —i Sz azo 15 @ — 1), and W defined by W(B) = exp
(e Xrezn, k£0 Z& (e — 1)) is a periodic and analytic function in 6. Finally, u(r, x) =
Z‘]’-ozl o W(wt)hj(x)e'?/=D" is an almost periodic function in time (as an infinite sum
of quasi-periodic functions).

We can explicitly compute the transformation @ in (7.4). Here the Hamiltonian reads
H=N+Qwith Q=V(®)2 -, |zl Set (v, 6", 7/,7) = (v, 0, z,Z), where

j=WO) ) 7, =WO) 7, j=z1
—0 . v,—=y —ek: Gk gik-0 2 -
0 =0 yi=yj—ek; > 3l 1<j=n
keZn k#£0 I>1

Then a straightforward computation gives

n
Ho®(y.0.2.7)=> wyj+> 2j- 17z
j=1 izl

Therefore in this case Q; (w)=2j —1.

Finally we study the spectrum of the Floquet operator associated to Eq. (7.7). Observe
that W(wt)hj(x)ei(2j_l)’ solves (7.7) if and only if any 2j — 1 + k - @ (with j > 1 and
k € 7Z") is an eigenvalue of (1.10) (with eigenfunction W (6)h j(x)eig'k). This shows
that the Floquet spectrum is pure point, since linear combinations of W (6)h (x)ei?k
are dense in L2(R) @ L2(T").

Acknowledgements. The first author thanks Hakan Eliasson and Serguei Kuksin for helpful suggestions at
the principle of this work. Both authors thank Didier Robert for many clarifications in spectral theory.

A. Appendix

We show here how we can construct periodic solutions to the equation

[iﬁ,u+8§u—x2u=|u|”_lu, p>1 (t,x) e R xR, (A1)

u(0, x) = f(x),

thanks to variational methods. This is classical, see e.g. [20] and [2] for more details. See
also [3]. Recall that for s > 0 we have defined the Sobolev space H*(R) = D(T/%),
where T = —83 +x2 is the harmonic oscillator. We also define H®(R) = Ny-oH* (R).
We then have the following result.

Proposition A.1. Let ju > 0. Then there exists an L*>(R)-orthogonal family (p/) j>1 €
H®(R) with || ¢! 2Ry = 1 and a sequence of positive numbers (1) j>1 so that for all

j=1lu(t,x)= e_“‘-/"fpj (x) is a solution of (A.1).
Proof. We look for a solution of (A.1) of the form u(¢, x) = eiM
satisfy

¢(x); hence ¢ has to

(-7 +xP)p =20 — oI’ g (A2)
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Let i > 0, denote by E, the set

Ey= o e H'®), st lpllm =1},

and define the functional
I(p) = / 2 ((Br)? + x%9%) + ——lpl"* ),
2 p+1

whichis C! on E i« Then the problem minge g, J(¢) admits a solution ¢!, and @' solves
(A.2) for some A = A1 > 0. Indeed, by Rellich’s theorem (see e.g. [19, p. 247]), for all
C > 0, the set

1
p+

1
foe ' ®, s lglla@ = 1. /5(<ax¢)2 +22¢%) + —lgl™! < .

is compact in L?(R) (observe that we have used the Sobolev embedding H' ¢ L7*!
which holds for any p > 1). Then, if ¢, is a minimising sequence of J, up to a sub-
sequence, we can assume that ¢, — ¢' € E u i L?(R). Finally, the lower semiconti-
nuity of J ensures that <p1 is a minimum of J in E, and the claim follows. Moreover,
A1 is given by

1
A= ;/(axgolf £ X200 + 10!

Now we define the set E}L =E,N {((p, (p])Lz(R) = O}. Similarly, we may construct
0’ € E }L so that J(¢?) = min,, E, J(¢). The orthogonality condition implies in par-

ticular that @2 # ¢'. Let k > 1, and assume that we have constructed (¢’ )1<j<k so that
(¢, @7y 2 = u?8;j forall 1 <i, j < k. Define the set

EN=E,n{(p.¢7)2=0, 1<) <k}.
By Rellich’s theorem, the set
{go e H'R), s.t. ol 2@ = 1

1 1 , ,
/5(<ax¢>2+x2¢2)+m|¢|f’” <C, (9. ¢/)2=0, 1< sk},

is compact in L%(R) and we can construct o**! € Eﬁ so that J (k1) = min(peEﬁ J(p).

k+1

Then ¢**" is a nontrivial solution of (A.2) with

1

The regularity ¢/ € H™ is a direct consequence of the ellipticity of the operator
—32+x% O
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Remark A.2. Of course, the proof can be generalised to a larger class of nonlinearities in
(A.1). In particular, we can deal with the nonlinearity —e|u|” ~lu withe > 0 provided

that p < 5 and that eMpTH > 0 is small enough. Indeed in that case, thanks to the
Gagliardo-Nirenberg inequality we have

+3 (p=1)/4
et = con ([ar )

p+1

and the nonlinear part of the energy can be controlled by the linear part, which enables
us to perform the same arguments as previously.
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