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Abstract: We find an interpretation of the complex of variational calculus in terms of
the Lie conformal algebra cohomology theory. This leads to a better understanding of
both theories. In particular, we give an explicit construction of the Lie conformal alge-
bra cohomology complex, and endow it with a structure of a g-complex. On the other
hand, we give an explicit construction of the complex of variational calculus in terms of
skew-symmetric poly-differential operators.

1. Introduction

Lie conformal algebras encode the properties of operator product expansions in con-
formal field theory, and, at the same time, of local Poisson brackets in the theory of
integrable evolution equations.

Recall [K] that a Lie conformal algebra over a field F is an F[∂]-module A, endowed
with a λ-bracket, that is an F-linear map A⊗ A→ F[λ]⊗ A, denoted by a⊗b �→ [aλb],
satisfying the two sesquilinearity properties

[∂aλb] = −λ[aλb], [aλ∂b] = (∂ + λ)[aλb], (1)

such that the skew-symmetry

[aλb] = −[b−∂−λa] (2)

and the Jacobi identity

[aλ[bµc]] − [bµ[aλc]] = [[aλb]λ+µc] (3)

hold for any a, b, c ∈ A. It is assumed in (2) that ∂ is moved to the left.
A module over a Lie conformal algebra A is an F[∂]-module M , endowed with a

λ-action, that is an F-linear map A⊗ M → F[λ] ⊗ M , denoted by a ⊗ b→ aλb, such
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that sesquilinearity (1) holds for a ∈ A, b ∈ M and the Jacobi identity (3) holds for
a, b ∈ A, c ∈ M .

A cohomology theory for Lie conformal algebras was developed in [BKV]. Given a
Lie conformal algebra A and an A-module M , one first defines the basic cohomology
complex ˜Γ •(A,M) = ∑

k∈Z+
˜Γ k , where ˜Γ k consists of F-linear maps γ̃ : A⊗k →

F[λ1, . . . , λk] ⊗ M , satisfying certain sesquilinearity and skew-symmetry properties,
and endows this complex with a differential δ : ˜Γ k → ˜Γ k+1, such that δ2 = 0. This
complex is isomorphic to the Lie algebra cohomology complex for the annihilation Lie
algebra g− of A with coefficients in the g−-module M [BKV, Theorem 6.1].

Next, one endows ˜Γ •(A,M) with a structure of a F[∂]-module, such that ∂ com-
mutes with δ, which allows one to define the reduced cohomology complexΓ •(A,M) =
˜Γ •(A,M)/∂˜Γ •(A,M), and this is the Lie conformal algebra cohomology complex,
introduced in [BKV].

Our first contribution to this theory is a more explicit construction of the reduced
cohomology complex. Namely, we introduce a new cohomology complex C•(A,M) =
⊕k∈Z+Ck , where C0 = M/∂M , C1 = HomF[∂](A,M), and for k ≥ 2, Ck consists of
poly λ-brackets, namely of F-linear maps c : A⊗k → F[λ1, . . . , λk−1] ⊗ M , satisfying
certain sesquilinearity and skew-symmetry conditions, and we endow C•(A,M) with a
square zero differential d. We construct embeddings of complexes:

Γ •(A,M) ⊂ C̄•(A,M) ⊂ C•(A,M), (4)

where C̄•(A,M) consists of cocycles which vanish if one of the arguments is a torsion
element of A. In fact, C̄k = Ck , unless k = 1.

We show that Γ •(A,M) = C̄•(A,M), provided that, as an F[∂]-module, A is iso-
morphic to a direct sum of its torsion and a free F[∂]-module (which is always the case
if A is a finitely generated F[∂]-module). Our opinion is that the slightly larger com-
plex C•(A,M) is a more correct Lie conformal algebra cohomology complex than the
complex Γ •(A,M) of [BKV]. This is illustrated by our Theorem 3.1(c), which says
that the F[∂]-split abelian extensions of A by M are parameterized by H2(A,M) for
the complex C•(A,M). This holds for the cohomology theory of [BKV] only if A is a
free F[∂]-module.

Following [BKV], we also consider the superspace of basic chains ˜Γ•(A,M) and its
subspace of reduced chains Γ•(A,M) (they are not complexes in general). Correspond-
ing to the embeddings of complexes (4), we introduce the vector superspaces of chains
C•(A,M) and C̄•(A,M), and the maps:

C•(A,M) � C̄•(A,M)→ Γ•(A,M). (5)

We develop the theory further in the important case for the calculus of variations,
when the A-module M is endowed with a commutative associative product, such that
∂ and aλ for all a ∈ A are derivations of this product. In this case one can endow the
superspace ˜Γ •(A,M)with a commutative associative product [BKV]. Furthermore, we
introduce a Lie algebra bracket on the space g := Π ˜Γ1(A,M) (Π , as usual, stands
for reversing of the parity). Let ĝ = ηg ⊕ g ⊕ F∂η be a Z-graded Lie superalgebra
extension of g, where η is an odd indeterminate, η2 = 0. We endow ˜Γ •(A,M) with a
structure of a g-complex, which is a Z-grading preserving Lie superalgebra homomor-
phism ϕ : ĝ→ EndF

˜Γ •(A,M), such that ϕ(∂η) = δ. We also show that ϕ(̂g) lies in the
subalgebra of derivations of the superalgebra ˜Γ •(A,M). For each X ∈ g we thus have
the Lie derivative L X = ϕ(X) and the contraction operator ιX = ϕ(ηX), satisfying all
the usual relations, in particular, the Cartan formula L X = ιXδ + διX .



Lie Conformal Algebra Cohomology and the Variational Complex 669

Denoting by g∂ the centralizer of ∂ in g, we obtain the induced structure of a g∂ -com-
plex for Γ •(A,M), which we, furthermore, extend to the larger complex C•(A,M).
Namely, we introduce a canonical Lie algebra bracket on all spaces of 1-chains with
reversed parity (see (5)), so that all the maps ΠC1 � ΠC̄1 → ΠΓ1 ↪→ Π ˜Γ1 are
Lie algebra homomorphisms, and the embeddings (4) are morphisms of complexes,
endowed with a corresponding Lie algebra structure.

What does it all have to do with the calculus of variations? In order to explain this,
introduce the notion of an algebra of differential functions (in � variables). This is a
differential algebra, i.e., a unital commutative associative algebra V with a derivation ∂ ,
endowed with commuting derivations ∂

∂u(n)i

, i ∈ I = {1, . . . , �}, n ∈ Z+, such that only

a finite number of ∂ f

∂u(n)i

are non-zero for each f ∈ V , and the following commutation

rules with ∂ hold:
[

∂

∂u(n)i

, ∂

]

= ∂

∂u(n−1)
i

(the RHS is 0 if n = 0) . (6)

An important example is the algebra of differential polynomials F[u(n)i |i ∈ I , n ∈ Z+]
with ∂(u(n)i ) = u(n+1)

i , n ∈ Z+, i ∈ I . Other examples include any localization by a
multiplicative subset or any algebraic extension of this algebra.

The basic de Rham complex ˜Ω• = ˜Ω•(V) over V is defined as an exterior superalge-
bra over the free V-module ˜Ω1 =∑

i∈I, n∈Z+
Vδu(n)i on generators δu(n)i with odd parity.

We have: ˜Ω• =⊕

k∈Z+
˜Ωk , where ˜Ω0 = V , ˜Ωk = Λk

V ˜Ω1. This Z-graded superalgebra

is endowed by an odd derivation δ of degree 1, such that δ f =∑

i∈I, n∈Z+

∂ f

∂u(n)i

δu(n)i for

f ∈ ˜Ω0 and δ(δu(n)i ) = 0. One easily checks that δ2 = 0, so that ˜Ω• is a cohomology
complex.

Let g be the Lie algebra of derivations of the algebra V of the form

X =
∑

i∈I, n∈Z+

Pi,n
∂

∂u(n)i

, where Pi,n ∈ V. (7)

To any such derivation X we associate an even derivation L X (Lie derivative) and an odd
derivation ιX (contraction) of the superalgebra ˜Ω• by letting L X |V = X, L X (δu

(n)
i ) =

δPi,n, ιX |V = 0, ιX (δu
(n)
i ) = Pi,n . This provides ˜Ω• with a structure of a g-complex,

by letting ϕ(X) = L X and ϕ(ηX) = ιX . Also, the derivation ∂ extends to an (even)
derivation of ˜Ω• by letting ∂(δu(n)i ) = δu(n+1)

i .
It is easy to check, using (6), that ∂ and δ commute, hence we can consider the reduced

complex

Ω•(V) = ˜Ω•(V)/∂ ˜Ω•(V),
which is called the variational complex. This is, of course, a g∂ -complex.

Our main observation is the interpretation of the variational complexΩ•(V) in terms
of Lie conformal algebra cohomology, given by Theorem 1 below.

Let R = ⊕

i∈I F[∂]ui be a free F[∂]-module of rank �, endowed with the trivial
λ-bracket [aλb] = 0 for all a, b ∈ R. Let V be an algebra of differential functions.
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We endow V with the structure of an R-module by letting

uiλ f =
∑

n∈Z+

λn ∂ f

∂u(n)i

, i ∈ I,

and extending to R by sesquilinearity. Let g be the Lie algebra of derivations of V of the
form (7), and let g∂ be the subalgebra of g, consisting of derivations commuting with ∂ .

Theorem 1. The g∂ -complexes C•(R,V) and Ω•(V) are isomorphic.

As a result, we obtain the following interpretation of the complex Ω•(V), which
explains the name “calculus of variations”.

We have: Ω0 = V/∂V , Ω1 = HomF[∂](R,V) = V⊕�. Elements of Ω0 are called
local functionals and the image of f ∈ V in Ω0 is denoted by

∫

f . Elements of Ω1 are
called local 1-forms. The differential δ : Ω0 → Ω1 is identified with the variational
derivative: δ

∫

f =
(

δ
∫

f
δui

)

i∈I
= δ f

δu , where

δ f

δui
=

∑

n∈Z+

(−∂)n ∂ f

∂u(n)i

. (8)

Furthermore, the space of 2-cochains C2 is identified with the space of skew-adjoint
differential operators by associating to a λ-bracket {· λ ·} : R⊗2 → F[λ] ⊗ V the �× �
matrix Si j (∂) = {u j ∂ui }→, where the arrow means that ∂ is moved to the right. The
differential δ : Ω1 → Ω2 is expressed in terms of the Frechet derivative

DF (∂)i j =
∑

n∈Z+

∂Fi

∂u(n)j

∂n, i, j ∈ I, (9)

which defines an F-linear map: V�→ V⊕�. Namely: δF = DF (∂)− DF (∂)
∗. The sub-

space of closed 2-cochains in C2 is identified with the space of symplectic differential
operators.

A 2-cochain, which is a skew-adjoint differential operator Si j (∂), can be identified
with the corresponding F-linear map (V�)2 → V/∂V , of “differential type”, given by

S(P, Q) =
∫

∑

i, j∈I

Qi Si j (∂)Pj .

Skew-adjointness of S translates to the skew-symmetry condition S(P, Q) = −S(Q, P).
More generally, the space of k-cochains Ck for k ≥ 2 is identified with the space of

all skew-symmetric F-linear maps S : (V�)k → V/∂V , of “differential type”:

S(P1, . . . , Pk) =
∫

∑

i1,...,ik∈I
n1,...,nk∈Z+

f n1,...,nk
i1,...,ik

(∂n1 P1
i1
) · · · (∂nk Pk

ik
),

where f n1,...,nk
i1,...,ik

∈ V . The skew-symmetry condition is simply S(P1, . . . , Pk) =
sign(σ )S(Pσ(1), . . . , Pσ(k)), for every σ ∈ Sk . The subspace of closed k-cochains for
k ≥ 2 is the subspace of “symplectic” k-differential operators.
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We prove in [BDK] that the cohomology H j of the complexΩ•(V) is zero for j ≥ 1
and H0 = C/(C ∩ ∂V), where C := { f ∈ V | ∂ f

∂u(n)i

= 0 ∀i ∈ I, n ∈ Z+}, provided

that V is normal, as defined in Sect. 5.6. (Any algebra of differential functions can be
included in a normal one.) As a corollary, we obtain (cf. [D]) that Ker δ

δu = ∂V + C, and
F ∈ Im δ

δu iff DF (∂) is a self-adjoint differential operator, provided that V is normal.
The first result can be found in [D] (see also [Di] and [Vi], where it is proved under stron-
ger conditions on V), but it is certainly much older. The second result, at least under
stronger conditions on V , goes back to [H], [V]. We also obtain the classification of
symplectic differential operators (cf. [D]) and of symplectic poly-differential operators
for normal V , which seems to be a new result.

Thus, the interaction between the Lie conformal algebra cohomology and the var-
iational calculus has led to progress in both theories. On the one hand, the variational
calculus motivated some of our constructions in the Lie conformal algebra cohomology.
On the other hand, the Lie conformal algebra cohomology interpretation of the varia-
tional complex has led to a better understanding of this complex and to a classification
of symplectic differential operators.

The ground field is an arbitrary field F of characteristic 0.
We wish to thank Bojko Bakalov for very valuable comments, in particular, for

the observation that our complex C•(A,M) is isomorphic to the complex in [BDAK,
Sect. 15.1], in the case when the Hopf algebra H is F[∂].

2. Lie Conformal Algebra Cohomology Complexes

2.1. The basic cohomology complex ˜Γ • and the reduced cohomology complex Γ •. Let
us review, following [BKV], the definition of the basic and reduced cohomology com-
plexes associated to a Lie conformal algebra A and an A-module M . A k-cochain of A
with coefficients in M is an F-linear map

γ̃ : A⊗k → F[λ1, . . . , λk] ⊗ M, a1 ⊗ · · · ⊗ ak �→ γ̃λ1,...,λk (a1, . . . , ak),

satisfying the following two conditions:

A1. γ̃λ1,...,λk (a1, . . . , ∂ai , . . . , ak) = −λi γ̃λ1,...,λk (a1, . . . , ak) for all i ,
A2. γ̃ is skew-symmetric w.r.t. simultaneous permutations of the ai ’s and the λi ’s.

Remark 1. Note that Condition A1 implies that γ̃λ1,...,λk (a1, . . . , ak) is zero if one of the
elements ai is a torsion element of the F[∂]-module A.

We let ˜Γ k = ˜Γ k(A,M) be the space of all k-cochains, and ˜Γ • = ˜Γ •(A,M) =
⊕

k≥0
˜Γ k . The differential δ of a k-cochain γ̃ is defined by the following formula:

(δγ̃ )λ1,...,λk+1(a1, . . . , ak+1) =
k+1
∑

i=1

(−1)i+1ai λi

(

γ̃
λ1,

i
ˇ···,λk+1

(a1,
i
ˇ· · ·, ak+1)

)

+
k+1
∑

i, j=1
i< j

(−1)k+i+ j+1γ̃
λ1,

i
ˇ···

j
ˇ···,λk+1,λi +λ j

(a1,
i
ˇ· · ·

j
ˇ· · ·, ak+1, [ai λi a j ]).

(10)

One checks that δ maps ˜Γ k to ˜Γ k+1, and that δ2 = 0. The Z-graded space ˜Γ •(A,M)
with the differential δ is called the basic cohomology complex associated to A and M .
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Define the structure of an F[∂]-module on ˜Γ • by letting

(∂γ̃ )λ1,...,λk (a1, . . . , ak) = (∂M + λ1 + · · · + λk)
(

γ̃λ1,...,λk (a1, . . . , ak)
)

, (11)

where ∂M denotes the action of ∂ on M . One checks that δ and ∂ commute, and
therefore ∂˜Γ • ⊂ ˜Γ • is a subcomplex. We can consider the reduced cohomology com-
plex Γ •(A,M) = ˜Γ •(A,M)/∂˜Γ •(A,M) = ⊕

k∈Z+
Γ k(A,M). For example, Γ 0 =

M/∂M M , and we denote, as in the calculus of variations, by
∫

m the image of m ∈ M in
M/∂M M . As before we let, for brevity,Γ • = Γ •(A,M) andΓ k = Γ k(A,M), k ∈ Z+.

In the following sections we will find a simpler construction of the reduced coho-
mology complex Γ •, in terms of poly λ-brackets.

2.2. Poly λ-brackets. Let A and M be F[∂]-modules, and, as before, denote by ∂M the
action of ∂ on M . For k ≥ 1, a k-λ-bracket on A with coefficients in M is, by definition,
an F-linear map c : A⊗k → F[λ1, . . . , λk−1] ⊗ M , denoted by

a1 ⊗ · · · ⊗ ak �→ {a1λ1 · · · ak−1λk−1
ak}c,

satisfying the following conditions:

B1. {a1λ1 · · · (∂ai )λi · · · ak−1λk−1
ak}c = −λi {a1λ1 · · · ak−1λk−1

ak}c, for 1 ≤ i ≤ k − 1;

B2. {a1λ1 · · · ak−1λk−1
(∂ak)}c = (λ1 + · · · + λk−1 + ∂M ){a1λ1 · · · ak−1λk−1

ak}c;
B3. c is skew-symmetric with respect to simultaneous permutations of the ai ’s and the

λi ’s in the sense that, for every permutation σ of the indices {1, . . . , k}, we have:

{a1λ1 · · · ak−1λk−1
ak}c = sign(σ ){aσ(1)λσ(1) · · · aσ(k−1)λσ(k−1)

aσ(k)}c
∣

∣

∣

λk �→λ†
k

.

The notation in the RHS means that λk is replaced by λ†
k = −

∑k−1
j=1 λ j − ∂M , if it

occurs, and ∂M is moved to the left.

Remark 2. A structure of a Lie conformal algebra on A is a 2-λ-bracket on A with
coefficients in A, satisfying the Jacobi identity (3).

We let C0 = M/∂M M and, for k ≥ 1, we denote by Ck = Ck(A,M) the space
of all k-λ-brackets on A with coefficients in M . For example, C1 is the space of all
F[∂]-module homomorphisms c : A → M . We let C• = ⊕

k∈Z+
Ck , the space of all

poly λ-brackets.
We also define C̄• =⊕

k∈Z+
C̄k , where C̄0 = C0 = M/∂M M , and C̄k ⊂ Ck is the

subspace of k-λ-brackets c with the following additional property: {a1λ1 · · · ak−1λk−1
ak}c

is zero if one of the elements ai is a torsion element in A. Clearly, C̄1 needs not be equal
to C1. On the other hand, it is easy to check, using the sesquilinearity Conditions B1
and B2, that C̄k = Ck for k ≥ 2.
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2.3. The complex of poly λ-brackets. We next define a differential d on the space C•
of poly λ-brackets such that d(Ck) ⊂ Ck+1 and d2 = 0, thus making C• a cohomology
complex.

For
∫

m ∈ C0 = M/∂M M , we let d
∫

m ∈ C1 be the following F[∂]-module homo-
morphism:

(

d
∫

m
)

(a)
(

= {a}
d
∫

m

)

:= a−∂M m. (12)

This is well defined since, if m ∈ ∂M M , the RHS is zero due to sesquilinearity. For
c ∈ Ck , with k ≥ 1, we let dc ∈ Ck+1 be the following poly λ-bracket:

{a1λ1 · · · akλk ak+1}dc :=
k

∑

i=1

(−1)i+1aiλi

{

a1λ1

i
ˇ· · · akλk ak+1

}

c

+
k

∑

i, j=1
i< j

(−1)k+i+ j+1

{

a1λ1

i
ˇ· · ·

j
ˇ· · · akλk ak+1λ†

k+1
[aiλi a j ]

}

c

+(−1)kak+1λ†
k+1

{

a1λ1 · · · ak−1λk−1
ak

}

c

+
k

∑

i=1

(−1)i
{

a1λ1

i
ˇ· · · akλk [aiλi ak+1]

}

c
, (13)

where, as before, λ†
k+1 = −

∑k
j=1 λ j − ∂M , and ∂M is moved to the left.

For example, for an F[∂]-module homomorphism c : A→ M , we have

{aλb}dc = aλc(b)− b−λ−∂c(a)− c([aλb]). (14)

Proposition 1. (a) For c ∈ Ck, we have d(c) ∈ Ck+1 and d2(c) = 0. This makes (C•, d)
a cohomology complex.

(b) d(C̄k) ⊂ C̄k+1 for all k ≥ 0. Hence (C̄•, d) is a cohomology subcomplex of (C•, d).

Proof. We prove part (b) first. For k ≥ 1 there is nothing to prove. For k = 0 just
notice that, if

∫

m ∈ M/∂M M and a ∈ A is a torsion element, then, by (12), we have
(

d
∫

m
)

(a) = 0, since torsion elements of A act trivially in any module [K]. Hence
d
∫

m ∈ C̄1. In order to prove part (a) we have to check that, if c ∈ Ck , then dc, defined
by (12) and (13), satisfies Conditions B1, B2, B3, and d(dc) = 0. To simplify the
arguments, we rewrite (13) in a concise form:

{a1λ1 · · · akλk ak+1}dc :=
( k+1
∑

i=1

(−1)i+1aiλi

{

a1λ1

i
ˇ· · · akλk ak+1

}

c

+
k+1
∑

i, j=1
i< j

(−1)k+i+ j+1

{

a1λ1

i
ˇ· · ·

j
ˇ· · · ak+1λk+1 [aiλi a j ]

}

c

)∣

∣

∣

∣

λk+1=λ†
k+1

, (15)

where the RHS is evaluated at λk+1 = λ†
k+1 = −

∑k
j=1 λ j − ∂M , with ∂M acting from

the left. The above equation should be interpreted by saying that, in the first term in
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the RHS, for i = k + 1, the last index λk does not appear in the poly λ-bracket. Let
us replace ah by ∂ah in Eq. (15). It is not hard to check, using Conditions B1 and B2
for c and the sesquilinearity of the λ-action of A on M , that, for 1 ≤ h ≤ k, each
term in the RHS of (15) gets multiplied by −λh , while, for h = k + 1, each term gets
multiplied by −λ†

k+1 =
∑k

j=1 λ j + ∂M . Hence dc satisfies Conditions B1 and B2. In
order to prove B3., let σ be a permutation of the set {1, . . . , k + 1}. A basic observation

is that, if we first replace λσ(k+1) by λ†
σ(k+1) = −λ1−

σ(k+1)
ˇ· · · −λk+1− ∂M , and then λk+1

by λ†
k+1 = −λ1 · · · − λk − ∂M , as a result λσ(k+1) stays unchanged. Notice, moreover,

that, for 1 ≤ i ≤ k + 1, {σ(1),
i
ˇ· · ·, σ (k + 1)} is a permutation of {1,

σ (i)
ˇ· · ·, k + 1}, and its

sign is (−1)i+σ(i)sign(σ ). Hence, using the assumption B3 on c, we get

aσ(i)λσ(i)

{

aσ(1)λσ(1)

i
ˇ· · · aσ(k)λσ(k)aσ(k+1)

}

c

∣

∣

∣

λk+1=λ†
k+1

= sign(σ )(−1)i+σ(i)aσ(i)λσ(i)

{

a1λ1

σ(i)
ˇ· · · akλk ak+1

}

c

∣

∣

∣

λk+1=λ†
k+1

. (16)

Similarly, for the second term in (15), we notice that {σ(1),
i
ˇ· · ·

j
ˇ· · ·, σ (k + 1)} is a per-

mutation of {1,
σ (i)
ˇ· · ·
σ( j)
ˇ· · · , k + 1}, and its sign is (−1)i+ j+σ(i)+σ( j)sign(σ ) if σ(i) < σ( j),

and it is (−1)i+ j+σ(i)+σ( j)+1sign(σ ) if σ(i) > σ( j). Hence, for σ(i) < σ( j) we have
{

aσ(1)λσ(1)

i
ˇ· · ·

j
ˇ· · · aσ(k+1)λσ(k+1)

[aσ(i)λσ(i)aσ( j)]
}

c

∣

∣

∣

λk+1=λ†
k+1

= sign(σ )(−1)i+ j+σ(i)+σ( j)

×
{

a1λ1

σ(i)
ˇ· · ·
σ( j)
ˇ· · · ak+1λk+1[aσ(i)λσ(i)aσ( j)]

}

c

∣

∣

∣

λk+1=λ†
k+1

, (17)

while for σ(i) > σ( j) we have, by the skew-symmetry of the λ-bracket in A,
{

aσ(1)λσ(1)

i
ˇ· · ·

j
ˇ· · · aσ(k+1)λσ(k+1)

[aσ(i)λσ(i)aσ( j)]
}

c

∣

∣

∣

λk+1=λ†
k+1

= sign(σ )(−1)i+ j+σ(i)+σ( j)

×
{

a1λ1

σ( j)
ˇ· · ·
σ(i)
ˇ· · · aσ(k+1)λk+1

[aσ( j)−λσ(i)−∂aσ(i)]
}

c

∣

∣

∣

λk+1=λ†
k+1

= sign(σ)(−1)i+ j+σ(i)+σ( j)

×
{

a1λ1

σ( j)
ˇ· · ·
σ(i)
ˇ· · · aσ(k+1)λk+1

[aσ( j)λσ( j)
aσ(i)]

}

c

∣

∣

∣

λk+1=λ†
k+1

. (18)

In the last identity we used the assumption that c satisfies condition B2. Clearly, Eqs. (16),
(17) and (18), together with the definition (15) of dc, imply that dc satisfies condition
B3. We are left to prove that d2c = 0. We have, by (15),
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{a1λ1 · · · ak+1λk+1ak+2}d2c =
( k+2
∑

i=1

(−1)i+1aiλi

{

a1λ1

i
ˇ· · · ak+1λk+1ak+2

}

dc

+
k+2
∑

i, j=1
i< j

(−1)k+i+ j

{

a1λ1

i
ˇ· · ·

j
ˇ· · · ak+2λk+2 [aiλi a j ]

}

dc

)∣

∣

∣

∣

λk+2=λ†
k+2

, (19)

where, in the RHS, we replace λk+2 by λ†
k+2 = −

∑k+1
j=1 λ j − ∂M , and ∂M is moved to

the left. Again by (15) and by sesquilinearity of the λ-action of A on M , the first term
in the RHS of (19) is

⎛

⎜

⎜

⎝

k+2
∑

i, j=1
i �= j

(−1)i+ jε(i, j)a j λ j

(

aiλi

{

a1λ1

i
ˇ· · ·

j
ˇ· · · ak+1λk+1ak+2

}

c

)

+
k+2
∑

i, j,h=1
i< j

i, j �=h

(−1)k+i+ j+hε(i, h)ε( j, h)

× ahλh

{

a1λ1

i
ˇ· · ·

j
ˇ· · ·

h
ˇ· · · ak+2λk+2 [aiλi a j ]

}

c

⎞

⎟

⎟

⎠

∣

∣

∣

∣

λk+2=λ†
k+2

, (20)

where ε(i, j) is +1 if i < j and −1 if i > j . Similarly, by (13) the second term in the
RHS of (19) is

⎛

⎜

⎜

⎜

⎜

⎜

⎝

k+2
∑

i, j,h=1
i< j

i, j �=h

(−1)k+i+ j+h+1ε(h, i)ε(h, j)ahλh

{

a1λ1

h
ˇ· · ·

i
ˇ· · ·

j
ˇ· · · ak+2λk+2 [aiλi a j ]

}

c

+
k+2
∑

i, j=1
i< j

(−1)i+ j [aiλi a j ]λi +λ j

{

a1λ1

i
ˇ· · ·

j
ˇ· · · ak+1λk+1ak+2

}

c

+
k+2
∑

i, j,p,q=1
i< j,p<q

{i, j}∩{p,q}=∅

(−1)i+ j+p+qε(p, i)ε(p, j)ε(q, i)ε(q, j) (21)

×
{

a1λ1

p
ˇ· · ·

q
ˇ· · ·

i
ˇ· · ·

j
ˇ· · · ak+2λk+2 [aiλi a j ]λi +λ j [apλp

aq ]
}

c
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+
k+2
∑

i, j,h=1
i< j

i, j �=h

(−1)k+i+ j+hε(h, i)ε(h, j)

×
{

a1λ1

h
ˇ· · ·

i
ˇ· · ·

j
ˇ· · · ak+2λk+2 [ahλh [aiλi a j ]]

}

c

⎞

⎟

⎟

⎟

⎟

⎟

⎠

∣

∣

∣

∣

λk+2=λ†
k+2

.

Notice that the first term in (20) is the negative of the second term in (21), and the second
term in (20) is the negative of the first term in (21). Moreover, it is not hard to check,
using the Jacobi identity for the λ-bracket on A, that the last term in (21) is identically
zero, and, using the skew-symmetry Condition B3 on c, that also the third term in (21)
is zero. In conclusion, d2c = 0, as we wanted. ��
In the next section we shall embed the cohomology complex Γ •, introduced in Sect. 1.1,
in the cohomology complex C̄•, and we shall prove that, if the F[∂]-module A decom-
poses as a direct sum of the torsion and a free submodule, then this embedding is an
isomorphism. We believe that the (slightly) bigger cohomology complex C• is a more
natural and a more correct definition for the Lie conformal algebra cohomolgy complex.
This will be clear when interpreting in Sect. 3 the cohomology H(C•, d) in terms of
abelian Lie conformal algebra extensions of A by the module M .

2.4. Isomorphism of the cohomology complexes Γ • and C̄•. We define, for k ≥ 1, an
F-linear map ψk : ˜Γ k → Ck , as follows. Given γ̃ ∈ ˜Γ k , we define ψk(γ̃ ) : A⊗k →
F[λ1, . . . , λk−1] ⊗ M , by:

{a1λ1 · · · ak−1λk−1
ak}ψk (γ̃ ) = γ̃λ1,...,λk−1,λ

†
k
(a1, . . . , ak), (22)

where, as before, λ†
k = −

∑k−1
j=1 λ j − ∂M , and ∂M is moved to the left.

Lemma 1. (a) For γ̃ ∈ ˜Γ k , we have ψk(γ̃ ) ∈ C̄k .
(b) We have Ker (ψk) = ∂˜Γ k . Henceψk induces an injective F-linear mapψk : Γ k =

˜Γ k/∂˜Γ k ↪→ C̄k ⊂ Ck.
(c) Suppose that the Lie conformal algebra A decomposes, as F[∂]-module, as

A = T ⊕ (F[∂] ⊗U ) , (23)

where T is the torsion of A and Ā = F[∂]⊗U is a complementary free submodule.
Then ψk(˜Γ k) = C̄k , hence ψk induces a bijective F-linear map ψk : Γ k ∼→ C̄k .

Proof. Let γ̃ ∈ ˜Γ k , and consider c = ψk(γ̃ ). We want to prove that c ∈ C̄k . It is clear
that c satisfies Conditions B1 and B2. Let us check that it also satisfies Condition B3.
Let σ be a permutation of the set {1, . . . , k}, and let i = σ(k). Since γ̃ satisfies the
skew-symmetry Condition A2, we have

{aσ(1)λσ(1) · · · aσ(k−1)λσ(k−1)
aσ(k)}c = γ̃λσ(1),...,λσ(k−1),λ

†
σ(k)
(aσ(1), . . . , aσ(k))

= sign(σ )γ̃
λ1,...,λ

†
i ,...,λk

(a1, . . . , ak). (24)
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If we then replace λk by λ†
k , as prescribed by Condition B3, we get

λ
†
i �→ −λ1−

i
ˇ· · · −λk−1 − λ†

k − ∂M = λi . (25)

Therefore the RHS of (24) becomes sign(σ ){a1λ1 · · · ak−1λk−1
ak}c, as required. It is also

clear that c vanishes on the torsion of A, thanks to Remark 1, so that c ∈ C̄k . This proves
part (a).

By the definition (11) of the action of ∂ on ˜Γ k , and the definition (22) of ψk , we
have

{a1λ1 · · · ak−1λk−1
ak}ψk∂γ̃ = (∂γ̃ )

λ1,...,λk−1,λ
†
k
(a1, . . . , ak) = 0,

since−λ1−· · ·−λk−1−λ†
k−∂M = 0. Hence ∂˜Γ k ⊂ Ker (ψk). For the opposite inclu-

sion, let γ̃ ∈ Ker (ψk). Namely, γ̃
λ1,...,λk−1,λ

†
k
(a1, . . . , ak) = 0. By Taylor expanding in

λ
†
k − λk , we have

∞
∑

n=0

1

n! (−Λ− ∂
M )n

dn

dλn
k
γ̃λ1,...,λk (a1, . . . , ak) = 0, (26)

where Λ = ∑k
j=1 λ j . We denote by ˜ϑ : A⊗k → F[λ1, . . . , λk] ⊗ M the following

F-linear map

˜ϑλ1,...,λk (a1, . . . , ak) =
∞
∑

n=1

1

n! (−Λ− ∂
M )n−1 dn

dλn
k
γ̃λ1,...,λk (a1, . . . , ak).

Equation (26) can then be rewritten as

γ̃λ1,...,λk (a1, . . . , ak) = (∂M + λ1 + · · · + λk)˜ϑλ1,...,λk (a1, . . . , ak). (27)

It follows from Eq. (27) that ˜ϑ satisfies Conditions A1 and A2, since γ̃ does. Hence
˜ϑ ∈ ˜Γ k . Equation (27) then implies that γ̃ = ∂˜ϑ ∈ ∂˜Γ k , thus proving (b).

Assume next that A decomposes as in (23). We need to prove that, for c ∈ C̄k , we
can find γ̃ ∈ ˜Γ k such that

ψk(γ̃ ) = c. (28)

Such a k-cochain can be constructed as follows. For u1, . . . , uk ∈ U , we let

γ̃λ1,...,λk (u1, . . . , uk) = {u1
λ1−Λ+∂M

k
· · · uk−1

λk−1−Λ+∂M
k

uk}c, (29)

whereΛ =∑k−1
i=0 λi , and we extend it to (F[∂] ⊗U )⊗k by the sesquilinearity Condition

A1, and to A⊗k letting it be zero if one of the arguments is in the torsion T . We need to
check that γ̃ satisfies Conditions A1, A2 and (28). Condition A1 is obvious. It suffices
to check Condition A2 for elements ai = ui ∈ U, i = 1, . . . , k. Let σ be a permutation
of the indices {1, . . . , k}. We have,

γ̃λσ(1),...,λσ(k) (uσ(1), . . . , uσ(k))
= {uσ(1)

λσ(1)−Λ+∂M
k
· · · uσ(k−1)

λσ(k−1)−Λ+∂M
k

uσ(k)}c. (30)
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We then observe that

(

λk − Λ + ∂M

k

)†

= −
k−1
∑

i=1

(

λi − Λ + ∂M

k

)

− ∂M = λk − Λ + ∂M

k
.

Hence, since c satisfies Condition B3, the RHS of (30) is equal to

sign(σ ){u1
λ1−Λ+∂M

k
· · · uk−1

λk−1−Λ+∂M
k

uk}c = sign(σ )γ̃λ1,...,λk (u1, . . . , uk).

Finally, we prove that (28) holds. We have, for u1, . . . , uk ∈ U ,

{u1λ1 · · · uk−1λk−1
uk}ψk (γ̃ ) = γ̃λ1,...,λk−1,λ

†
k
(u1, . . . , uk). (31)

Note that, if we replace λk by λ†
k , Λ + ∂M becomes 0. Hence, by the definition (29) of

γ̃ , the RHS of (31) is equal to {u1λ1 · · · uk−1λk−1
uk}c. This proves that (28) holds for

elements of U . Clearly both sides of (28) are zero if one of the elements ai is in T . Since
both ψk(γ̃ ) and c satisfy the sesquilinearity Conditions B1 and B2, we conclude that
(28) holds for every ai ∈ A. ��
Theorem 2. The identity map on M/∂M and the maps ψk, k ≥ 1, induce an embed-
ding of cohomology complexes Γ • ↪→ C̄•. If, moreover, the Lie conformal algebra A
decomposes, as F[∂]-module, in a direct sum of a free module and the torsion, this map
is an isomorphism of complexes: Γ • � C̄•.

Proof. By Lemma 1 we already know that ψk factors through an injective F-linear map
ψk : Γ k ↪→ C̄k , and that, if A decomposes as in (23), this map is bijective. Hence,
in order to prove the theorem, we only have to prove that the following diagrams are
commutative:

C̄1

M/∂M M

d
�����������

δ
�� Γ 1

ψ1

��

,

C̄k d �� C̄k+1

Γ k

ψk

��

δ
�� Γ k+1

ψk+1

��

, ∀k ≥ 1.

(32)

First, given
∫

m ∈ M/∂M M , we have (δm)λ (a) = aλm, so that
(

ψ1δm
)

(a) =
a−∂M m = (

d
∫

m
)

(a), namely the first diagram in (32) is indeed commutative. Next,
given k ≥ 1, let γ̃ ∈ ˜Γ k be a representative of γ ∈ Γ k . We need to prove that

dψk(γ̃ ) = ψk+1(δγ̃ ). (33)

From (13) and (22), we have

{a1λ1 · · · akλk ak+1}dψk(γ̃ ) =
k

∑

i=1

(−1)i+1ai λi

{

a1λ1

i
ˇ· · · akλk ak+1

}

ψk (γ̃ )

+ (−1)kak+1λ†
k+1

{

a1λ1 · · · ak−1λk−1
ak

}

ψk (γ̃ )
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+
k

∑

i, j=1
i< j

(−1)k+i+ j+1

{

a1λ1

i
ˇ· · ·

j
ˇ· · · akλk ak+1λ†

k+1
[aiλi a j ]

}

ψk (γ̃ )

+
k

∑

i=1

(−1)i
{

a1λ1

i
ˇ· · · akλk [aiλi ak+1]

}

ψk (γ̃ )

=
k

∑

i=1

(−1)i+1aiλi γ̃
λ1,

i
ˇ···,λk ,λ

†
k+1

(a1,
i
ˇ· · ·, ak+1)

+ (−1)kak+1λ†
k+1
γ̃λ1,...,λk (a1, . . . , ak)

+
k

∑

i, j=1
i< j

(−1)k+i+ j+1γ̃
λ1,

i
ˇ···

j
ˇ···,λk ,λ

†
k+1,λi +λ j

(a1,
i
ˇ· · ·

j
ˇ· · ·, ak+1, [ai λi a j ])

+
k

∑

i=1

(−1)i γ̃
λ1,

i
ˇ···,λk ,λi +λ†

k+1

(a1,
i
ˇ· · ·, ak, [ai λi ak+1]). (34)

In the last equality we used the sesquilinearity of the λ-action of A on M . Clearly, the
RHS of (34) is the same as {a1λ1 · · · akλk ak+1}ψk+1(δγ̃ ). This proves Eq. (33) and the
theorem. ��

2.5. Exterior multiplication on ˜Γ •. To complete the section, we review the definition of
the wedge product on the basic Lie conformal algebra cohomology complex ˜Γ •(A,M)
(cf. [BKV]). We assume that A is a Lie conformal algebra and M is an A-module
endowed with a commutative, associative product such that ∂M : M → M , and aM

λ :
M → F[λ] ⊗ M , are (ordinary) derivations of this product.

Consider the basic Lie conformal algebra cohomology complex ˜Γ •(A,M) intro-
duced in Sect. 2.1. Given two cochains α̃ ∈ ˜Γ h and ˜β ∈ ˜Γ k , we define their exterior
multiplication α̃ ∧ ˜β ∈ ˜Γ k+h by the following formula:

(̃α ∧ ˜β)λ1,...,λh+k (a1, . . . , ah+k) =
∑

σ∈Sh+k

sign(σ )

h!k! α̃λσ(1),...,λσ(h) (aσ(1), . . . , aσ(h))

˜βλσ(h+1),...,λσ(h+k) (aσ(h+1), . . . , aσ(h+k)),

where the sum is over the set Sh+k of all permutations of {1, . . . , h + k}.
Proposition 2. (a) The exterior multiplication (35) makes ˜Γ • into a Z-graded commu-

tative associative superalgebra, generated by ˜Γ 0 ⊕ ˜Γ 1, M = ˜Γ 0 being an even
subalgebra.

(b) The operator ∂ , acting on ˜Γ • by (11), is an even derivation of the superalgebra ˜Γ •.
(c) The differential δ, defined by (10), is an odd derivation of the superalgebra ˜Γ •.

Proof. It follows from the analogous well known results for the Lie algebra cohomology,
using the isomorphism of the complex ˜Γ • to the Lie algebra cohomology complex for
the annihilation Lie algebra of A (see [BKV, Theorem 5.1]). ��
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3. Cohomology and Extensions

In this section we interpret the cohomology of the complex (C•, d) in terms of extensions
of the Lie conformal algebra A and its modules.

We start by reviewing the notions of extensions of a module over a Lie conformal
algebra and of a Lie conformal algebra. Let A be a Lie conformal algebra and let M, N
be A-modules. We denote by ∂M and ∂N the F[∂]-module structure on M and N respec-
tively, and by aM

λ and aN
λ the λ-action of a ∈ A on M and N respectively. An extension

of M by N is, by definition, an A-module E together with a short exact sequence of
A-modules

0 → N → E → M → 0.

We can fix a splitting E = M ⊕ N as F-vector spaces. This space is an A-module
extension of M by N if it is endowed with:

1. an endomorphism ∂E of M ⊕ N , such that ∂E |N = ∂N and ∂E m − ∂M m ∈ N for
every m ∈ M , which makes M ⊕ N into an F[∂]-module;

2. a λ-action of A on M⊕N such that aE
λ |N = aN

λ for every a ∈ A and aE
λ m−aM

λ m ∈
F[λ] ⊗ N for every a ∈ A and m ∈ M , which makes M ⊕ N into an A-module.

In this setting, two structures of A-module extensions E and E ′ on M ⊕ N are iso-
morphic if there is an A-module isomorphism σ : E → E ′ such that σ |N = 1IN and
σ(m)− m ∈ N for every m ∈ M . An extension E is split if it is isomorphic to M ⊕ N
as an A-module, and it is said to be F[∂]-split if it is isomorphic to M ⊕ N as an F[∂]-
module, namely if we can choose the F-vector space splitting E = M ⊕ N such that
∂E = ∂M ⊕ ∂N .

We can also talk about extensions of a Lie conformal algebra. Let A, B be two Lie
conformal algebras, and assume that the F[∂]-module B is endowed with a structure of
an A-module. We denote by ∂ A and ∂B the F[∂]-module structure on A and B respec-
tively, and by [· λ ·]A and [· λ ·]B the λ-brackets on A and B respectively. An extension of
A by B is, by definition, a Lie conformal algebra E together with a short exact sequence
of Lie conformal algebras

0 → B → E → A → 0.

In other words, if we fix a splitting E = A ⊕ B as F-vector spaces, the structure of a
Lie conformal algebra extension on E consists of:

1. an endomorphism ∂E of A⊕ B, such that ∂E |B = ∂B and ∂E a− ∂ Aa ∈ B for every
a ∈ A, which makes A ⊕ B into an F[∂]-module,

2. a λ-bracket on A ⊕ B such that [· λ ·]E |B = [· λ ·]B , [aλb]E = aλb for every a ∈ A
and b ∈ B, and [aλa′]E − [aλa′]A ∈ F[λ] ⊗ B for every a, a′ ∈ A, which makes
A ⊕ B into a Lie conformal algebra.

As before, two structures of Lie conformal algebra extensions E and E ′ on A ⊕ B are
isomorphic if there is a Lie conformal algebra isomorphism σ : E → E ′ such that
σ |B = 1IB and σ(a)− a ∈ B for every a ∈ A. E is a split extension if it is isomorphic,
as a Lie conformal algebra, to the semi-direct sum of A and B, and it is said to be
F[∂]-split if it is isomorphic to A⊕ B as an F[∂]-module, namely if we can choose the
F-vector space splitting E = A ⊕ B such that ∂E = ∂ A ⊕ ∂B .
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We next review the construction of the module Chom(M, N ) of conformal homomor-
phisms [K]. A conformal homomorphism from the F[∂]-module M to the F[∂]-module
N is an F-linear map ϕλ : M → F[λ] ⊗ N such that

ϕλ(∂
M m) = (∂N + λ)ϕλ(m).

We denote by Chom(M, N ) the space of all conformal homomorphisms from M to N .
It has the structure of an F[∂]-module given by

(∂ϕ)λ = −λϕλ.
If, moreover, M and N are modules over the Lie conformal algebra A, then Chom(M, N )
has the structure of an A-module, given by

(aλϕ)µ = aN
λ ◦ ϕµ−λ − ϕµ−λ ◦ aM

λ .

In the following theorem, we denote by H•(A,M) =⊕

k∈Z+
Hk(A,M) the coho-

mology of the complex (C•, d) associated to the Lie conformal algebra A and the
A-module M (see Sect. 2.3).

Theorem 3. (a) H0(A,M) is naturally identified with the set of isomorphism classes of
extensions of F, considered as A-module with trivial action of ∂ and trivial λ-action
of A, by the A-module M.

(b) H1(A,Chom(M, N )) is identified with the set of isomorphism classes of F[∂]-split
extensions of the A-module M by the A-module N.

(c) H2(A,M) is naturally identified with the set of isomorphism classes of F[∂]-split
extensions of the Lie conformal algebra A by the A-module M, viewed as a Lie
conformal algebra with the zero λ-bracket.

Proof. By definition, H0(A,M) consists of elements
∫

m ∈ M/∂M M in the kernel of
d, namely such that a−∂M m = 0 for every a ∈ A. In other words,

H0(A,M) = {

m ∈ M | a−∂M m = 0, ∀a ∈ A
}

/∂M M. (35)

On the other hand, as discussed above, a structure of an A-module extension E of F

by M on the space M ⊕ F is uniquely defined by an element ∂E 1 = m ∈ M such that
aM
λ m ∈ (∂M + λ)F[λ] ⊗ M (or, equivalently, such that a−∂M m = 0) for every a ∈ M .

Indeed, the corresponding λ-action of aE
λ 1 ∈ M[λ], is then uniquely defined by the

equation (∂M + λ)
(

aE
λ 1

) = aM
λ m, imposed by sesquilinearity. It is immediate to check

that this construction makes E = M⊕F into an A-module. Furthermore, let m, m′ ∈ M
be such that a−∂M m = a−∂M m′ = 0 for every a ∈ A, and consider the corresponding
structures of A-module extensions E and E ′ on M ⊕ F. An isomorphism of A-module
extensions σ : E → E ′ is completely defined by an element σ(1)− 1 = n ∈ M , such
that ∂Eσ(1) = σ(∂E ′1), or, equivalently, m = m′ + ∂n. Hence, m and m′ correspond to
isomorphic extensions if and only if they differ by an element of ∂M . This proves part
(a).

By definition, C1(A,Chom(M, N )) is the space of F[∂]-linear maps c : A →
Chom(M, N ). It can be identified, letting c(a)λ(m) = ac

λm, with the space of F-linear
maps A ⊗ M → F[λ] ⊗ N , satisfying the following sesquilinearity conditions (for
a ∈ A, m ∈ M):

(∂a)cλm = −λac
λm, ac

λ(∂m) = (λ + ∂N )(ac
λm). (36)
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The equation dc = 0 for c to be closed can then be rewritten, recalling (13) and using
the above notation, as follows (a, b ∈ A, m ∈ M):

aN
λ (b

c
µm) + ac

λ(b
M
µ m)− bN

µ (a
c
λm)− bc

µ(a
M
λ m)− [aλb]cλ+µm = 0. (37)

Notice that, if ϕλ ∈ Chom(M, N ), then ϕ0 is an F[∂]-linear map from M to N , and
conversely, any F[∂]-linear map ϕ : M → N can be thought of as an element of
Chom(M, N ) which is independent of λ. It follows that any element in
d(C0(A,Chom(M, N ))), when written in the above notation, is of the form

a(dϕ)λ m = aN
λ ϕ(m)− ϕ(aM

λ m), (38)

for an F[∂]-linear map ϕ : M → N . In conclusion,

H1(A,Chom(M, N ))

=
{

c : A ⊗ M → F[λ] ⊗ N
∣

∣

∣ (36)− (37) hold
}/

{c of the form (38)} . (39)

On the other hand, as discussed at the beginning of the section, a structure of F[∂]-split
extension E of M by N on the space M ⊕ N is uniquely determined by the elements
aE
λ m−aM

λ m =: ac
λm ∈ F[λ]⊗N , and the requirement that E = M⊕N is an A-module

exactly says that ac
λm satisfies conditions (36) and (37). Furthermore, let E and E ′ be two

such extensions, associated to the closed elements c and c′ respectively. An isomorphism
σ : E → E ′ is uniquely determined by the elements σ(m)−m =: ϕ(m) ∈ N . The con-
dition thatσ commutes with the action of ∂ = ∂M⊕∂N , i.e.σ(∂M m) = (∂M⊕∂N )σ (m),
is equivalent to ϕ(∂M m) = ∂Nϕ(m), namely ϕ : M → N is an F[∂]-linear map. The
condition that σ commutes with theλ-action of A, i.e. σ(aE

λ m) = aE ′
λ σ (m), is equivalent

to

ac
λm + ϕ(aM

λ m) = ac′
λ m + aN

λ ϕ(m),

which means that c and c′ differ by an exact element. This proves part (b).
We are left to prove part (c). The space C2(A,M) consists of F-linear maps c :

A⊗2 → F[λ] ⊗ M , denoted by a ⊗ b �→ {aλb}c, satisfying the conditions of sesquilin-
earity

{∂aλb}c = −λ{aλb}c, {aλ∂b}c = (λ + ∂M ){aλb}c, (40)

and skew-symmetry

{bλa}c = −{a−λ−∂M b}c. (41)

Recalling the definition (13) of d and using the skew-symmetry of the λ-bracket on A,
the equation dc = 0 for c to be closed can be written as follows:

aλ{bµz}c − bµ{aλz}c + z−λ−µ−∂M {aλb}c (42)

+{aλ[bµz]}c − {bµ[aλz]}c + {z−λ−µ−∂M [aλb]}c = 0,

for every a, b, z ∈ A. Recall that C1(A,M) consists of F[∂]-linear maps ϕ : A→ M .
Hence exact elements c = dϕ are of the form

{aλb}dϕ = aλϕ(b)− b−λ−∂Mϕ(a)− ϕ([aλb]). (43)
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We thus have

H2(A,M) =
{

c : A⊗2 → F[λ] ⊗ M
∣

∣

∣ (40)− (42) hold
}/

{c of the form (43)} .
(44)

Once we fix an F[∂]-splitting E = M ⊕ A, an “abelian” extension E of the Lie con-
formal algebra A by the A-module M is determined by a λ-bracket [· λ ·]E : (M ⊕
A)⊗2 → F[λ] ⊗ (M ⊕ A), satisfying the axioms of a Lie conformal algebra, and such
that [mλm′]E = 0 for m,m′ ∈ M , [aλm]E = aλm for a ∈ A and m ∈ M , and
[aλb]E − [aλb] ∈ F[λ] ⊗ M . Let

{aλb}c := [aλb]E − [aλb] ∈ F[λ] ⊗ M.

It is not hard to check that the axioms of sesquilinearity, skew-symmetry and Jacobi
identity for [· λ ·]E become Eqs. (40), (41) and (42) respectively. Namely [· λ ·]E defines
a structure of Lie conformal algebra extension on E if and only if c is a closed element
of C2(A,M). Let E and E ′ be two such extensions, associated to the closed elements
c and c′ respectively. An isomorphism σ : E → E ′ is uniquely determined by the
elements σ(a) − a =: ϕ(a) ∈ M . It is easy to check that σ commutes with the action
of ∂ = ∂M ⊕ ∂ A if and only if ϕ(∂a) = ∂Mϕ(a), namely ϕ : A → M is an F[∂]-
linear map. Finally, σ defines a Lie conformal algebra isomorphism, i.e. σ([aλb]E ) =
[σ(a)λσ (b)]E ′ , if and only if

{aλb}c + ϕ([aλb]) = {aλb}c′ + aλϕ(b)− b−λ−∂Mϕ(a),

which means that c and c′ differ by an exact element. ��
Remark 3. Part (a) of Theorem 3 is the same statement as [BKV, Theorem 3.1-2]. Part
(b) is equivalent to [BKV, Theorem 3.1-3]. This is due to Theorem 2 and the fact
that Chom(M, N ) is free as an F[∂]-module, hence C•(A,Chom(M, N )) = C̄•(A,
Chom(M, N )). However, [BKV, Theorem 3.1-4] is false, unless A is free as an F[∂]-
module. Part (c) of Theorem 3 is the corrected version of it. This lends some support to
our opinion that the cohomology complex (C•, d) is a more correct definition of a Lie
conformal algebra cohomology complex. Moreover, as it appears from the proof of The-
orem 3, the identification of the cohomology of the complex (C•, d)with the extensions
of Lie conformal algebras and their representations is more direct and natural than for
the complex (Γ •, δ). As B. Bakalov pointed out, Theorem 3 is a special case of Theorem
5.1 from [BDAK], valid for any Lie pseudoalgebra.

Example 1. Consider the centerless Virasoro Lie conformal algebra Vir0 = F[∂]L , with
λ-bracket given by [LλL]0 = (∂ +2λ)L . We have C1(Vir0,F) = Fa, where a : Vir0 →
F[λ] is determined by a(L) = 1, and C2(Vir0,F) = Fα⊕ Fβ, where α, β : Vir0⊗2 →
F[λ] are determined by {LλL}α = λ and {LλL}β = λ3. In particular da = 2α. There-
fore H2(Vir0,F) is one-dimensional, meaning that, up to isomorphism, there is a unique
1-dimensional central extension of Vir0, namely Vir = F[∂]L⊕FF , with C central and
[LλL] = (∂ + 2λ)L + λ3

12 C . Note that, since Vir0 is free as an F[∂]-module, this is the
same answer that we get if we consider the cohomology complex Γ • � C̄•.

On the other hand, we have C1(Vir,F) = Fa ⊕ Fb, where a, b : Vir → F are
determined by a(L) = 1, a(C) = 0, b(L) = 0, b(C) = 1, which is strictly bigger than
C̄1(Vir,F) = Fa. The 2-cochains are as before: C2(Vir,F) = Fα ⊕ Fβ, with α and β
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determined by {LλL}α = λ and {LλL}β = λ3. In particular da = 2α and db = 1
12β.

Therefore H2(Vir,F) = 0, which corresponds to the fact that there are no non-trivial
1-dimensional central extensions of Vir. On the contrary, the second cohomology of the
complex Γ • � C̄• is one-dimensional.

Remark 4. Since C̄k = Ck for k �= 1, the corresponding cohomologies Hn(C̄•) and
Hn(C•) are isomorphic unless n = 1 or 2. In particular, it follows from [BKV, Theorem
7.1], that for the complex C•(Vir,F) we have: Hn(Vir,F) = F for n = 0 or 3, and
Hn(Vir,F) = 0 otherwise.

4. The Space of k-Chains, Contractions and Lie Derivatives

4.1. g-complexes. Recall that a cohomology complex is a Z-graded vector space B•,
endowed with an endomorphism d, such that d(Bk) ⊂ Bk+1 and d2 = 0. We view B•
as a vector superspace, where elements of Bk have the same parity as k in Z/2Z, so that
d is an odd operator.

Let g be a Lie algebra, and let ĝ = ηg⊕ g⊕ F∂η, where η is odd such that η2 = 0,
be the associated Z-graded Lie superalgebra. A g-structure on the complex B• is a
Z-grading preserving Lie algebra homomorphism

ϕ : ĝ → End B•,

such that ϕ(∂η) = d. A complex with a given g-structure is called a g-complex.
Given X ∈ g, the operator ιX = ϕ(ηX) on B• is called the contraction, and the

operator L X = ϕ(X) is called the Lie derivative (along X ). Note that we have Cartan’s
formula

L X = [d, ιX ], (45)

and the commutation relations

[d, L X ] = 0, [ιX , ιY ] = 0, [L X , ιY ] = [ιX , LY ] = ι[X,Y ], [L X , LY ] = L [X,Y ].
(46)

Remark 5. In order to construct a g-structure on a complex (B•, d), it suffices to construct
commuting odd operators ιX on B•, depending linearly on X , such that ιX (Bk) ⊂ Bk−1,
and

[[d, ιX ], ιY ] = ι[X,Y ], ∀X,Y ∈ g. (47)

Indeed, if we define L X by (45), all commutation relations (46) hold.

Let ∂ be an endomorphism of the complex (B•, d), i.e. such that ∂(Bk) ⊂ Bk and
[d, ∂] = 0. Let

g∂ = {X ∈ g | [ιX , ∂] = 0} ⊂ g.

Notice that [L X , ∂] = 0 for all X ∈ g∂ . It follows that g∂ is a Lie subalgebra of g,
and that (∂B•, d) is a subcomplex of (B•, d) with a g∂ -structure. The corresponding
quotient complex

(B•/∂B•, d),
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has an induced g∂ -structure, and it is called the reduced g∂ -complex.
A morphism of a g-complex (B•, ϕ) to an h-complex (C•, ψ) is a Lie algebra homo-

morphism π : g → h and a Z-grading preserving linear map ρ : B• → C•, such
that

ρ(ϕ(g)b) = ψ(π(g))ρ(b),

for all b ∈ B• and g ∈ ĝ, where π is extended to a Lie superalgebra homomorphism
ĝ→̂h by letting π(ηX) = ηπ(X) and π(∂η) = ∂η. Such a morphism is an isomorphism
if both π and ρ are isomorphisms.

4.2. The basic and reduced spaces of chains ˜Γ• and Γ•. The definitions of the basic and
reduced spaces of k-chains are obtained, following [BKV], by dualizing, respectively,
the definitions of the spaces ˜Γ k and Γ k introduced in Sect. 2.1. In particular, the basic
space ˜Γk(A,M) of k-chains of the Lie conformal algebra A with coefficients in the
A-module M is, by definition, the quotient of the space A⊗k⊗Hom(F[λ1, . . . , λk],M),
where Hom(F[λ1, . . . , λk],M) is the space of F-linear maps from F[λ1, . . . , λk] to M ,
by the following relations:

C1. a1 ⊗ · · · ∂ai · · · ⊗ ak ⊗ φ = −a1 ⊗ · · · ⊗ ak ⊗ (λ∗i φ), where we denote λ∗i φ ∈
Hom(F[λ1, . . . , λk],M) is defined by

(λ∗i φ)( f (λ1, . . . , λk)) = φ(λi f (λ1, . . . , λk)) ; (48)

C2. aσ(1) ⊗ · · · ⊗ aσ(k) ⊗ (σ ∗φ) = sign(σ )a1 ⊗ · · · ⊗ ak ⊗ φ, for every permutation
σ ∈ Sk , where σ ∗φ ∈ Hom(F[λ1, . . . , λk],M) is defined by

(σ ∗φ)( f (λ1, . . . , λk)) = φ( f (λσ(1), . . . , λσ(k))). (49)

We let, for brevity, ˜Γk = ˜Γk(A,M) and ˜Γ• = ˜Γ•(A,M) =⊕

k∈Z+
˜Γk .

The following statement is the analogue of Remark 1 for the space of k-chains.

Lemma 2. If one of the elements ai is a torsion element of the F[∂]-module A, we have
a1 ⊗ · · · ⊗ ak ⊗ φ = 0 in ˜Γk . In particular, ˜Γk can be identified with the quotient of
the space Ā⊗k ⊗ Hom(F[λ1, . . . , λk],M) by the relations C1 and C2 above, where
Ā = A/Tor A denotes the quotient of the F[∂]-module A by its torsion.

Proof. If P(∂)ai = 0 for some polynomial P , we have, by the relation C1.,

0 = a1 ⊗ · · · (P(∂)ai ) · · · ⊗ ak ⊗ φ ≡ a1 ⊗ · · · ai · · · ⊗ ak ⊗ (P(−λ∗i )φ).

To conclude the lemma we are left to prove that the linear endomorphism P(−λ∗i )
of the space Hom(F[λ1, . . . , λk],M) is surjective. For this, consider the subspace
P(−λi )F[λ1, . . . , λk] ⊂ F[λ1, . . . , λk], and fix a complementary subspace U ⊂
F[λ1, . . . , λk], so that F[λ1, . . . , λk] = P(−λi )F[λ1, . . . , λk] ⊕ U . Given φ ∈
Hom(F[λ1, . . . , λk],M), we define the linear map ψ : F[λ1, . . . , λk] → M by let-
ting ψ |U = 0 and ψ(P(−λi ) f (λ1, . . . , λk)) = φ( f (λ1, . . . , λk)) for every f ∈
F[λ1, . . . , λk]. Clearly, P(−λ∗i )ψ = φ. ��
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The space ˜Γ• is endowed with a structure of a Z-graded F[∂]-module, with the action
of ∂ induced by the natural action on A⊗k ⊗ Hom(F[λ1, . . . , λk],M):

∂ (a1 ⊗ · · · ⊗ ak ⊗ φ) =
k

∑

i=1

a1 ⊗ · · · (∂ai ) · · · ⊗ ak ⊗ φ + a1⊗ · · · ⊗ ak ⊗ (∂φ)

= a1 ⊗ · · · ⊗ ak ⊗
(

(−λ∗1 − · · · − λ∗k + ∂)φ
)

, (50)

where ∂φ ∈ Hom(F[λ1, . . . , λk],M) is defined by (∂φ)( f ) = ∂M (φ( f )). The reduced
space of chains Γ• = ⊕

k∈Z+
Γk is, by definition, the subspace of ∂-invariant chains:

Γk = {ξ ∈ ˜Γk | ∂ξ = 0} ⊂ ˜Γk .
For example, for k = 0 we have ˜Γ0 = M and Γ0 = {m ∈ M | ∂m = 0}. Next,

consider the case k = 1 and suppose that the F[∂]-module A admits the decomposi-
tion (23), as a direct sum of Tor A and a complementary free submodule F[∂] ⊗ U .
We already pointed out in Lemma 2 that a ⊗ φ = 0 in ˜Γ1 if a ∈ Tor(A). Moreover,
by the sesquilinearity Condition C1 we have (P(∂)u) ⊗ φ = u ⊗ (P(−λ∗)φ) in ˜Γ1,
for every u ∈ U, φ ∈ Hom(F[λ],M) and every polynomial P . Hence we can identify
˜Γ1 � U ⊗ Hom(F[λ],M). Under this identification, an element u ⊗ φ ∈ ˜Γ1 is annihi-
lated by ∂ if and only if the map φ : F[λ] → M , satisfies the equation (−λ∗ + ∂)φ = 0,
namely if φ(λn) = ∂nφ(1) for every n ∈ Z+. Clearly, there is a bijective correspondence
between such maps and the elements of M , given by φ �→ φ(1) ∈ M . In conclusion,
we have an isomorphism Γ1 � U ⊗ M .

Remark 6. Apparently, there is no natural way to define a differential δ on k-chains,
making ˜Γ• and Γ• homology complexes. The one given in [BKV, Sect. 4] is divergent,
unless any m ∈ M is annihilated by a power of ∂M .

4.3. Contraction operators acting on ˜Γ • and Γ •. Assume, as in Sect. 2.5, that A is a
Lie conformal algebra and M is an A-module endowed with a commutative, associative
product µ : M ⊗M → M , such that ∂M : M → M , and aλ : M → C[λ]⊗M , satisfy
the Leibniz rule. Given an h-chain ξ ∈ ˜Γh , we define the contraction operator ιξ :
˜Γ k → ˜Γ k−h, k ≥ h, as follows. If a1⊗· · ·⊗ah⊗φ ∈ A⊗h⊗Hom(F[λ1, . . . , λh],M)
is a representative of ξ ∈ ˜Γh , and γ̃ ∈ ˜Γ k , we let

(ιξ γ̃ )λh+1,...,λk (ah+1, . . . , ak) = φµ
(

γ̃λ1,...,λk (a1, . . . , ak)
)

, (51)

where, in the RHS, φµ denotes the composition of the maps, commuting with
λh+1, . . . , λk ,

F[λ1, . . . , λh] ⊗ M
φ⊗1I−→ M ⊗ M

µ−→ M. (52)

We extend the definition of ιξ to all elements ξ ∈ ˜Γh by linearity on ξ , and we let ιξ (γ̃ ) =
0 if k < h. We also define the Lie derivative Lξ by Cartan’s formula: Lξ = [δ, ιξ ].

It is immediate to check, using the sesquilinearity and skew-symmetry Conditions
A1 and A2 for γ̃ (cf. Sect. 2.1), that the RHS in (51) does not depend on the choice of the
representative for ξ in A⊗h ⊗Hom(F[λ1, . . . , λh],M). Moreover, if γ̃ ∈ ˜Γ k , it follows
that ιξ (γ̃ ) satisfies both Conditions A1 and A2, namely ιξ (γ̃ ) ∈ ˜Γ k−h .
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Proposition 3. The contraction operators on the superspace ˜Γ • commute, i.e. for ξ ∈ ˜Γh
and ζ ∈ ˜Γ j we have

ιξ ιζ = (−1)h j ιζ ιξ .

Proof. Let a1⊗ · · · ⊗ ah ⊗ φ ∈ A⊗h ⊗Hom(F[λ1, . . . , λh],M) be a representative for
ξ ∈ ˜Γh , b1 ⊗ · · · ⊗ b j ⊗ ψ ∈ A⊗ j ⊗ Hom(F[µ1, . . . , µ j ],M) be a representative for
ζ ∈ ˜Γ j , and let γ̃ ∈ ˜Γ k . By the definition (51) of the contraction operators, we have

(ιζ ιξ γ̃ )ν1,...,νk−h− j (c1, . . . , ck−h− j )

= ψµ (

φµ
(

γ̃λ1,...,λh ,µ1··· ,µ j ,ν1,...,νk−h− j (a1, . . . , ah, b1, . . . , b j , c1, . . . , ck−h− j )
))

.

Since obviously φµ and ψµ commute, the proposition follows from Condition A2 for
γ̃ . ��
Proposition 4. For every basic h-chain ξ ∈ ˜Γh, we have

[∂, ιξ ] = ∂ ◦ ιξ − ιξ ◦ ∂ = ι∂ξ . (53)

In particular, if ξ ∈ Γh is a reduced h-chain, then ιξ commutes with ∂ , and it induces
a well-defined contraction operator on the reduced cohomology complex: ιξ : Γ k →
Γ k−h.

Proof. Let a1 ⊗ · · · ⊗ ah ⊗ φ be a representative of ξ ∈ ˜Γh , and let γ̃ ∈ ˜Γ k . By the
definition (11) of the action of ∂ on ˜Γ k , we have

(

∂ιξ γ̃
)

λh+1,...,λk
(ah+1, . . . , ak)

= (∂M + λh+1 + · · · + λk)φ
µ
(

γ̃λ1,...,λk (a1, . . . , ak)
)

,
(54)

and, similarly,
(

ιξ ∂γ̃
)

λh+1,...,λk
(ah+1, . . . , ak)

= φµ (

(∂M + λ1 + · · · + λk)γ̃λ1,...,λk (a1, . . . , ak)
)

.
(55)

On the other hand, by the definition (50) of the action of ∂ on ˜Γh , we have
(

ι∂ξ γ̃
)

λh+1,...,λk
(ah+1, . . . , ak) = (∂φ)µ

(

γ̃λ1,...,λk (a1, . . . , ak)
)

−φµ (

(λ1 + · · · + λh)γ̃λ1,...,λk (a1, . . . , ak)
)

.
(56)

Equation (53) then follows by (54), (55), (56), and by the following result.

Lemma 3. For every linear map φ : F[λ1, . . . , λh] → M, we have

[∂M , φµ] = ∂M ◦ φµ − φµ ◦ (id ⊗ ∂M ) = (∂φ)µ, (57)

where φµ : F[λ1, . . . , λh] ⊗ M → M is defined in (52).

Proof. Given f ⊗ m ∈ F[λ1, . . . , λh] ⊗ M we have
(

∂M ◦ φµ
)

( f ⊗ m) = ∂M (φ( f ) · m) ,
(

φµ ◦ (1I⊗ ∂M )
)

( f ⊗ m) = φ( f ) · (∂M m),

(∂φ)µ( f ⊗ m) = (∂Mφ( f )) · m.
Equation (57) follows since, by assumption, ∂M is a derivation of M . ��
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For example, for h = 0, the contraction by m ∈ M = ˜Γ0 is given by the commutative
associative product in M , namely we have, (ιm γ̃ )λ1,...,λk (a1, . . . , ak) =
mγ̃λ1,...,λk (a1, . . . , ak) (which is the same as the exterior multiplication by m ∈ ˜Γ 0 =
M). If, moreover, m ∈ M is such that ∂m = 0, we have ιm∂γ̃ = ∂ιm γ̃ , so that ιm induces
a well-defined map Γ k → Γ k . Next, consider the case h = 1. Recall from the previous
section that, if A decomposes as in (23), we have ˜Γ1 � U ⊗ Hom(F[λ],M). The con-
traction operator associated to ξ = u ⊗ φ ∈ ˜Γ1 is given by (ιξ γ̃ )λ2,...,λk (a2, . . . , ak) =
φµ

(

γ̃λ,λ2,...,λk (u, a2, . . . , ak)
)

. Moreover, we have Γ1 � U ⊗ M , and the contraction
operator associated to ξ = u ⊗ m is given by

(ιξ γ̃ )λ2,...,λk (a2, . . . , ak) = γ̃∂M ,λ2,...,λk
(u, a2, . . . , ak)→m, (58)

where the arrow in the RHS means that ∂M should be moved to the right. Clearly,
ιξ ∂γ̃ = ∂ιξ γ̃ , and ιξ induces a well-defined map Γ k → Γ k−1.

4.4. The Lie algebra structure on g = Π ˜Γ1 and the g-structure on the complex (˜Γ •, δ).
In this section we want to define a Lie algebra structure on the space of 1-chains ˜Γ1,
thus making ˜Γ • aΠ ˜Γ1-complex (recall the definition in Sect. 4.1), whereΠ means that
we take opposite parity, namely we consider ˜Γ1 as an even vector space. We start by
describing the space of 1-chains in a slightly different form. Recall that ˜Γ1 is the quotient
of the space A⊗Hom(F[λ],M) by the image of the operator ∂ ⊗ 1 + 1⊗ λ∗. We shall
identify Hom(F[λ],M) with M[[x]] via the map

φ �→
∑

n∈Z+

1

n!φ(λ
n)xn .

It is immediate to check that, under this identification, the action of ∂ on Hom(F[λ],M)
corresponds to the natural action of ∂ on M[[x]], while the operator λ∗ acting on
Hom(F[λ],M) corresponds to the operator ∂x = d

dx on M[[x]]. Thus, the space of
1-chains is

˜Γ1 = (A ⊗ M[[x]])/(∂ ⊗ 1 + 1⊗ ∂x )(A ⊗ M[[x]]).
Recalling (50), the corresponding action of ∂ on ˜Γ1 is given by

∂(a ⊗ m(x)) = a ⊗ (∂ − ∂x )m(x), (59)

and the reduced space of 1-chains is Γ1 = {ξ = a⊗m(x) ∈ ˜Γ1 | ∂ξ = 0}. In particular,
if A admits a decomposition (23) as a direct sum of Tor A and a complementary free
submodule F[∂] ⊗ U , we have ˜Γ1 � U ⊗ M[[x]], and the reduced subspace Γ1 ⊂ ˜Γ1
consists of elements of the form

ξ = u ⊗ (ex∂m), u ∈ U, m ∈ M. (60)

Given ξ ∈ ˜Γ1, we can write the action of the contraction operator ιξ : ˜Γ k → ˜Γ k−1,
defined by (51). Consider the pairing M[[x]] ⊗ F[λ] → M given by

〈xm, λn〉 = n! δm,n, m, n ∈ Z+. (61)

It induces a pairing 〈, 〉 : M[[x]] ⊗ (F[λ] ⊗ M)→ M , given by

M[[x]] ⊗ F[λ] ⊗ M
〈, 〉⊗1I−→ M ⊗ M

µ−→ M, (62)
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where µ in the last step denotes the commutative associative product on M . Then, if
a1 ⊗ m(x1) ∈ A ⊗ M[[x1]] is a representative of ξ ∈ ˜Γ1, the contraction operator
ιξ : ˜Γ k → ˜Γ k−1 acts as follows:

(ιξ γ̃ )λ2,...,λk (a2, . . . , ak) =
〈

m(x1), γ̃λ1,λ2,...,λk (a1, a2, . . . , ak)
〉

, (63)

where, in the RHS, 〈, 〉 denotes the contraction of x1 with λ1 defined in (62). Clearly, if
ξ is as in (60), Eq. (63) reduces to (58).

We can also write down the formula for the Lie derivative Lξ = δ ◦ ιξ + ιξ ◦ δ. Let
a1⊗m(x1) ∈ A⊗M[[x1]] be a representative of ξ ∈ ˜Γ1. Recalling the expression (10)
of the differential δ, we have

(διξ γ̃ )λ2,...,λk+1(a2, . . . , ak+1)

=∑k+1
i=2(−1)i aiλi

〈

m(x1), γ̃
λ1,λ2,

i
ˇ···,λk+1

(a1, a2,
i
ˇ· · ·, ak+1)

〉

+
∑k+1

i, j=2
i< j

(−1)k+i+ j

〈

m(x1), γ̃
λ1,λ2,

i
ˇ···

j
ˇ···,λk+1,λi +λ j

(a1, a2,
i
ˇ· · ·

j
ˇ· · ·, ak+1, [ai λi a j ])

〉

,

and

(ιξ δγ̃ )λ2,...,λk+1(a2, . . . , ak+1)

=∑k+1
i=1(−1)i+1

〈

m(x1), ai λi

(

γ̃
λ1,

i
ˇ···,λk+1

(a1,
i
ˇ· · ·, ak+1)

)〉

+
∑k+1

i, j=1
i< j

(−1)k+i+ j+1

〈

m(x1), γ̃
λ1,

i
ˇ···

j
ˇ···,λk+1,λi +λ j

(a1,
i
ˇ· · ·

j
ˇ· · ·, ak+1, [ai λi a j ])

〉

.

We then use the assumption that the λ-action of A on M is by derivations of the com-
mutative associative product of M , to get, from the above two equations,

(Lξ γ̃ )λ2,...,λk+1(a2, . . . , ak+1) =
〈

m(x1), a1λ1

(

γ̃λ2,...,λk+1(a2, . . . , ak+1)
)〉

+
k+1
∑

i=2

(−1)i
〈

(

ai λi m(x1)
)

, γ̃
λ1,λ2,

i
ˇ···,λk+1

(a1, a2,
i
ˇ· · ·, ak+1)

〉

−
k+1
∑

j=2

〈

m(x1), γ̃λ2,...,λ1+λ j ,...,λk+1(a2, . . . , [a1λ1a j ], . . . , ak+1)
〉

. (64)

We next introduce a Lie algebra structure on g = Π ˜Γ1 and the corresponding g-struc-
ture on the complex (˜Γ •, δ). Define the following bracket on the space A ⊗ M[[x]]:

[a ⊗ m(x), b ⊗ n(x)] = [a∂x1
b] ⊗ m(x1)n(x)

∣

∣

x1=x

−a ⊗ 〈

n(x1), bλ1 m(x)
〉

+ b ⊗ 〈

m(x1), aλ1 n(x)
〉

, (65)

where, as before, 〈, 〉 in the RHS denotes the contraction of x1 with λ1 defined in (62).

Lemma 4. (a) The bracket (65) on A ⊗ M[[x]] induces a well-defined Lie algebra
bracket on the space g = Π ˜Γ1.

(b) The operator ∂ ⊗ 1 + 1 ⊗ ∂ on A ⊗ M[[x]] is a derivation of the bracket (65).
In particular, ∂ defined in (59) is a derivation of the Lie algebra g = Π ˜Γ1, and
g∂ = ΠΓ1 ⊂ g is a Lie subalgebra.
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Proof. Notice that, by the definition (62) of the inner product 〈, 〉,
〈 f (x1), λ1g(x1)〉 = 〈∂x1 f (x1), g(λ1)〉. (66)

Hence, by (65) and the sesquilinearity conditions, we have

[(∂ ⊗ 1 + 1⊗ ∂x ) (a ⊗ m(x)) , b ⊗ n(x)]=−(∂ ⊗ 1 + 1⊗ ∂x )
(

a ⊗ 〈

n(x1), bλ1 m(x)
〉)

,

and

[a ⊗ m(x), (∂ ⊗ 1 + 1⊗ ∂x ) (b ⊗ n(x))]

= (∂ ⊗ 1 + 1⊗ ∂x )
(

[a∂x1
b] ⊗ m(x1)n(x)

∣

∣

x1=x + b ⊗ 〈

m(x1), aλ1 n(x)
〉

)

.

It follows that (∂⊗1 + 1⊗ ∂x ) is a derivation of the bracket (65), and that (65) induces a
well-defined bracket on the quotient ˜Γ1 = A⊗ M[[x]]/(∂ ⊗ 1 + 1⊗ ∂x )(A⊗ M[[x]]).
Next, let us prove skew-symmetry. We have

[a ⊗ m(x), b ⊗ n(x)] + [b ⊗ n(x), a ⊗ m(x)]
=

((

[a∂x1
b] + [b∂x a]

)

⊗ m(x1)n(x)
) ∣

∣

∣

x1=x
,

and the RHS belongs to (∂ ⊗ 1 + 1 ⊗ ∂x )(A ⊗ M[[x]]), due to the skew-symmetry of
the λ-bracket on A. For part (a), we are left to prove the Jacobi identity. Applying twice
(65), we have

[a ⊗ m(x), [b ⊗ n(x), c ⊗ p(x)]]
= [a∂x1

[b∂x2
c]] ⊗ m(x1)n(x2)p(x)

∣

∣

∣

x1=x2=x

−[a∂x1
b] ⊗ m(x1)

〈

p(x2), cλ2 n(x)
〉 ∣

∣

x1=x

+ [a∂x1
c] ⊗ m(x1)

〈

n(x2), bλ2 p(x)
〉 ∣

∣

x1=x

+ [b∂x2
c] ⊗ 〈

m(x1), aλ1(n(x2)p(x))
〉 ∣

∣

x2=x

− a ⊗ 〈〈

n(x1)p(x2), [bλ1 c]λ1+λ2 m(x)
〉〉

+ a ⊗ 〈〈

p(x2), cλ2 n(x1)
〉

, bλ1 m(x)
〉

− a ⊗ 〈〈

n(x2), bλ2 p(x1)
〉

, cλ1 m(x)
〉

− b ⊗ 〈

m(x1), aλ1

〈

p(x2), cλ2 n(x)
〉〉

+ c ⊗ 〈

m(x1), aλ1

〈

n(x2), bλ2 p(x)
〉〉

. (67)

For the fifth term in the RHS we used (66) and the following obvious identity:

〈 f (x1)g(x2)
∣

∣

x1=x2
, h(λ2)〉 = 〈〈 f (x1)g(x2), h(λ1 + λ2)〉〉, (68)

where, in the RHS, we denote by 〈〈, 〉〉 the pairing of F[[x1, x2]] and F[λ1, λ2], defined
by contracting x1 with λ1 and x2 with λ2, as in (61). Similarly, we have

[b ⊗ n(x), [a ⊗ m(x), c ⊗ p(x)]]
= [b∂x2

[a∂x1
c]] ⊗ m(x1)n(x2)p(x)

∣

∣

∣

x1=x2=x

−[b∂x1
a] ⊗ n(x1)

〈

p(x2), cλ2 m(x)
〉 ∣

∣

x1=x
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+ [b∂x2
c] ⊗ n(x2)

〈

m(x1), aλ1 p(x)
〉 ∣

∣

x2=x

+ [a∂x1
c] ⊗ 〈

n(x2), bλ2(m(x1)p(x))
〉 ∣

∣

x1=x

− b ⊗ 〈〈

m(x1)p(x2), [aλ1 c]λ1+λ2 n(x)
〉〉

+ b ⊗ 〈〈

p(x2), cλ2 m(x1)
〉

, aλ1 n(x)
〉

− b ⊗ 〈〈

m(x1), aλ1 p(x2)
〉

, cλ2 n(x)
〉

− a ⊗ 〈

n(x1), bλ1

〈

p(x2), cλ2 m(x)
〉〉

+ c ⊗ 〈

n(x2), bλ2

〈

m(x1), aλ1 p(x)
〉〉

, (69)

and, for the third term of Jacobi identity,

[[a ⊗ m(x), b ⊗ n(x)], c ⊗ p(x)]
= [[a∂x1

b]∂x1 +∂x2
c] ⊗ m(x1)n(x2)p(x)

∣

∣

x1=x2=x

−[a∂x1
b] ⊗ 〈

p(x2), cλ2(m(x1)n(x))
〉 ∣

∣

x1=x

−[a∂x1
c] ⊗ 〈

n(x2), bλ2 m(x1)
〉

p(x)
∣

∣

x1=x

+ [b∂x2
c] ⊗ 〈

m(x1), aλ1 n(x2)
〉

p(x)
∣

∣

x2=x

+ c ⊗ 〈〈

m(x1)n(x2), [aλ1 b]λ1+λ2 p(x)
〉〉

− c ⊗ 〈〈

n(x2), bλ2 m(x1)
〉

, aλ1 p(x)
〉

+ c ⊗ 〈〈

m(x1), aλ1 n(x2)
〉

, bλ2 p(x)
〉

+ a ⊗ 〈

p(x2), cλ2

〈

n(x1), bλ1 m(x)
〉〉

− b ⊗ 〈

p(x2), cλ2

〈

m(x1), aλ1 n(x)
〉〉

. (70)

We now combine Eqs. (67), (69) and (70), to get the Jacobi identity. In particular, the
first terms in the RHS of (67), (69) and (70) combine to zero, due to the Jacobi identity
for the λ-bracket on A. For the second terms in the RHS of (67), (69) and (70), we use
the skew-symmetry of the λ-bracket on A and the Leibniz rule for the λ-action of A on
M , to conclude that their combination belongs to (∂ ⊗ 1 + 1 ⊗ ∂x )(A ⊗ M[[x]]). The
third term in the RHS of (67) combines with the fourth term in the RHS of (69) and
the third term in the RHS of (70) to give zero, and similarly for the combination of the
fourth term in the RHS of (67), the third term in the RHS of (69) and the fourth term in
the RHS of (70). Furthermore, the combination of the fifth, sixth and seventh terms in
the RHS of (67), the eighth term in the RHS of (69) and the eighth term in the RHS of
(70) give

a ⊗ 〈〈

n(x1)p(x2),
{−[bλ1 c]λ1+λ2 m(x) + bλ1 cλ2 m(x)− cλ2 bλ1 m(x)

}〉〉

,

which is zero due to the Jacobi identity for the λ-action of A on M , and similarly for the
remaining terms in (67), (69) and (70). We are left to prove part (b). We have

[(∂ ⊗ 1 + 1⊗ ∂)(a ⊗ m(x)), b ⊗ n(x)]

= [∂a∂x1
b] ⊗ m(x1)n(x)

∣

∣

x1=x + [a∂x1
b] ⊗ (∂m(x1))n(x)

∣

∣

x1=x

−(∂a)⊗ 〈

n(x1), bλ1 m(x)
〉− a ⊗ 〈

n(x1), bλ1(∂m(x))
〉

+ b ⊗ 〈

m(x1), (∂a)λ1 n(x)
〉

+ b ⊗ 〈

(∂m(x1)), aλ1 n(x)
〉

, (71)
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and

[a ⊗ m(x), (∂ ⊗ 1 + 1⊗ ∂)(b ⊗ n(x))]

= [a∂x1
∂b] ⊗ m(x1)n(x)

∣

∣

x1=x + [a∂x1
b] ⊗ m(x1)(∂n(x))

∣

∣

x1=x

− a ⊗ 〈

n(x1), (∂b)λ1 m(x)
〉− a ⊗ 〈

(∂n(x1)), bλ1 m(x)
〉

+ (∂b)⊗ 〈

m(x1), aλ1 n(x)
〉

+ b ⊗ 〈

m(x1), aλ1(∂n(x))
〉

. (72)

Putting Eqs. (71) and (72) together we get

(∂ ⊗ 1 + 1⊗ ∂) [a ⊗ m(x), b ⊗ n(x)] = [(∂ ⊗ 1 + 1⊗ ∂)(a ⊗ m(x)), b ⊗ n(x)]

+ [a ⊗ m(x), (∂ ⊗ 1 + 1⊗ ∂)(b ⊗ n(x))] .

This completes the proof of the lemma. ��
Proposition 5. The basic cohomoloy complex (˜Γ •, δ) admits a g-structure, ϕ : ĝ →
End ˜Γ •, where g = Π ˜Γ1 is the Lie algebra with the Lie bracket induced by (65), given
by ϕ(∂η) = δ, ϕ(ηξ) = ιξ , ϕ(ξ) = Lξ , ξ ∈ ˜Γ1. The corresponding reduced (by ∂)
g∂ -complex is (Γ •, δ).

Proof. In view of Remark 5 and Proposition 3, we only have to check that

[Lξ1 , ιξ2 ] = ι[ξ1,ξ2], (73)

where, for ξ ∈ ˜Γ1, ιξ is given by (63) and Lξ is given by (64). For i = 1, 2, let then
ai ⊗ mi (x) ∈ A ⊗ M[[x]] be a representative of ξi ∈ ˜Γ1. We have

(Lξ1 ιξ2 γ̃ )λ3,...,λk+1(a3, . . . , ak+1)

= 〈

m1(x1), a1λ1

〈

m2(x2), γ̃λ2,λ3,...,λk+1(a2, a3, . . . , ak+1)
〉〉

+
k+1
∑

i=3

(−1)i
〈

(ai λi m1(x1)),

〈

m2(x2), γ̃
λ1,λ2,λ3,

i
ˇ···,λk+1

(a1, a2, a3,
i
ˇ· · ·, ak+1)

〉〉

−
k+1
∑

j=3

〈

m1(x1),
〈

m2(x2), γ̃λ2,...,λ1+λ j ,...,λk+1(a2, . . . , [a1λ1a j ], . . . , ak+1)
〉〉

, (74)

where, as in (61), with 〈, 〉 we contract x1 with λ1 and x2 with λ2. Similarly, we have

(ιξ2 Lξ1 γ̃ )λ3,··· ,λk+1(a3, . . . , ak+1)

= 〈

m2(x2),
〈

m1(x1), a1λ1

(

γ̃λ2,...,λk+1(a2, . . . , ak+1)
)〉〉

+
k+1
∑

i=2

(−1)i
〈

m2(x2),

〈

(ai λi m1(x1)), γ̃
λ1,λ2,

i
ˇ···,λk+1

(a1, a2,
i
ˇ· · ·, ak+1)

〉〉

−
k+1
∑

j=2

〈

m2(x2),
〈

m1(x1), γ̃λ2,...,λ1+λ j ,...,λk+1(a2, . . . , [a1λ1a j ], . . . , ak+1)
〉〉

.(75)
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Combining Eqs. (74) and (75), we get

([Lξ1, ιξ2 ]γ̃ )λ3,··· ,λk+1(a3, . . . , ak+1)

= 〈〈

m1(x1), (a1λ1 m2(x2))
〉

, γ̃λ2,λ3,...,λk+1(a2, a3, . . . , ak+1)
〉

− 〈〈

m2(x2), (a2λ2 m1(x1))
〉

, γ̃λ1,λ3,...,λk+1(a1, a3, . . . , ak+1)
〉

+
〈〈

m1(x1)m2(x2), γ̃λ1+λ2,λ3,...,λk+1([a1λ1a2], a3, . . . , ak+1)
〉〉

, (76)

where, for the first term, we used the fact that the λ-action of A on M is by derivations
of the product on M . To conclude, we use Eqs. (66) and (68) to rewrite the RHS of (76)
as (ιξ γ̃ )λ3,...,λk+1(a3, . . . , ak+1), where

ξ = a2 ⊗
〈

m1(x1), (a1λ1 m2(x))
〉− a1 ⊗

〈

m2(x2), (a2λ2 m1(x))
〉

+ [a1∂x1
a2] ⊗ m1(x1)m2(x)

∣

∣

x1=x = [ξ1, ξ2].
��

4.5. The space of chains C•. Recall from Theorem 2 that the cohomology complex
Γ • is a subcomplex of the cohomology complex C• defined in Sect. 2.3. One may ask
whether, for a reduced h-chain ξ ∈ Γh , there is a natural way to extend the definition
of the contraction operator ιξ to the complex C•. In order to formulate the statement,
in Theorem 4 below, we first define a new space of chains, obtained by dualizing the
definition of the complex C•.

We let C• =⊕

k∈Z+
Ck , where C0 = {m ∈ M | ∂m = 0} (= Γ0), and, for k ≥ 1, we

define the space Ck of k-chains of A with coefficients in M as the quotient of the space
A⊗k ⊗ Hom(F[λ1, . . . , λk−1],M) by the following relations:

D1. a1 ⊗ · · · ∂ai · · · ⊗ ak ⊗ φ ≡ −a1 ⊗ · · · ⊗ ak ⊗ (λ∗i φ), for every 1 ≤ i ≤ k − 1;
D2. a1 ⊗ · · · ⊗ ak−1 ⊗ (∂ak)⊗ φ ≡ a1 ⊗ · · · ⊗ ak ⊗ ((λ∗1 + · · · + λ∗k−1 − ∂)φ);
D3. aσ(1) ⊗ · · · ⊗ aσ(k) ⊗ (σ ∗φ) ≡ sign(σ )a1 ⊗ · · · ⊗ ak ⊗ φ, for every permutation

σ ∈ Sk , where σ ∗φ ∈ Hom(F[λ1, . . . , λk−1],M) is defined by

(σ ∗φ)( f (λ1, . . . , λk−1)) = φ
(

f (λσ(1), . . . , λσ(k−1))
∣

∣

λk �→λk †

)

, (77)

where in the RHS we have to replace λk by λk † = −λ1 − · · · − λk−1 + ∂M and
move ∂M to the left of φ.

For example, C1 = (A⊗M)/∂(A⊗M). In particular, in C1 it is not necessarily true
that a ⊗ m is equivalent to zero for every torsion element a of the F[∂]-module A. On
the other hand the analogue of Lemma 2 holds for k ≥ 2:

Lemma 5. If k ≥ 2 and ai ∈ Tor A for some i, we have a1 ⊗ · · · ⊗ ak ⊗ φ = 0 in Ck.

Proof. For 1 ≤ i ≤ k − 1, relation D1 is the same as relation C1, hence the same
argument as in the proof of Lemma 2 works. Similarly, for i = k, if P(∂)ak = 0, we
have by the relation D2,

0 = a1⊗· · ·⊗ak−1⊗(P(∂)ak)⊗φ = a1⊗· · ·⊗ak⊗(P(λ∗1 + · · · + λ∗k−1 − ∂)φ),
and to conclude the lemma we need to prove that the linear endomorphism P(λ∗1 + · · ·+
λ∗k−1 − ∂) of Hom(F[λ1, . . . , λk−1],M) is surjective. In other words, given an element



694 A. De Sole, V. G. Kac

φ ∈ Hom(F[λ1, . . . , λk−1],M), we want to find an elementψ ∈ Hom(F[λ1, . . . , λk−1],
M) such that P(λ∗1 + · · ·+λ∗k−1−∂)ψ = φ. Suppose, for simplicity, that the polynomial
P is monic of degree N . Hence

P(λ∗1 + · · · + λ∗k−1 − ∂) = (λ∗1)N +
N
∑

n=0

∂n Rn(λ
∗
1, . . . , λ

∗
k−1),

where the polynomials Rn ∈ F[λ∗1, . . . , λ∗k−1], considered as polynomials in λ1, have
degree strictly less than N . Then ψ can be constructed recursively by saying that
ψ(λ

n1
1 λ

n2
2 · · · λn−1

k−1) = 0 for n1 < N , and

ψ(λ
N+n1
1 λ

n2
2 . . . λn−1

k−1)

= φ(λn1
1 · · · λn−1

k−1)−
∑N

n=0 ∂
M n
ψ

(

Rn(λ1, . . . , λk−1)λ
n1
1 · · · λn−1

k−1

)

.

Since the RHS only depends on ψ(λm1
1 λ

m2
2 · · · λm−1

k−1 ) with m1 < N + n1, the above
equation defines ψ by induction on n1. Clearly, P(λ∗1 + · · · + λ∗k−1 − ∂)ψ = φ. ��

In analogy with the notation used in Sect. 2.2, we introduce the space C̄• =⊕

k∈Z+
C̄k ,

by taking the quotient of the space C• by the torsion of A. More precisely, let C̄0 =
{m ∈ M | ∂m = 0} = C0 and, for k ≥ 1, C̄k is the quotient of the space Ā⊗k ⊗
Hom(F[λ1, . . . , λk−1],M), where Ā = A/Tor A, by the relations D1, D2 and D3
above. In particular, by Lemma 5, C̄k = Ck for k �= 1, and there is a natural surjective
map C1 � C̄1.

We next want to describe the relation between the spaces Ck and Γk . In particular,
we are going to define a canonical map χk : Ck → Γk , and we will prove in Proposi-
tion 7 that, if the F[∂]-module A decomposes as a direct sum of its torsion and a free
submodule, χk factors through an isomorphism C̄k � Γk .

For k ≥ 1, let ρk : Hom(F[λ1, . . . , λk],M) � Hom(F[λ1, . . . , λk−1],M), be the
restriction map associated to the inclusion F[λ1, . . . , λk−1] ⊂ F[λ1, . . . , λk]. Let

χk : Hom(F[λ1, . . . , λk−1],M) ↪→ Hom(F[λ1, . . . , λk],M),

be the injective linear map defined by

(χkφ) ( f (λ1, . . . , λk)) = φ
(

f (λ1, . . . , λk−1, λk †)
)

, (78)

where in the RHS we let λk † = −
∑k−1

j=1 λ j + ∂M and we move ∂M to the left.

Lemma 6. (a) We have ρk ◦ χk = 1I on Hom(F[λ1, . . . , λk−1],M). Hence χk ◦ ρk is a
projection operator on Hom(F[λ1, . . . , λk],M), whose image is naturally isomor-
phic to Hom(F[λ1, . . . , λk−1],M).

(b) The image of χk consists of the elements φ ∈ Hom(F[λ1, . . . , λk],M) such that

(λ∗1 + · · · + λ∗k)φ = ∂φ. (79)

(c) We have the commutation relations

λ∗i ◦ χk = χk ◦ λ∗i ∀1 ≤ i ≤ k − 1, λ∗k ◦ χk = χk ◦ (−λ∗1 − · · · − λ∗k−1 + ∂),

(80)

where λ∗i is the linear endomorphism of Hom(F[λ1, . . . , λk],M) defined by (48).
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(d) For every permutation σ ∈ Sk we have

σ ∗ ◦ χk = χk ◦ σ ∗, (81)

where σ ∗ in the LHS denotes the endomorphism of Hom(F[λ1, . . . , λk],M) defined
by Eq. (49), while in the RHS it denotes the endomorphism of Hom(F[λ1, . . . , λk−1],
M) defined by (77).

Proof. Part (a) is obvious. Given φ ∈ Hom(F[λ1, . . . , λk−1],M), we have, by the defi-
nition (78) of χk ,

(

(λ∗1 + · · · + λ∗k − ∂)χkφ
)

( f (λ1, . . . , λk))

= (χkφ)
(

(λ1 + · · · + λk − ∂M ) f (λ1, . . . , λk)
) = 0,

namely χkφ satisfies Eq. (79). Conversely, if φ ∈ Hom(F[λ1, . . . , λk],M) solves
Eq. (79), we have, by Taylor expanding in λk † − λk = −λ1 − · · · − λk + ∂M ,

(χkρkφ) ( f (λ1, . . . , λk)) = φ
(

f (λ1 · · · , λk−1, λk †)
)

=
∑

n∈Z+

1

n!
(

(−λ∗1 − · · · − λ∗k + ∂)nφ
) (

(∂n
λk

f )(λ1, . . . , λk)
) = φ ( f (λ1, . . . , λk)) .

Hence, φ is in the image of χk , as we wanted. This proves part (b). For part (c), the first
equation in (80) is clear. The second equation follows by part (b). We are left to prove
part (d). Given φ ∈ Hom(F[λ1, . . . , λk−1],M) we have, for every permutation σ ∈ Sk ,

(σ ∗χkφ) ( f (λ1, . . . , λk)) = φ
(

f (λσ(1), . . . , λσ(k))
∣

∣

λk �→λk †

)

,

and

(χkσ
∗φ) ( f (λ1, . . . , λk))

= φ
(

f (λσ(1), . . . , λσ(k−1),−λσ(1) − · · · − λσ(k−1) + ∂M )

∣

∣

∣

λk �→λk †

)

.

Equation (81) follows by the fact that, for σ(k) �= k, when we replace λk by λk † =
−λ1 − · · · − λk−1 + ∂M , the expression −λσ(1) − · · · − λσ(k−1) + ∂M is replaced by
λσ(k). ��

We extend χk to an injective map χk : A⊗k⊗Hom(F[λ1, . . . , λk−1],M) ↪→ A⊗k⊗
Hom(F[λ1, . . . , λk],M), given by

χk(a1 ⊗ · · · ⊗ ak ⊗ φ) = a1 ⊗ · · · ⊗ ak ⊗ χk(φ). (82)

Moreover, we denote by 〈C1,C2〉 ⊂ A⊗k ⊗ Hom(F[λ1, . . . , λk],M) the subspace
generated by the relations C1 and C2 from Sect. 4.2, and by 〈D1, D2, D3〉 ⊂ A⊗k ⊗
Hom(F[λ1, . . . , λk−1],M) the subspace generated by the relations D1, D2 and D3.

Proposition 6. (a) χk (〈D1, D2, D3〉) ⊂ 〈C1,C2〉.
(b) For every x ∈ A⊗k ⊗ Hom(F[λ1, . . . , λk−1],M), we have ∂χk(x) ∈ 〈C1,C2〉.
(c) χk induces a well-defined linear map χk : Ck → Γk .
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Proof. For 1 ≤ i ≤ k − 1, we have

χk
(

a1 ⊗ · · · (∂ai ) · · · ⊗ ak ⊗ φ + a1 ⊗ · · · ⊗ ak ⊗ (λ∗i φ)
)

= a1 ⊗ · · · (∂ai ) · · · ⊗ ak ⊗ χk(φ) + a1 ⊗ · · · ⊗ ak ⊗ χk(λ
∗
i φ)

)

,

and this is in 〈C1,C2〉 thanks to Lemma 6(c). Similarly, by the second equation in (80),

χk
(

a1 ⊗ · · · ⊗ ak−1 ⊗ (∂ak)⊗ φ − a1 ⊗ · · · ⊗ ak ⊗ (λ∗1 + · · · + λ∗k−1 − ∂)φ)
)

= a1 ⊗ · · · ⊗ ak−1 ⊗ (∂ak)⊗ χk(φ) + a1 ⊗ · · · ⊗ ak ⊗ λ∗kχk(φ) ∈ 〈C1,C2〉.
Furthermore, by Lemma 6(d), we have, for every permutation σ ∈ Sk ,

χk
(

a1 ⊗ · · · ⊗ ak ⊗ φ − sign(σ )aσ(1) ⊗ · · · ⊗ aσ(k) ⊗ (σ ∗φ)
)

= a1 ⊗ · · · ⊗ ak ⊗ χk(φ)− sign(σ )aσ(1) ⊗ · · · ⊗ aσ(k) ⊗ (σ ∗χk(φ)) ∈ 〈C1,C2〉.
This proves part (a). From (50) and Lemma 6(b), we have

∂χk(a1 ⊗ · · · ⊗ ak ⊗ φ) ≡ a1 ⊗ · · · ⊗ ak ⊗ (−λ∗1 − · · · − λ∗k + ∂)χk(φ) = 0,

thus proving (b). Part (c) follows from (a) and (b). ��
Proposition 7. If the Lie conformal algebra A decomposes, as an F[∂]-module, in a
direct sum of the torsion and a complementary free F[∂]-submodule, the identity map
on C0 = {m ∈ M | ∂m = 0} and the maps χk : Ck → Γk, k ≥ 1, factor through a
bijective map C̄• � Γ•.
Proof. Suppose that the F[∂]-module A decomposes as in (23). By definition, in the
space C̄k we have that a1⊗ · · · ⊗ ak ⊗ φ ≡ 0 if one of the elements ai is in T = Tor A.
The same is true in the space ˜Γk by Lemma 2. It follows that χk induces a well-defined
map

χk : C̄k → Γk ⊂ ˜Γk . (83)

Moreover, in the space ˜Γk we have, using relation C1, that

(P1(∂)u1)⊗ · · · ⊗ (Pk(∂)uk)⊗ φ ≡ u1 ⊗ · · · ⊗ uk ⊗
(

P1(−λ∗1) · · · Pk(−λ∗k)φ
)

,

for every ui ∈ U and φ ∈ Hom(F[λ1, . . . , λk],M). Hence, we can identify the space
˜Γk with the quotient of the space U⊗k ⊗ Hom(F[λ1, . . . , λk],M) by the relation C2.
Similarly, in the space C̄k we have, using the relations D1 and D2, that

(P1(∂)u1)⊗ · · · ⊗ (Pk(∂)uk)⊗ φ
≡ u1 ⊗ · · · ⊗ uk ⊗

(

P1(−λ∗1) · · · Pk−1(−λ∗k−1)Pk(λ
∗
1 + · · · + λ∗k−1 − ∂)φ

)

,

for every ui ∈ U and φ ∈ Hom(F[λ1, . . . , λk−1],M). Hence, we can identify the space
C̄k with the quotient of the space U⊗k ⊗Hom(F[λ1, . . . , λk−1],M) by the relation D3.
The map χk in (83) is then induced by the map U⊗k ⊗ Hom(F[λ1, . . . , λk−1],M) →
U⊗k ⊗ Hom(F[λ1, . . . , λk],M), given by

u1 ⊗ · · · ⊗ uk ⊗ φ �→ u1 ⊗ · · · ⊗ uk ⊗ χk(φ),
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for every ui ∈ U and φ ∈ Hom(F[λ1, . . . , λk−1],M). Recalling (50), the action of ∂ on
˜Γk is induced by the mapU⊗k⊗Hom(F[λ1, . . . , λk],M)→ U⊗k⊗Hom(F[λ1, . . . , λk],
M), given by

u1 ⊗ · · · ⊗ uk ⊗ φ �→ u1 ⊗ · · · ⊗ uk ⊗
(

(−λ∗1 − · · · − λ∗k)φ
)

.

Hence, the subspace Γk ⊂ ˜Γk is spanned by elements of the form u1 ⊗ · · · ⊗ uk ⊗ φ,
such that (−λ∗1 − · · · − λ∗k)φ = 0. By Lemma 6(b), this is the same as the image of
χk . Therefore the map (83) is surjective. Finally, injectiveness of (83) is clear since, by
Lemma (6)(d), relation D3 corresponds, via χk , to relation C2. ��

4.6. Contraction operators acting on C•. Assume, as in Sect. 4.3, that A is a Lie con-
formal algebra and M is an A-module endowed with a commutative, associative product
µ : M ⊗ M → M , such that ∂M : M → M , and aλ : M → C[λ] ⊗ M , satisfy the
Leibniz rule. Given an h-chain x ∈ Ch , we define the contraction operator ιx : Ck →
Ck−h, k ≥ h, in the same way as we defined, in Sect. 4.3, the contraction operator asso-
ciated to an element of ˜Γh . If a1 ⊗ · · · ⊗ ah ⊗ φ ∈ A⊗h ⊗ Hom(F[λ1, . . . , λh−1],M)
is a representative of x ∈ Ch , and c ∈ Ck , we let, for h < k,

{ah+1λh+1 · · · ak−1λk−1
ak}ιx c

= (χhφ)
µ
(

{a1λ1 · · · ahλh ah+1λh+1 · · · ak−1λk−1
ak}c

)

,
(84)

where, in the RHS, φµ is defined by (52) and χh is given by (78). For h = k, equation
(84) has to be modified as follows:

ιx c =
∫

φµ
(

{a1λ1 · · · ak−1λk−1
ak}c

)

∈ M/∂M M = C0. (85)

Lemma 7. (a) For c ∈ Ck, the RHS of (84) does not depend on the choice of the repre-
sentative for x in A⊗h⊗Hom(F[λ1, . . . , λh−1],M). Hence the contraction operator
ιx is well defined for x ∈ Ch.

(b) For c ∈ Ck, the RHS of (84) satisfies Conditions B1, B2 and B3. Hence ιx c ∈ Ck−h.

Proof. If x = a1⊗ · · · (∂ai ) · · · ⊗ ah ⊗ φ + a1 · · · ⊗ ah ⊗ (λ∗i φ), for 1 ≤ i ≤ h − 1, we
have

{ah+1λh+1 · · · ak−1λk−1
ak}ιx c = (χhφ)

µ
(

{a1λ1 · · · (∂ai )λi · · · ak−1λk−1
ak}c

+ λi {a1λ1 · · · ak−1λk−1
ak}c

)

,

and this is zero since, by assumption, c satisfies Condition B1. Similarly, if x = a1 ⊗
· · · ⊗ ah−1 ⊗ (∂ah)⊗ φ − a1 · · · ⊗ ah ⊗ ((λ∗1 + · · · + λ∗h−1 − ∂)φ), we have

{ah+1λh+1 · · · ak−1λk−1
ak}ιx c

= (χhφ)
µ
(

{a1λ1 · · · (∂ah)λh
· · · ak−1λk−1

ak}c
−(λ1 + · · · + λh−1){a1λ1 · · · ak−1λk−1

ak}c
)

+ (χh∂φ)
µ
(

{a1λ1 · · · ak−1λk−1
ak}c

)

. (86)
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Using Condition B1 for c, we can rewrite the RHS of (86) as

(χhφ)
µ
(

−(λ1 + · · · + λh−1 + λh){a1λ1 · · · ak−1λk−1
ak}c

)

+(χh∂φ)
µ
(

{a1λ1 · · · ak−1λk−1
ak}c

)

,

which is zero thanks to Lemma 6(c). Furthermore, if x = a1 ⊗ · · · ⊗ ah ⊗ φ −
sign(σ )aσ(1) ⊗ · · · ⊗ aσ(h) ⊗ (σ ∗φ), for a permutation σ ∈ Sh , we have

{ah+1λh+1 · · · ak−1λk−1
ak}ιx c

= (χhφ)
µ
(

{a1λ1 · · · ak−1λk−1
ak}c

)

− sign(σ )(χhσ
∗φ)µ

(

{a1λ1 · · · ak−1λk−1
ak}c

)

= (χhφ)
µ
(

{a1λ1 · · · ak−1λk−1
ak}c

− sign(σ ){aσ(1)λσ(1) · · · aσ(h)λσ(h)ah+1λh+1 · · · ak−1λk−1
ak}c

)

, (87)

where, in the second equality, we used Lemma (6)(d) and the definition (49) of σ ∗ acting
on Hom(F[λ1, . . . , λh],M). Clearly, the RHS of (87) is zero since, by assumption, c
satisfies Condition B3. This proves part (a). For part (b), Condition B1 for ιx c follows
immediately from the same condition on c. We have

{ah+1λh+1 · · · ak−1λk−1
(∂ak)}ιx c = (χhφ)

µ
(

{a1λ1 · · · ak−1λk−1
(∂ak)}c

)

= (χhφ)
µ
(

(λ1 + · · · + λk−1 + ∂M ){a1λ1 · · · ak−1λk−1
ak}c

)

. (88)

By Lemmas 3 and 6(c), the RHS of (88) is the same as

(λh+1 + · · · + λk−1 + ∂M )(χhφ)
µ
(

{a1λ1 · · · ak−1λk−1
ak}c

)

= (λh+1 + · · · + λk−1 + ∂M ){ah+1λh+1 · · · ak−1λk−1
ak}ιx c,

namely ιx c satisfies Condition B2. Similarly, for Condition B3, let σ be a permutation
of the set {h + 1, . . . , k}. We have

{aσ(h+1)λσ(h+1)
· · · aσ(k−1)λσ(k−1)

aσ(k)}ιx c

= (χhφ)
µ
(

{a1λ1 · · · ahλh aσ(h+1)λσ(h+1)
· · · aσ(k−1)λσ(k−1)

aσ(k)}c
)

. (89)

We then observe that, replacing in the above equation λk by −∑k−1
j=h+1 λ j − ∂M , ∂M

acting from the left, is the same as replacing it, inside the argument of (χhφ)
µ in the

RHS, by −∑k−1
j=1 λ j − ∂M . For this we use Lemmas 3 and 6(c). After this substitution,

the RHS of (89) becomes, using Condition B3 for c, ��
sign(σ )(χhφ)

µ
(

{a1λ1 · · · ak−1λk−1
ak}c

)

= {ah+1λh+1 · · · ak−1λk−1
ak}ιx c.

Proposition 8. The contraction operators on the superspace C• commute, i.e. for x ∈ Ch
and y ∈ C j we have

ιx ιy = (−1)h j ιyιx .
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Proof. Let a1 ⊗ · · · ⊗ ah ⊗ φ ∈ A⊗h ⊗Hom(F[λ1, . . . , λh−1],M) be a representative
for x ∈ Ch , b1⊗· · ·⊗ b j ⊗ψ ∈ A⊗ j ⊗Hom(F[µ1, . . . , µ j−1],M) be a representative
for y ∈ C j , and let c ∈ Ck . For k > h + j , the proof is similar to that of Proposition 3.
Thus we only have to consider the case k = h + j . Recalling (84) and (85), we have

ιy(ιx c) = ∫

ψµ
(

(χhφ)
µ
(

{a1λ1 · · · ah−1λh−1
ahλh b1µ1 · · · b j−1µ j−1

b j }c
))

.

Applying the skew-symmetry Condition B3 for c and using the definition (78) of χh ,
we get, after integration by parts, that the RHS is ��

(−1)h j∫ (χ jψ)
µ
(

φµ
(

{b1µ1 · · · b j−1µ j−1
b jµ j

a1λ1 · · · ah−1λh−1
ah}c

))

,

which is the same as (−1)h j ιx (ιyc).

For example, given an element m ∈ C0 = {m′ ∈ M | ∂m′ = 0}, we have {a1λ1 · · ·
ak−1λk−1

ak}ιm c = m{a1λ1 · · · ak−1λk−1
ak}c. Recall also that C1 = A ⊗ M/∂(A ⊗ M).

The contraction operators associated to 1-chains are given by the following formulas: if
c ∈ C1 = HomF[∂](A,M), then

ιa⊗mc =
∫

mc(a), (90)

while if c ∈ Ck , with k ≥ 2, then

{a2λ2 · · · ak−1λk−1
ak}ιa1⊗m c = {a1∂M a2λ2 · · · ak−1λk−1

ak}c→m, (91)

where the arrow in the RHS means, as usual, that ∂M should be moved to the right.
Also we have the following formulas for the Lie derivative Lx = [d, ιx ] by a 1-chain

x ∈ C1 acting on C0 = M/∂M M and C1 = HomF[∂](A,M):

La⊗m
∫

n = ∫

(a∂M n)→m, (92)

(La⊗mc)(b) = (

a∂M c(b)
)

→m +←
(

(b−∂M m)c(a)
)− c

([a∂M b])→ m,

where the left arrow in the RHS means, as usual, that ∂M should be moved to the left.
The definitions of the contraction operators associated to elements of Γ• and C• are

“compatible”. This is stated in the following:

Theorem 4. For x ∈ Ch and γ ∈ Γ k , with k ≥ h, we have

ιx (ψ
k(γ )) = ψk−h(ιχh(x)(γ )),

where ψk : Γ k ↪→ Ck, denotes the injective linear map defined in Theorem 2, and
χh : Ch → Γh, denotes the linear map defined in Proposition 6. In other words, there
is a commutative diagram of linear maps:

Ck
ιx �� Ck−h

Γ k
��

ψk

��

ιξ
�� Γ k−h

��

ψk−h

��
, (93)

provided that ξ ∈ Γh and x ∈ Ch are related by ξ = χh(x).
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Proof. Let γ̃ ∈ ˜Γ k be a representative of γ ∈ Γ k , and let a1 ⊗ · · · ⊗ ah ⊗ φ ∈
A⊗h ⊗ Hom(F[λ1, . . . , λh−1],M) be a representative of x ∈ Ch . Recalling the defini-
tion (22) of ψk and the definition (84) of ιx , we have

{ah+1λh+1 · · · ak−1λk−1
ak}ιxψk (γ̃ ) = (χhφ)

µ
(

γ̃
λ1,...,λk−1,λ

†
k
(a1, . . . , ak)

)

, (94)

where, in the RHS, λ†
k stands for −∑k−1

j=1 λ j − ∂M , with ∂M acting on the argument of

(χhφ)
µ. By Lemmas 3 and (6)(c), we can replace λ†

k by−∑k−1
j=h+1 λ j −∂M , where now

∂M is moved to the left of (χhφ)
µ. Hence, the RHS of (94) is the same as

(χhφ)
µ
(

γ̃λ1,λ2,...,λk (a1, . . . , ak)
) ∣

∣

λk �→λ†
k= {ah+1λh+1 · · · ak−1λk−1

ak}ψk−h(ιχh (x)(γ̃ ))
,

thus completing the proof of the theorem. ��

4.7. Lie conformal algebroids. A Lie conformal algebroid is an analogue of a Lie alge-
broid.

Definition 1. A Lie conformal algebroid is a pair (A,M), where A is a Lie conformal
algebra, M is a commutative associative differential algebra with derivative ∂M , such
that A is a left M-module and M is a left A-module, satisfying the following compatibility
conditions (a, b ∈ A, m, n ∈ M):

L1. ∂(ma) = (∂M m)a + m(∂a),
L2. aλ(mn) = (aλm)n + m(aλn),
L3. [aλmb] = (aλm)b + m[aλb].
It follows from Condition L3 and skew-symmetry (2) of the λ-bracket, that

L3’. [maλb] =
(

e∂
M∂λm

)

[aλb] + (aλ+∂m)→b,

where the first term in the RHS is
∑∞

i=0
1
i !
(

(λ + ∂M )i m
)

(a(i)b), and in the second term
the arrow means, as usual, that ∂ should be moved to the right, acting on b.

We next give two examples analogous to those in the Lie algebroid case. Let M be,
as above, a commutative associative differential algebra. Recall from Sect. 3 that a con-
formal endomorphism on M is an F-linear map ϕ(= ϕλ) : M → F[λ] ⊗ M satisfying
ϕλ(∂

M m) = (∂M + λ)ϕλ(m). The space Cend(M) of conformal endomorphism is then
a Lie conformal algebra with the F[∂]-module structure given by (∂ϕ)λ = −λϕλ, and
the λ-bracket given by

[ϕλψ]µ = ϕλ ◦ ψµ−λ − ψµ−λ ◦ ϕλ.
Example 2. Let Cder(M) be the subalgebra of the Lie conformal algebra Cend(M) con-
sisting of all conformal derivations on M , namely of the the conformal endomorphisms
satisfying the Leibniz rule: ϕλ(mn) = ϕλ(m)n +mϕλ(n). Then the pair (Cder(M),M) is
a Lie conformal algebroid, where M carries the tautological Cder(M)-module structure,
and Cder(M) carries the following M-module structure:

(mϕ)λ =
(

e∂
M∂λm

)

ϕλ. (95)



Lie Conformal Algebra Cohomology and the Variational Complex 701

This is indeed an M-module, since ex∂M
(mn) = (ex∂M

m)(ex∂M
n). Furthermore, Con-

dition L1 holds thanks to the obvious identity e∂
M∂λλ = (λ + ∂M )e∂

M∂λ . Condition L2.
holds by definition. Finally, for Condition L3 we have

[ϕλmψ]µ(n) = ϕλ
(

(mψ)µ−λ(n)
)− (mψ)µ−λ (ϕλ(n))

= ϕλ
((

e∂
M∂µm

)

ψµ−λ(n)
)

−
(

e∂
M∂µm

)

ψµ−λ (ϕλ(n))

=
(

e(λ+∂M )∂µϕλ(m)
)

ψµ−λ(n) +
(

e∂
M∂µm

)

(

ϕλ
(

ψµ−λ(n)
)− ψµ−λ (ϕλ(n))

)

=
(

e∂
M∂µϕλ(m)

)

ψµ(n) +
(

e∂
M∂µm

)

[ϕλψ]µ(n) = (ϕλ(m)ψ + m[ϕλψ])µ (n).
Example 3. Assume, as in Sect. 4.3, that A is a Lie conformal algebra and M is an A-
module endowed with a commutative, associative product, such that ∂M : M → M ,
and aλ : M → C[λ] ⊗ M , for a ∈ A, satisfy the Leibniz rule. The space M ⊗ A has a
natural structure of F[∂]-module, where ∂ acts as

˜∂(m ⊗ a) = (∂M m)⊗ a + m ⊗ (∂a). (96)

Clearly, M ⊗ A is a left M-module via multiplication on the first factor. We define a left
λ-action of M ⊗ A on M by

(m ⊗ a)λn =
(

e∂
M∂λm

)

(aλn), (97)

and a λ-bracket on M ⊗ A by

[(m ⊗ a)λ(n ⊗ b)]

=
((

e∂
M∂λm

)

n
)

⊗ [aλb] + ((m ⊗ a)λn)⊗ b − e
˜∂∂λ ((n ⊗ b)−λm ⊗ a) . (98)

We claim that (96) and (98) make M ⊗ A a Lie conformal algebra, (97) makes M an
M ⊗ A-module, and the pair (M ⊗ A,M) is a Lie conformal algebroid. This will be
proved in Proposition 9, using Lemmas 8 and 9.

Lemma 8. (a) The following λ-bracket defines a Lie conformal algebra structure on
the C[∂]-module M ⊗ A:

[(m ⊗ a) λ (n ⊗ b)]0 =
((

e∂
M∂λm

)

n
)

⊗ [aλb]. (99)

(b) For x, y ∈ M ⊗ A and m ∈ M, we have

[mxλy]0 =
(

e∂
M∂λm

)

[xλy]0, [xλmy]0 = m[xλy]0. (100)

Proof. For the first sesquilinearity condition, we have

[

˜∂(m ⊗ a) λ (n ⊗ b)
]

0 =
((

e∂
M∂λ∂M m

)

n
)

⊗ [aλb] −
((

e∂
M∂λm

)

n
)

⊗ λ[aλb]
= −λ [(m ⊗ a) λ (n ⊗ b)]0 .

The second sesquilinearity condition and skew-symmetry can be proved in a similar
way, and they are left to the reader. Let us check the Jacobi identity. We have

[

(m ⊗ a) λ
[

(n ⊗ b) µ (p ⊗ c)
]

0

]

0
=

(

e∂
M∂λm

) (

e∂
M∂µn

)

p ⊗ [aλ[bµc]].



702 A. De Sole, V. G. Kac

Exchanging a ⊗ m with b ⊗ n and λ with µ, we get

[

(n ⊗ b) µ [(m ⊗ a) λ (p ⊗ c)]0
]

0 =
(

e∂
M∂λm

) (

e∂
M∂µn

)

p ⊗ [bµ[aλc]].
Furthermore, we have

[[m ⊗ a λ n ⊗ b]0 ν p ⊗ c]0 =
(

e∂
M∂ν

(

e∂
M∂λm

)

n
)

p ⊗ [[aλb]νc].
Putting ν = λ + µ, the RHS becomes

(

e∂
M∂λm

) (

e∂
M∂µn

)

p ⊗ [[aλb]λ+µc].
Hence, the Jacobi identity for the λ-bracket (99) follows immediately from the Jacobi
identity for the λ-bracket on A. This proves part (a). Part (b) is immediate. ��
We define another λ-product on M ⊗ A:

(m ⊗ a)λ(n ⊗ b) = ((m ⊗ a)λn)⊗ b. (101)

Notice that the λ-bracket (98) can be nicely written in terms of the λ-bracket (99) and
the λ-product (101):

[xλy] = [xλy]0 + xλy − y−λ−˜∂ x . (102)

Lemma 9. (a) The λ-product (101) satisfies both sesquilinearity conditions (for x, y ∈
M ⊗ A):

(˜∂x)λy = −λ xλy, xλ(˜∂ y) = (λ +˜∂)(xλy). (103)

(b) For x ∈ M ⊗ A, m ∈ M and y either in M ⊗ A or in M, we have

(mx)λy =
(

e∂
M∂λm

)

xλy, xλ(my) = (xλm)y + m(xλy). (104)

(c) We have the following identity for x, y, z ∈ M ⊗ A:

xλ[yµz]0 = [(xλy)λ+µz]0 + [yµ(xλz)]0. (105)

(d) We have the following identity for x, y ∈ M ⊗ A and z either in M or in M ⊗ A:

xλ(yµz)− yµ(xλz) = [xλy]λ+µz. (106)

Proof. We have

(˜∂(m ⊗ a))λ(n ⊗ b) =
(

e∂
M∂λ(∂M − λ)m

)

(aλn)⊗ b.

The first sesquilinearity condition follows from the obvious identity e∂
M∂λ(∂M − λ) =

−λe∂
M∂λ . The second sesquilinearity condition can be proved in a similar way. This

proves part (a). Part (b) is immediate. For part (c) and (d), let x = a⊗m, y = b⊗n, z =
c ⊗ p ∈ A ⊗ M . We have

xλ[yµz]0 =
(

e∂
M∂λm

) (

aλ
(

e∂
M∂µn

)

p
)

⊗ [bµc]. (107)
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Similarly,

[(xλy)νz]0 =
(

e∂
M∂ν

(

e∂
M∂λm

)

(aλn)
)

p ⊗ [bνc]. (108)

Hence, if we put ν = λ + µ, the RHS becomes
(

e∂
M∂λm

) (

e∂
M∂µ(aλn)

)

p ⊗ [bλ+µc] =
(

e∂
M∂λm

) (

aλ
(

e∂
M∂µn

))

p ⊗ [bµc],
(109)

where we used the sesquilinearity of the λ-bracket on A. Furthermore, we have

[yµ(xλz)]0 =
(

e∂
M∂µn

) (

e∂
M∂λm

)

(aλ p)⊗ [bµc]. (110)

Combining Eqs. (107), (109) and (110), we immediately get (105), thanks to the assump-
tion that the λ-action of A on M is a derivation of the commutative associative product
on M . We are left to prove part (d). We have

xλ(yµ p) =
(

e∂
M∂λm

)

aλ
((

e∂
M∂µn

)

(bµ p)
)

=
(

e∂
M∂λm

) (

e∂
M∂µn

)

aλ(bµ p) +
(

e∂
M∂λm

) (

e∂
M∂µ(aλn)

)

(bλ+µ p). (111)

For the second equality, we used the Leibniz rule and the sesquilinearity condition for
the λ-action of A on M . Exchanging x with y and λ with µ, we have

yµ(xλ p) =
(

e∂
M∂λm

) (

e∂
M∂µn

)

bµ(aλ p) +
(

e∂
M∂µn

) (

e∂
M∂λ(bµm)

)

(aλ+µ p).

(112)

By similar computations, we get

(xλy)λ+µz =
(

e∂
M∂λm

) (

e∂
M∂µ(aλn)

)

(bλ+µ p), (113)

and

(y−λ−∂ x)λ+µ p =
(

e∂
M∂µn

) (

e∂
M∂λ(bµm)

)

(aλ+µ p). (114)

Finally, it follows by a straightforward computation that

[xλy]0λ+µz =
(

e∂
M∂λm

) (

e∂
M∂µn

)

[aλb]λ+µ p. (115)

Equation (106) is obtained combining Eqs. (111), (112), (113), (114) and (115). ��
Proposition 9. (a) The λ-bracket (98) defines a Lie conformal algebra structure on the

F[∂]-module M ⊗ A.
(b) The λ-action (97) defines a structure of a M ⊗ A-module on M.
(c) The pair (M ⊗ A,M) is a Lie conformal algebroid.
(d) We have a Lie conformal algebroid homomorphism (M ⊗ A,M)→(Cder(M),M),

given by the identity map on M and the following Lie conformal algebra homomor-
phism from M ⊗ A to Cder(M):

m ⊗ a �→
(

e∂
M∂λm

)

aλ.
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Proof. It immediately follows from Lemma 8 and Lemma 9(a) that the λ-bracket (102)
satisfies sesquilinearity and skew-symmetry. Furthermore, the Jacobi identity for the λ-
bracket (98) follows from Lemma 8 and Eqs. (105) and (106). This proves part (a). Part
(b) is Lemma 103(c), in the case z ∈ M . For part (c) we need to check Conditions L1,
L2 and L3. The first two conditions are immediate. The last one follows from Eqs. (100)
and (104). Finally, part (d) is straightforward and is left to the reader. ��

4.8. The Lie algebra structure on ΠC1 and the ΠC1-structure on the complex (C•, d).
Recall that the space of 1-chains of the complex (C•, d) is C1 = (A ⊗ M)/∂(A ⊗ M)
with odd parity. We want to define a Lie algebra structure on ΠC1, where, as usual, Π
denotes parity reversing, making C• into aΠC1-complex. By Proposition 9(a), we have
a Lie conformal algebra structure on M ⊗ A. Hence, if we identify M ⊗ A with A⊗M
by exchanging the two factors, we get a structure of a Lie algebra on the quotient space
(A ⊗ M)/∂(A ⊗ M), induced by the λ-bracket at λ = 0 [K].

Explicitly, we get the following well-defined Lie algebra bracket on ΠC1 = (A ⊗
M)/∂(A ⊗ M):

[a ⊗ m, b ⊗ n] = [a∂M
1

b]→ ⊗ mn + b ⊗ (

a∂M n
)

→ m − a ⊗ (

b∂M m
)

→ n, (116)

where in the RHS, as usual, the right arrow means that ∂M should be moved to the right,
and in the first summand ∂M

1 denotes ∂M acting only on the first factor m.
Recall from Sect. 4.4 that ˜Γ1 = (A ⊗ M[[x]])/(∂ ⊗ 1 + 1 ⊗ ∂x )(A ⊗ M[[x]]),

and Γ1 =
{

ξ ∈ ˜Γ1 | ∂ξ = 0
}

, where the action of ∂ on ˜Γ1 is given by (59). Under this
identification, the map χ1 : C1 → Γ1 defined by (78) and (82) is given by

χ1(a ⊗ m) = a ⊗ ex∂M
m. (117)

Proposition 10. The map χ1 : C1 → Γ1 is a Lie algebra homomorphism, which factors
through a Lie algebra isomorphism χ1 : C̄1 → Γ1, provided that A decomposes as in
(23).

Proof. We have, by (116) and (117) that

χ1 ([a ⊗ m, b ⊗ n]) = [a∂M
1

b]→ ⊗
(

ex∂M
m
) (

ex∂M
n
)

+b ⊗ ex∂M (

(a∂M n)→m
)− a ⊗ ex∂M (

(b∂M m)→n
)

. (118)

Recalling formula (65) for the Lie bracket on ˜Γ1, we have

[χ1(a ⊗ m), χ1(b ⊗ n)]) = [a∂x1
b] ⊗

(

ex1∂
M

m
) (

ex∂M
n
) ∣

∣

∣

x1=x

+b ⊗ 〈

m(x1), aλ1 n(x)
〉− a ⊗ 〈

n(x1), bλ1 m(x)
〉

. (119)

Clearly, the first term in the RHS of (118) is the same as the first term in the RHS of
(119). Recalling the definition (62) of the pairing 〈, 〉, and using the sesquilinearity of
the λ-action of A on M , we have that the second term in the RHS of (118) is the same as
the second term in the RHS of (119), and similarly for the third terms. The last statement
follows from Proposition 7. ��
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Proposition 11. The complex (C•, d) has aΠC1-structure ϕ : Π̂C1 → End C•, given
by ϕ(∂η) = d, ϕ(ηx) = ιx , ϕ(x) = Lx = [d, ιx ]. Moreover, (C̄•, d) is a ΠC1-sub-
complex.

Proof. Due to Remark 5 and Proposition 8, we only need to check that, for x, y ∈ ΠC1,
we have

[Lx , ιy] = ι[x,y]. (120)

This follows from a long but straightforward computation, using the explicit formulas
(13) and (91) for the differential and the contraction operators. It is left to the reader.

Notice though that, in the special case when A decomposes as in (23), Eq. (120)
is a corollary of Proposition 5, Theorem 2 and Theorem 4 for h = 1. Indeed, due
to these results, it suffices to check that both sides of (120) coincide when acting on
C1 = HomF[∂](A,M). In the latter case, using Eqs. (12), (14), (90), (91), (92) and (116),
we have, for c ∈ C1,

La⊗m(ιb⊗nc) = ∫

c(b)
(

a∂M n
)

→ m +
∫

n
(

a∂M c(b)
)

→ m,

ιb⊗n(La⊗mc) = ∫

n
(

a∂M c(b)
)

→ m +
∫

c(a)
(

b∂M m
)

→ n − ∫

nc
([a∂M b])→m,

ι[a⊗m,b⊗n]c =
∫

nc
([a∂M b])→m +

∫

c(b)
(

a∂M n
)

→m − ∫

c(a)
(

b∂M m
)

→ n.

It follows that (120) holds when applied to elements of C1. ��
The above results imply the following

Theorem 5. The maps ψ• : Γ • → C̄• ⊂ C• and χ1 : C1 → Γ1 define a homomor-
phism of g-complexes. Provided that A decomposes as in (23), we obtain an isomorphism
of ΠC1 � ΠΓ1-complexes ψ• : Γ • ∼→ C̄•.
Proof. It follows from Theorem 2, Proposition 7, Theorem 4 and Proposition 10. ��

4.9. Pairings between 1-chains and 1-cochains. Recall that ˜Γ 0 = M . Hence, the con-
traction operators of 1-chains, restricted to the space of 1-cochains, define a natural
pairing ˜Γ1 × ˜Γ 1 → M , which, to ξ ∈ ˜Γ1 and γ̃ ∈ ˜Γ 1, associates

ιξ γ̃ = φµ(γ̃λ(a)) ∈ M, (121)

where a ⊗ φ ∈ A ⊗ Hom(F[λ],M) is a representative of ξ .
When we consider the reduced spaces, we have Γ 0 = M/∂M , and the above map

induces a natural pairing Γ1×Γ 1 → M/∂M , which, to ξ ∈ ˜Γ1 and γ ∈ Γ 1, associates

ιξ γ =
∫

φµ(γ̃λ(a)) ∈ M/∂M, (122)

where again a ⊗ φ ∈ A ⊗ Hom(F[λ],M) is a representative of ξ , and γ̃ ∈ ˜Γ 1 is a
representative of γ .

A similar pairing can be defined for 1-chains in C1 and 1-cochains in C1. Recall
that C0 = M/∂M , C1 is the space of F[∂]-module homomorphisms c : A → M , and
C1 = A ⊗ M/∂(A ⊗ M). The corresponding pairing C1 × C1 → M/∂M , is obtained
as follows. To x ∈ C1 and c ∈ C1, we associate, recalling (85),

ιx (c) =
∫

m · c(a) ∈ M/∂M, (123)

where a ⊗ m ∈ A ⊗ M is a representative of x .
Recalling Theorems 2 and 4, the above pairings (122) and (123) are compatible in the

sense that ιx (c) = ιξ (γ ), provided that γ ∈ Γ 1 and c ∈ C1 are related by c = ψ1(γ ),
and ξ ∈ Γ1 and x ∈ C1 are related by ξ = χ1(x).
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4.10. Contraction by a 1-chain as an odd derivation of ˜Γ •. Recall that, if the A-module
M has a commutative associative product, and ∂M and aM

λ are even derivations of it, then
the basic cohomology complex ˜Γ • is a Z-graded commutative associative superalgebra
with respect to the exterior product (35), and the differential δ is an odd derivation of
degree +1.

Proposition 12. The contraction operator ιξ , associated to a 1-chain ξ ∈ ˜Γ1, is an odd
derivation of the superalgebra ˜Γ • of degree -1.

Proof. Let a1⊗φ, with a1 ∈ A and φ ∈ Hom(F[λ1],M), be a representative of ξ ∈ ˜Γ1.
By the definition (35) of the exterior product, we have

(ιξ (̃α ∧ ˜β))λ2,...,λh+k (a2, . . . , ah+k)

=
∑

σ∈Sh+k

sign(σ )

h!k! φ
µ
(

α̃λσ(1),...,λσ(h) (aσ(1), . . . , aσ(h))×

×˜βλσ(h+1),...,λσ(h+k) (aσ(h+1), . . . , aσ(h+k))
)

. (124)

By the skew-symmetry condition A2 for α̃ and ˜β, we can rewrite the RHS of (124) as

h
∑

i=1

∑

σ | σ(i)=1

sign(σ )

h!k! (−1)i+1φµ

(

α̃
λ1,λσ(1),

i
ˇ···,λσ(h)

(a1, aσ(1),
i
ˇ· · ·, aσ(h))

)

×˜βλσ(h+1),...,λσ(h+k) (aσ(h+1), . . . , aσ(h+k))

+
h+k
∑

i=h+1

∑

σ | σ(i)=1

sign(σ )

h!k! (−i)i−h+1α̃λσ(1),...,λσ(h) (aσ(1), . . . , aσ(h))×

×φµ
(

˜β
λ1,λσ(h+1),

i
ˇ···,λσ(h+k)

(a1, aσ(h+1),
i
ˇ· · ·, aσ(h+k))

)

. (125)

The set of all permutations σ ∈ Sh+k such that σ(i) = 1, is naturally in bijection with
the set of all permutations τ of {2, . . . , h + k}, and the correspondence between the signs
is sign(τ ) = (−1)i+1sign(σ ). Hence, (125) can be rewritten as ��

∑

τ

sign(τ )

h!k!
(

h(ιξ α̃)λτ(2),...,λτ(h) (aτ(2), . . . , aτ(h))×
×˜βλτ(h+1),...,λτ(h+k) (aτ(h+1), . . . , aτ(h+k))

+ k(−1)h α̃λτ(2),...,λτ(h+1) (aτ(2), . . . , aτ(h+1))×
× (ιξ˜β)λτ(h+2),...,λτ(h+k) (aτ(h+2), . . . , aτ(h+k))

)

= (ιξ (̃α) ∧ ˜β)λ2,...,λh+k (a2, . . . , ah+k)

+ (−1)h (̃α ∧ ιξ (˜β))λ2,...,λh+k (a2, . . . , ah+k).

Remark 7. One can show that the g-structure of all our complexes ˜Γ •, Γ • and C• can be
extended to a structure of a calculus algebra, as defined in [DTT]. Namely, one can extend
the Lie algebra bracket from the space of 1-chains to the whole space of chains (with
reverse parity), and define there a commutative superalgebra structure, which extends
our g-structure and satisfies all the properties of a calculus algebra.
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5. The Complex of Variational Calculus as a Lie Conformal Algebra Cohomology
Complex

5.1. Algebras of differential functions. An algebra of differential functions V in the
variables ui , indexed by a finite set I = {1, . . . , �}, is, by definition, a differential alge-
bra (i.e. a unital commutative associative algebra with a derivation ∂), endowed with
commuting derivations ∂

∂u(n)i

: V → V , for all i ∈ I and n ∈ Z+, such that, given

f ∈ V , ∂

∂u(n)i

f = 0 for all but finitely many i ∈ I and n ∈ Z+, and the following

commutation rules with ∂ hold:
[

∂

∂u(n)i

, ∂

]

= ∂

∂u(n−1)
i

, (126)

where the RHS is considered to be zero if n = 0. As in the previous sections, we denote
by f �→ ∫

f the canonical quotient map V → V/∂V .
Denote by C ⊂ V the subspace of constant functions, i.e.

C =
{

f ∈ V ∣

∣

∂ f

∂u(n)i

= 0 ∀i ∈ I, n ∈ Z+

}

. (127)

It follows from (126) by downward induction that

Ker (∂) ⊂ C. (128)

Also, clearly, ∂C ⊂ C.
Typical examples of algebras of differential functions are: the ring of polynomials

R� = F[u(n)i | i ∈ I, n ∈ Z+], (129)

where ∂(u(n)i ) = u(n+1)
i , any localization of it by some multiplicative subset S ⊂ R,

such as the whole field of fractions Q = F(u(n)i | i ∈ I, n ∈ Z+), or any algebraic
extension of the algebra R or of the field Q obtained by adding a solution of a cer-
tain polynomial equation. In all these examples the action of ∂ : V → V is given by

∂ =
∑

i∈I,n∈Z+

u(n+1)
i

∂

∂u(n)i

. Another example of an algebra of differential functions is the

ring R�[x] = F[x, u(n)i | i ∈ I, n ∈ Z+], where ∂ = ∂

∂x
+

∑

i∈I,n∈Z+

u(n+1)
i

∂

∂u(n)i

.

The variational derivative δ
δu : V → V⊕� is defined by

δ f

δui
:=

∑

n∈Z+

(−∂)n ∂ f

∂u(n)i

. (130)

It follows immediately from (126) that

δ

δui
(∂ f ) = 0, (131)

for every i ∈ I and f ∈ V , namely, ∂V ⊂ Ker δ
δu .
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A vector field is, by definition, a derivation of V of the form

X =
∑

i∈I,n∈Z+

Pi,n
∂

∂u(n)i

, Pi,n ∈ V. (132)

We let g be the Lie algebra of all vector fields. The subalgebra of evolutionary vector
fields is g∂ ⊂ g, consisting of the vector fields commuting with ∂ . By (126), a vector
field X is evolutionary if and only if it has the form

X P =
∑

i∈I,n∈Z+

(∂n Pi )
∂

∂u(n)i

, where P = (Pi )i∈I ∈ V�. (133)

5.2. Normal algebras of differential functions. Let V be an algebra of differential func-
tions in the variables ui , i ∈ I = {1, . . . , �}. For i ∈ I and n ∈ Z+ we let

Vn,i :=
{

f ∈ V
∣

∣

∣

∂ f

∂u(m)j

= 0 if (m, j) > (n, i) in lexicographic order

}

. (134)

We also let Vn,0 = Vn−1,�.

A natural assumption on V is to contain elements u(n)i , for i ∈ I, n ∈ Z+, such that

∂u(n)i

∂u(m)j

= δi jδmn . (135)

Clearly, such elements are uniquely defined up to adding constant functions. Moreover,
choosing these constants appropriately, we can assume that ∂u(n)i = u(n+1)

i . Thus, under
this assumption V is an algebra of differential functions extension of the algebra R� in
(129).

Lemma 10. Let V be an algebra of differential functions extension of the algebra R�.
Then:

(a) We have ∂ = ∂R + ∂ ′, where

∂R =
∑

i∈I,n∈Z+

u(n+1)
i

∂

∂u(n)i

, (136)

and ∂ ′ is a derivation of V which commutes with all ∂

∂u(n)i

and which vanishes on

R� ⊂ V . In particular, ∂ ′Vn,i ⊂ Vn,i .
(b) If f ∈ Vn,i\Vn,i−1, then ∂ f ∈ Vn+1,i\Vn+1,i−1, and it has the form

∂ f =
∑

j≤i

h j u
(n+1)
j + r, (137)

where h j ∈ Vn,i for all j ≤ i, r ∈ Vn,i , and hi �= 0.
(c) For f ∈ V ,

∫

f g = 0 for every g ∈ V if and only if f = 0.
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Proof. Part (a) is clear. By part (a), we have that ∂ f is as in (137), where h j = ∂ f

∂u(n)j

∈
Vn,i , and r =∑

j∈I,m≤n u(m)j
∂ f

∂u(m−1)
j

+ ∂ ′ f ∈ Vn,i . We are left to prove part (c). Suppose

f �= 0 is such that
∫

f g = 0 for every g ∈ V . By taking g = 1, we have that f ∈ ∂V .

Hence f has the form (137) for some i ∈ I and n ∈ Z+. But then u(n+1)
i f does not have

this form, so that
∫

u(n+1)
i f �= 0. ��

Definition 2. The algebra of differential functions V is called normal if we have
∂

∂u(n)i

(Vn,i
) = Vn,i for all i ∈ I, n ∈ Z+. Given f ∈ Vn,i , we denote by

∫

du(n)i f ∈ Vn,i

a preimage of f under the map ∂

∂u(n)i

. This integral is defined up to adding elements from

Vn,i−1.

Proposition 13. Any normal algebra of differential functions V is an extension of R�.

Proof. As pointed out above, we need to find elements u(n)i ∈ V , for i ∈ I, n ∈ Z+,
such that (135) holds. By the normality assumption, there exists vn

i ∈ Vn,i such that
∂vn

i

∂u(n)i

= 1. Note that ∂

∂u(n)i

∂vn
i

∂u(n)i−1

= ∂1
∂u(n)i−1

= 0, hence
∂vn

i

∂u(n)i−1

∈ Vn,i−1. If we then replace

vn
i by wn

i = vn
i −

∫

dun
i−1

∂vn
i

∂u(n)i−1

, we have that
∂wn

i

∂u(n)i

= 1 and
∂wn

i

∂u(n)i−1

= 0. Proceeding by

downward induction, we obtained the desired element u(n)i . ��
Clearly, the algebra R� is normal. Moreover, any extension V of R� can be further

extended to a normal algebra, by adding missing integrals. For example, the localization
of R1 = F[u(n) | n ∈ Z+] by u is not a normal algebra, since it doesn’t contain

∫ du
u .

Note that any differential algebra (A, ∂) can be viewed as a trivial algebra of differ-
ential functions with ∂

∂u(n)i

= 0. Such an algebra does not contain R�, hence it is not

normal.

5.3. The complex of variational calculus. Let V be an algebra of differential functions.
The basic de Rham complex ˜Ω• = ˜Ω•(V) is defined as the free commutative superal-
gebra over V with odd generators δu(n)i , i ∈ I, n ∈ Z+. In other words ˜Ω• consists of
finite sums of the form

ω̃ =
∑

ir∈I,mr∈Z+

f m1···mk
i1···ik

δu(m1)
i1
∧ · · · ∧ δu(mk )

ik
, f m1···mk

i1···ik
∈ V, (138)

and it has a (super)commutative product given by the wedge product ∧. We have a nat-
ural Z+-grading ˜Ω• = ⊕

k∈Z+
˜Ωk defined by saying that elements in V have degree

0, while the generators δu(n)i have degree 1. Hence ˜Ωk is a free module over V with

basis given by the elements δu(m1)
i1
∧ · · · ∧ δu(mk )

ik
, with (m1, i1) > · · · > (mk, ik) (with

respect to the lexicographic order). In particular ˜Ω0 = V and ˜Ω1 =⊕

i∈I,n∈Z+
Vδu(n)i .

Notice that there is a natural V-linear pairing ˜Ω1 × g → V defined on generators by
(

δu(m)i , ∂

∂u(n)j

)

= δi, jδm,n , and extended to ˜Ω1 × g by V-bilinearity.
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We let δ be an odd derivation of degree 1 of the complex ˜Ω•, such that δ f =
∑

i∈I, n∈Z+

∂ f

∂u(n)i

δu(n)i for f ∈ V , and δ(δu(n)i ) = 0. It is immediate to check that δ2 = 0

and that, for ω̃ ∈ ˜Ωk as in (138), we have

δ(ω̃) =
∑

ir∈I,mr∈Z+
j∈I,n∈Z+

∂ f m1···mk
i1···ik

∂u(n)j

δu(n)j ∧ δu(m1)
i1
∧ · · · ∧ δu(mk )

ik
. (139)

For X ∈ g we define the contraction operator ιX : ˜Ω• → ˜Ω•, as an odd derivation
of ˜Ω• of degree -1, such that ιX ( f ) = 0 for f ∈ V , and ιX (δu

(n)
i ) = X (u(n)i ). If X ∈ g

is as in (132) and ω̃ ∈ ˜Ωk is as in (138), we have

ιX (ω̃) =
∑

ir∈I,mr∈Z+

k
∑

q=1

(−1)q+1 f m1···mk
i1···ik

Piq ,mq δu
(m1)
i1
∧

q
ˇ· · · ∧δu(mk )

ik
. (140)

In particular, for f ∈ V we have

ιX (δ f ) = X ( f ). (141)

It is easy to check that the operators ιX , X ∈ g, form an abelian (purely odd) subalgebra
of the Lie superalgebra Der ˜Ω•, namely

[ιX , ιY ] = ιX ◦ ιY + ιY ◦ ιX = 0. (142)

The Lie derivative L X along X ∈ g is defined as a degree 0 derivation of the super-
algebra ˜Ω•, commuting with δ, and such that

L X ( f ) = X ( f ) for f ∈ ˜Ω0. (143)

One can easily check (on generators) Cartan’s formula (cf. (45)):

L X = [δ, ιX ] = δ ◦ ιX + ιX ◦ δ. (144)

We next prove the following:

[ιX , LY ] = ιX ◦ LY − LY ◦ ιX = ι[X,Y ]. (145)

It is clear by degree considerations that both sides of (145) act as zero on ˜Ω0 = V .
Moreover, it follows by (141) that [ιX , LY ](δ f ) = ιXδιY δ f − ιY διXδ f = X (Y ( f )) −
Y (X ( f )) = [X,Y ]( f ) = ι[X,Y ](δ f ) for every f ∈ V . Equation (145) then follows
by the fact that both sides are even derivations of the wedge product in ˜Ω . Finally, as
immediate consequence of Eq. (145), we get that

[L X , LY ] = L X ◦ LY − LY ◦ L X = L [X,Y ]. (146)

Thus, ˜Ω• is a g-complex, ĝ acting on ˜Ω• by derivations.
Note that the action of ∂ on V extends to a degree 0 derivation of ˜Ω•, such that

∂(δu(n)i ) = δu(n+1)
i , i ∈ I, n ∈ Z+. (147)
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This derivation commutes with δ, hence we can consider the corresponding reduced de
Rham complex Ω• = Ω•(V), usually called the complex of variational calculus:

Ω• =
⊕

k∈Z+

Ωk, Ωk = ˜Ωk/∂ ˜Ωk,

with the induced action of δ. With an abuse of notation, we denote by δ and, for X ∈ g∂ ,
by ιX , L X , the maps induced on the quotient space Ωk by the corresponding maps on
˜Ωk . Obviously, Ω• is a g∂ -complex.

5.4. Isomorphism of the cohomology g∂ -complexes Ω• and Γ •.
Proposition 14. Let V be an algebra of differential functions. Consider the Lie confor-
mal algebra A = ⊕i∈I F[∂]ui with the zero λ-bracket. Then V is a module over the Lie
conformal algebra A, with the λ-action given by

uiλ f =
∑

n∈Z+

λn ∂ f

∂u(n)i

. (148)

Moreover, the λ-action of A on V is by derivations of the associative product in V .

Proof. The fact that V is an A-module follows from the definition of an algebra of
differential functions. The second statement is clear as well. ��
Let ˜Γ • = ˜Γ •(A,V) and Γ • = Γ •(A,V) be the basic and reduced Lie conformal
algebra cohomology complexes for the A-module V , defined in Proposition 14. Thus,
to every algebra of differential functions V we can associate two apparently unrelated
types of cohomology complexes: the basic and reduced de Rham cohomology com-
plexes, ˜Ω•(V) andΩ•(V), defined in Sect. 5.3, and the basic and reduced Lie conformal
algebra cohomology complexes ˜Γ •(A,V) and Γ •(A,V), defined in Sect. 2.1, for the
Lie conformal algebra A =⊕

i∈I F[∂]ui , with the zero λ-bracket, acting on V , with the
λ-action given by (148). We are going to prove that, in fact, these complexes are iso-
morphic, and all the related structures (such as exterior products, contraction operators,
Lie derivatives,...) correspond via this isomorphism.

We denote, as in Sect. 4.2, by ˜Γ• = ˜Γ•(A,V) (resp. Γ• = Γ•(A,V)) the basic (resp.
reduced) space of chains of A with coefficients in V . Recall from Sect. 4.4 that Π ˜Γ1 is
identified with the space (A ⊗ V[[x]])/(∂ ⊗ 1 + 1 ⊗ ∂x )(A ⊗ V[[x]]), and it carries a
Lie algebra structure given by the Lie bracket (65), which in this case takes the form,
for i, j ∈ I and P(x) =∑

m∈Z+
1

m! Pm xm, Q(x) =∑

n∈Z+
1
n!Qn xn ∈ V[[x]]:

[ui ⊗ P(x), u j ⊗ Q(x)] = −ui ⊗
∑

n∈Z+

Qn
∂P(x)

∂u(n)j

+ u j ⊗
∑

m∈Z+

Pm
∂Q(x)

∂u(m)i

. (149)

Moreover, ∂ acts on ˜Γ1 by (59). Its kernel ΠΓ1 consists of elements of the form
∑

i∈I

ui ⊗ ex∂ Pi , where Pi ∈ V, (150)

and it is a Lie subalgebra of Π ˜Γ1. We also denote, as in Sect. 5.1, by g the Lie algebra
of all vector fields (132) acting on V , and by g∂ ⊂ g the Lie subalgebra of evolutionary
vector fields (133).
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Proposition 15. The map Φ1 : Π ˜Γ1 → g, which maps

ξ =
∑

i∈I

ui ⊗ Pi (x) =
∑

i∈I,n∈Z+

1

n!ui ⊗ Pi,n xn ∈ ˜Γ1, (151)

to

Φ1(ξ) =
∑

i∈I, n∈Z+

Pi,n
∂

∂u(n)i

, (152)

is a Lie algebra isomorphism. Moreover, the image of the space of reduced 1-chains via
Φ1 is the space of evolutionary vector fields. Hence we have the induced Lie algebra
isomorphism Φ1 : ΠΓ1

∼→ g∂ .

Proof. Clearly,Φ1 is a bijective map, and, by (150),Φ1(Γ1) = g∂ . Hence we only need
to check Φ1 is a Lie algebra homomorphism. This is immediate from Eq. (149). ��
Theorem 6. The mapΦ• : ˜Γ • → ˜Ω•, such thatΦ0 = 1I|V and, for k ≥ 1,Φk : ˜Γ k →
˜Ωk is given by

Φk(γ̃ ) = 1

k!
∑

ir∈I,mr∈Z+

f m1···mk
i1···ik

δu(m1)
i1
∧ · · · ∧ δu(mk )

ik
, (153)

where f m1···mk
i1···ik

∈ V is the coefficient of λm1
1 · · · λmk

k in γ̃λ1,...,λk (ui1 , . . . , uik ), is an iso-
morphism of superalgebras, and an isomorphism of g-complexes, (once we identify the
Lie algebras g and Π ˜Γ1 via Φ1, as in Proposition 15).

Moreover,Φ• commutes with the action of ∂ , hence it induces an isomorphism of the
corresponding reduced g∂ -complexes: Φ• : Γ • ∼→ Ω•.

Proof. Since I is a finite index set, the RHS of (153) is a finite sum, so that Φk(˜Γ k) ⊂
˜Ωk . By the sesquilinearity and skew-symmetry Conditions A1 and A2 in Sect. 2.1,
elements γ̃ ∈ ˜Γ k are uniquely determined by the collection of polynomials
γ̃λ1,...,λk (ui1, . . . , uik ) =

∑

mr∈Z+
f m1···mk
i1···ik

λ
m1
1 · · · λmk

k , which are skew-symmetric with
respect to simultaneous permutation of the variables λr and the indices ir . We want to
check thatΦk is a bijective linear map from ˜Γ k to ˜Ωk . In fact, denote byΨ k : ˜Ωk → ˜Γ k

the linear map which to ω̃ as in (138) associates the k-cochain Ψ k(ω̃), such that

Ψ k(ω̃)λ1,...,λk (ui1 , . . . , uik ) =
∑

mr∈Z+

〈 f 〉m1···mk
i1···ik

λ
m1
1 · · · λmk

k ,

where 〈 f 〉 denotes the skew-symmetrization of f :

〈 f 〉m1···mk
i1···ik

=
∑

σ

sign(σ ) f
mσ(1)···mσ(k)
iσ(1)···iσ(k) ,

and Ψ k(ω̃) is extended to A⊗k by the sesquilinearity Condition A1. It is straightforward
to check that Ψ k(ω̃) is indeed a k-cochain, and that the maps Φk and Ψ k are inverse to
each other. This proves that Φ• is a bijective map.

Next, let us prove that Φ• is an associative superalgebra homomorphism. Let α̃ ∈
˜Γ h, ˜β ∈ ˜Γ k and let αm1,...,mh

i1,...,ih
be the coefficient of λm1

1 · · · λmh
h in the polynomial

α̃λ1,...,λh (ui1 , . . . , uih ), and let βn1,...,nk
j1,..., jk

be the coefficient of λn1
1 · · · λnk

k in ˜βλ1,...,λk
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(u j1 , . . . , u jk ). By (35), the coefficient ofλm1
1 · · · λmh+k

h+k in (̃α∧˜β)λ1,...,λh+k (ui1 , . . . , uih+k )

is
∑

σ∈Sh+k

sign(σ )

h!k! α
mσ(1),...,mσ(h)
iσ(1),...,iσ(h)

β
mσ(h+1),...,mσ(h+k)
iσ(h+1),··· ,iσ(h+k)

.

The identity Φh+k (̃α ∧ ˜β) = Φh (̃α) ∧Φk(˜β) follows by the definition (153) of Φk .
Let γ̃ ∈ ˜Γ k , and denote by f m1···mk

i1···ik
∈ V the coefficient of λm1

1 · · · λmk
k in γ̃λ1,...,λk

(ui1 , . . . , uik ). We want to prove thatΦk+1(δγ̃ ) = δΦk(γ̃ ). By assumption, theλ-bracket
on A is zero, and the λ-action of A on V is given by (148). Hence, recalling (10), the
coefficient of λm1

1 · · · λmk+1
k+1 in the polynomial (δγ̃ )λ1,...,λk+1(ui1 , . . . , uik+1) is

k+1
∑

r=1

(−1)r+1
∂ f m1

r
ˇ···mk+1

i1

r
ˇ···ik+1

∂u(mr )
ir

.

It follows that

Φk+1(δγ̃ ) = 1

(k + 1)!
∑

ir∈I,mr∈Z+

k+1
∑

q=1

(−1)q+1

∂ f m1

q
ˇ···mk+1

i1

q
ˇ···ik+1

∂u
(mq )

iq

δu(m1)
i1
∧ · · · ∧ δu(mk+1)

ik+1

= 1

k!
∑

ir∈I,mr∈Z+

∂ f m1···mk
i1···ik

∂u(m0)
i0

δu(m0)
i0
∧ · · · ∧ δu(mk )

ik
= δΦk(γ̃ ),

thus proving the claim.
Similarly, the coefficient of λm1

1 · · · λmk
k in (∂γ̃ )λ1,...,λk (ui1 , . . . , uik ) is ∂M f m1···mk

i1···ik

+
∑k

r=1 f m1···mr−1···mk
i1···ik

, so that

Φk(∂γ̃ ) = 1

k!
∑

ir∈I,mr∈Z+

⎛

⎝∂M f m1···mk
i1···ik

δu(m1)
i1
∧ · · · ∧ δu(mk )

ik

+ f m1···mk
i1···ik

k
∑

q=1

δu(m1)
i1
∧ · · · ∧ δu(mq +1)

iq
∧ · · · ∧ δu(mk )

ik

⎞

⎠ = ∂Φk(γ̃ ).

This proves that Φ• is compatible with the action of ∂ .
Finally, we prove that Φ• is compatible with the contraction operators. Let γ̃ ∈ ˜Γ k

be as in the statement of the theorem, and let ξ ∈ ˜Γ1 be as in (151). By Eq. (63), we have
the following formula for the contraction operator ιξ ,

(ιξ γ̃ )λ2,...,λk (ui2 , . . . , uik ) =
∑

i1∈I

〈

Pi1(x1), γ̃λ1,λ2,...,λk (ui1 , ui2 , . . . , uik )
〉

,

where 〈 , 〉 denotes the contraction of x1 with λ1 defined in (62). Hence, the coefficient
of λm2

2 · · · λmk
k in (ιξ γ̃ )λ2,...,λk (ui2 , . . . , uik ) is

∑

i1∈I,m1∈Z+

Pi1,m1 f m1m2···mk
i1i2···ik

.
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It follows that

Φk−1(ιξ (γ̃ )) = 1

(k − 1)!
∑

ir∈I,mr∈Z+

Pi1,m1 f m1m2···mk
i1i2···ik

δu(m2)
i2
∧ · · · ∧ δu(mk )

ik
,

which, recalling (140) and (152), is the same as ιΦ1(ξ)(Φ
k(γ̃ )). This completes the proof

of the theorem. ��

5.5. An explicit construction of the g∂ -complex of variational calculus. Let V be an alge-
bra of differential functions in the variables {ui }i∈I , let A = ⊕

i∈I F[∂]ui be the free
F[∂]-module of rank �, considered as a Lie conformal algebra with the zero λ-bracket,
and consider the A-module structure on V , with the λ-action given by (148). By Theo-
rem 6, the g∂ -complex of variational calculusΩ•(V) is isomorphic to theΠΓ1-complex
Γ •(A,V). Furthermore, due to Theorems 2 and 4, the ΠΓ1-complex Γ •(A,V) is iso-
morphic to the ΠC1-complex C•(A,V) =⊕

k∈Z+
Ck , which is explicitly described in

Sects. 2.3 and 4.6.
In this section we use this isomorphism to describe explicitly the ΠC1 � g∂ -com-

plex of variational calculus C•(A,V) � Ω•(V), both in terms of “poly-symbols”, and
in terms of skew-symmetric “poly-differential operators”. We shall identify these two
complexes via this isomorphism.

We start by describing all vector spacesΩk and the maps d : Ωk → Ωk+1, k ∈ Z+.
First, we have

Ω0 = V/∂V. (154)

Next, Ω1 = HomF[∂](A,V), hence we have a canonical identification

Ω1 = V⊕�. (155)

Comparing (12) and (148), we see that d : Ω0 → Ω1 is given by the variational
derivative:

d
∫

f = δ f

δu
. (156)

For arbitrary k ≥ 1, the space Ωk can be identified with the space of k-symbols in
ui , i ∈ I . By definition, a k-symbol is a collection of expressions of the form

{

ui1λ1
ui2λ2
· · · uik−1λk−1

uik

}

∈ F[λ1, . . . , λk−1] ⊗ V, (157)

where i1, . . . , ik ∈ I , satisfying the following skew-symmetry property:
{

ui1λ1
ui2λ2
· · · uik−1λk−1

uik

}

= sign(σ )
{

uiσ(1) λσ(1)
· · · uiσ(k−1) λσ(k−1)

uiσ(k)

}

, (158)

for every permutation σ ∈ Sk , where λk is replaced, if it occurs in the RHS, by λ†
k =

−∑k−1
j=1 λ j − ∂ , with ∂ acting from the left. Clearly, by sesquilinearity, for k ≥ 1,

the space Ωk = Ck of k-λ-brackets is one-to-one correspondence with the space of
k-symbols.
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For example, the space of 1-symbols is the same as V⊕�. A 2-symbol is a collection
of elements

{

uiλu j
} ∈ F[λ] ⊗ V , for i, j ∈ I , such that

{

uiλu j
} = − {

u j−λ−∂ui
}

.

A 3-symbol is a collection of elements
{

uiλu jµuk

}

∈ F[λ,µ]⊗V , for i, j, k ∈ I , such

that
{

uiλu jµuk

}

= −
{

u jµuiλuk

}

= − {

uiλuk−λ−µ−∂u j
}

,

and similarly for k > 3.
Comparing (13) and (148) we see that, if F ∈ V⊕�, its differential d F corresponds

to the following 2-symbol:

{

uiλu j
} =

∑

n∈Z+

(

λn ∂Fj

∂u(n)i

− (−λ− ∂)n ∂Fi

∂u(n)j

)

= (DF ) j i (λ)− (D∗F ) j i (λ), (159)

where DF is the Frechet derivative defined by (9). More generally, the differential of a
k-symbol for k ≥ 1 is given by the following formula:

d
(

{ui1λ1
· · · uik−1λk−1

uik }
)

i1,...,ik∈I

=
⎛

⎝

∑

n∈Z+

k
∑

s=1

(−1)s+1λn
s
∂

∂u(n)is

{

ui1λ1

s
ˇ· · · uik λk

uik+1

}

+ (−1)k
∑

n∈Z+

⎛

⎝−
k

∑

j=1

λ j − ∂
⎞

⎠

n

∂

∂u(n)ik+1

{

ui1λ1
· · · uik−1λk−1

uik

}

⎞

⎠

i1,...,ik+1∈I

.

(160)

Provided that V is an algebra of differential functions extension of R�, an equiv-
alent language is that of skew-symmetric poly-differential operators. By definition, a
k-differential operator is an F-linear map S : (V�)k → V/∂V , of the form

S(P1, . . . , Pk) =
∫

∑

n1,...,nk∈Z+
i1,...,ik∈I

f n1,...,nk
i1,...,ik

(∂n1 P1
i1
) · · · (∂nk Pk

ik
). (161)

The operator S is called skew-symmetric if

S(P1, . . . , Pk) = sign(σ )S(Pσ(1), . . . , Pσ(k)),

for every P1, . . . , Pk ∈ V� and every permutation σ ∈ Sk . Given a k-symbol
{

ui1λ1
· · · uik−1λk−1

uik

}

=
∑

n1,...,nk−1∈Z+

f n1,...,nk−1
i1,...,ik−1,ik

λ
n1
1 · · · λnk−1

k−1 , i1, . . . , ik ∈ I, (162)

where f n1,...,nk−1
i1,...,ik

∈ V , we associate to it the following poly-differential operator:

S : (V�)k → V/∂V , is

S(P1, . . . , Pk) =
∫

∑

n1,...,nk−1∈Z+
i1,...,ik∈I

f n1,...,nk−1
i1,...,ik−1,ik

(∂n1 P1
i1
) · · · (∂nk−1 Pk−1

ik−1
)Pk

ik
. (163)



716 A. De Sole, V. G. Kac

Clearly, the skew-symmetry property of the k-symbol is translated to the skew-symme-
try of the poly-differential operator. Conversely, integrating by parts, any k-differential
operator can be written in the form (163). Thus we have a surjective map Ξ from the
space of k-symbols to the space of skew-symmetric k-differential operators. Provided
that V is an algebra of differential functions extension of R�, by Lemma 10(c), the
k-differential operator S can be written uniquely in the form (163). Hence, the map Ξ
is an isomorphism.

Note that the space of 1-differential operators S : V� → V/∂V can be canon-
ically identified with the space Ω1 = V⊕�. Explicitly, to the 1-differential operator
S(P) = ∫ ∑

i∈I,n∈Z+
f n
i ∂

n Pi , we associate:

⎛

⎝

∑

n∈Z+

(−∂)n f n
i

⎞

⎠

i∈I

∈ V⊕�. (164)

We can write down the expression of the differential d : Ωk → Ωk+1 in terms of
poly-differential operators. First, if F ∈ Ω1 = V⊕�, the 2-differential operator corre-
sponding to d F ∈ Ω2 is obtained by looking at Eq. (159):

(d F)(P, Q) = ∫ ∑

i∈I

(

Qi X P (Fi )− Pi X Q(Fi )
)

= ∫ ∑

i, j∈I

(

Qi DF (∂)i j Pj − Pi DF (∂)i j Q j
)

,
(165)

where X P denotes the evolutionary vector field associated to P ∈ V�, defined in (133),
and DF (∂) is the Frechet derivative (9). Next, if S : (V�)k → V/∂V is a skew-sym-
metric k-differential operator, its differential d S, obtained by looking at (160), is the
following k + 1-differential operator:

(d S)(P1, . . . , Pk+1) =
k+1
∑

s=1

(−1)s+1 (X Ps S) (P1,
s
ˇ· · ·, Pk+1). (166)

In the above formula, if S is as in (161), X P S denotes the k-differential operator obtained
from S by replacing the coefficients f n1,...,nk

i1,...,ik
by X P ( f n1,...,nk

i1,...,ik
).

Remark 8. For k ≥ 2, a k-differential operator can also be understood as a map S :
(V�)k−1 → V⊕� of the following form:

S(P1, . . . , Pk−1)ik =
∑

n1,...,nk−1∈Z+
i1,...,ik−1∈I

f n1,...,nk−1
i1,...,ik−1,ik

(∂n1 P1
i1
) · · · (∂nk−1 Pk−1

ik−1
). (167)

This corresponds to the k-symbol (162) in the obvious way. With this notation, the
differential d S is the following map (V�)k → V⊕�:

(d S)(P1, . . . , Pk)i =
k

∑

s=1

(−1)s+1(X Ps S)(P1,
s
ˇ· · ·, Pk)i

+ (−1)k
∑

j∈I,n∈Z+

(−∂)n
(

Pk
j
∂S

∂u(n)i

(P1, . . . , Pk−1) j

)

. (168)
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Recall that the Lie algebra g∂ � ΠC1 is identified with the space V� via the map
P �→ X P , defined in (133). Given P ∈ V�, we want to describe explicitly the action
of the corresponding contraction operator ιP and the Lie derivative L P = [d, ιP ]. First,
for F ∈ V⊕� = Ω1, we have (cf. (90)):

ιP (F) =
∫
∑

i∈I

Pi Fi ∈ V/∂V = Ω0. (169)

Next, the contraction of a k-symbol for k ≥ 2 is given by the following formula (cf.
(91)):

ιP

({

ui1λ1
· · · uik−1λk−1

uik

})

i1,...,ik∈I

=
⎛

⎝

∑

i1∈I

{

ui1∂ui2λ2
· · · uik−1λk−1

uik

}

→ Pi1

⎞

⎠

i2,...,ik∈I

, (170)

where, as usual, the arrow in the RHS means that ∂ is moved to the right. For k = 2, the
above formula becomes

ιP
({

uiλu j
})

i, j∈I =
⎛

⎝

∑

j∈I

{

u j ∂ui
}

→ Pj

⎞

⎠

i∈I

∈ V⊕� = Ω1. (171)

We can write the above formulas in the language of poly-differential operators. For a
k-differential operator S, we have

(ιP1 S)(P2, . . . , Pk) = S(P1, P2, . . . , Pk). (172)

For k = 2 ιP1 S is a 1-differential operator which, by (164), is the same as an element
of V⊕� = Ω1.

Remark 9. In the interpretation (167) of a k-differential operator, the action of the con-
traction operator is given by

(ιP1 S)(P2, . . . , Pk−1)ik = S(P1, P2, . . . , Pk−1)ik .

Next, we write the formula for the Lie derivative L Q : Ωk → Ωk , associated to
Q ∈ V� � g∂ , using Cartan’s formula L Q = [ιQ, d]. Recalling (156) and (169), after
integration by parts we obtain, for

∫

f ∈ Ω0 = V/∂V:

L Q
(∫

f
) = ∫

X Q( f ), (173)

where X Q is the evolutionary vector field corresponding to Q (cf. (133)). Similarly,
recalling (159) and (171), we obtain, for F ∈ Ω1 = V⊕�:

dιQ(F) = DF (∂)
∗Q + DQ(∂)

∗F,
ιQd(F) = DF (∂)Q − DF (∂)

∗Q,

where DF (∂) denotes the Frechet derivative (9), and DF (∂)
∗ is the adjoint differential

operator. Putting the above formulas together, we get:

L Q F = DF (∂)Q + DQ(∂)
∗F. (174)
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For k ≥ 2, L Q acts on a k-symbol inΩk by the following formula, which can be derived
from (160) and (170):

L Q{ui1λ1
· · · uik−1λk−1

uik } = X Q{ui1λ1
· · · uik−1λk−1

uik }

+
k−1
∑

s=1

(−1)s+1
∑

j∈I

{u jλs +∂ui1λ1

s
ˇ· · · uik−1λk−1

uik }→DQ(λs) j is

+ (−1)k+1
∑

j∈I

{u j λ†
k +∂ui1λ1

· · · uik−2λk−2
uik−1}→DQ(λ

†
k) j ik

.

In the RHS the evolutionary vector field X Q is applied to the coefficients of the k-sym-
bol, in the last two terms the arrow means, as usual, that we move ∂ to the right, DQ(λ)

denotes the Frechet derivative (9) considered as a polynomial in λ, and, in the last term,
λ

†
k = −λ1 − · · · − λk−1 − ∂ , where ∂ is moved to the left. This formula takes a much

nicer form in the language of k-differential operators. Namely we have:

(L Q S)(P1, . . . , Pk) = (X Q S)(P1, . . . , Pk) +
k

∑

s=1

S(P1, . . . , X Q Ps, . . . , Pk).

(175)

Here X Q S has the same meaning as in Eq. (166). This formula can be obtained from the
previous one by integration by parts.

5.6. An application to the classification of symplectic differential operators. Recall
that C ⊂ V denotes the subspace (127) of constant functions. In [BDK] we prove the
following:

Theorem 7. If V is normal, then Hk(Ω•, d) = δk,0C/(C ∩ ∂V).
Recall that a symplectic differential operator (cf. [D] and [BDK]) is a skew-adjoint

differential operator S(∂) = (

Si, j (∂)
)

i, j∈I : V� → V⊕�, which is closed, namely the
following condition holds (cf. (168)):

ui λSkj (µ)− u jµSki (λ)− uk−λ−µ−∂ S ji (λ) = 0, (176)

where the λ-action of ui on V is defined by (148). We have the following corollary of
Theorem 7.

Corollary 1. If V is a normal algebra of differential functions, then any symplectic
differential operator is of the form: SF (∂) = DF (∂) − DF (∂)

∗, for some F ∈ V⊕�.
Moreover, SF = SG if and only if F − G = δ f

δu for some f ∈ V .

A skew-symmetric k-differential operator S : (V�)k → V/∂V is called symplectic
if it is closed, i.e.

k+1
∑

s=1

(−1)s+1 (X Ps S) (P1,
s
ˇ· · ·, Pk+1) = 0.

The following corollary of Theorem 7 is a generalization of Corollary 1 and uses Prop-
osition 13
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Corollary 2. If V is a normal algebra of differential functions, then any symplectic
k-differential operator, for k ≥ 1, is of the form:

S(P1, . . . , Pk) =
k

∑

s=1

(−1)s+1 (X Ps T ) (P1,
s
ˇ· · ·, Pk),

for some skew-symmetric k − 1-differential operator T . Moreover, T is defined up to
adding a symplectic k − 1-differential operator.

Remark 10. It follows from the proof of Theorem 7 that, Corollaries 1 and 2 hold in
any algebra of differential functions V , provided that we are allowed to take F and T
respectively in an extension of V , obtained by adding finitely many integrals of elements
of V (an integral of an element f ∈ Vn,i is a preimage

∫

du(n)i f of ∂

∂u(n)i

independent on

u(m)j with (m, j) > (n, i)).

Remark 11. The map Ξ defined in Sect. 5.5 may have a non-zero kernel if V is not an
extension of the algebra R�, but, of course, for any V the image of Ξ is a g∂ -complex.
The 0th term of this complex is V/∂V and the kth term, for k ≥ 1, is the space of
skew-symmetric k-differential operators S : (V�)k → V/∂V .

Remark 12. Throughout this section we assumed that the number � of variables ui is
finite, but this assumption is not essential, and our arguments go through with minor
modifications. This is the reason for distinguishing V� from V⊕�, in order to accommo-
date the case � = ∞.
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