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Abstract: We study a nonlinear system of partial differential equations in which a
complex field (the Higgs field) evolves according to a nonlinear Schrédinger equa-
tion, coupled to an electromagnetic field whose time evolution is determined by a
Chern-Simons term in the action. In two space dimensions, the Chern-Simons dynam-
ics is a Galileo invariant evolution for A, which is an interesting alternative to the
Lorentz invariant Maxwell evolution, and is finding increasing numbers of applications
in two dimensional condensed matter field theory. The system we study, introduced by
Manton, is a special case (for constant external magnetic field, and a point interaction) of
the effective field theory of Zhang, Hansson and Kivelson arising in studies of the frac-
tional quantum Hall effect. From the mathematical perspective the system is a natural
gauge invariant generalization of the nonlinear Schrodinger equation, which is also Gali-
leo invariant and admits a self-dual structure with a resulting large space of topological
solitons (the moduli space of self-dual Ginzburg-Landau vortices). We prove a theorem
describing the adiabatic approximation of this system by a Hamiltonian system on the
moduli space. The approximation holds for values of the Higgs self-coupling constant A
close to the self-dual (Bogomolny) value of 1. The viability of the approximation scheme
depends upon the fact that self-dual vortices form a symplectic submanifold of the phase
space (modulo gauge invariance). The theorem provides a rigorous description of slow
vortex dynamics in the near self-dual limit.

1. Introduction and Statement of Results

In this article we study vortex dynamics in a nonlinear system of evolution equations
(1.5) introduced by Manton (1997). This system is in fact a special case of an effec-
tive field theory for the fractional quantum Hall effect (the Zhang-Hansson-Kivelson,
or ZHK, model). In addition it is a natural gauge invariant generalization of the nonlin-
ear Schrodinger equation, possessing important structural features (Galileo invariance
and self-dual structure with existence of related moduli spaces of solitons) which make
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it interesting to study for mathematical reasons. After introducing the system under
study, and putting it into mathematical and physical context, we explain the necessary
background material in order to state our results, which appear in Sect. 1.7.

1.1. Chern-Simons vortex dynamics. We start by motivating the study of Manton’s sys-
tem from the mathematical perspective, before going on to show that it is equivalent to
a special case of the ZHK model, and discussing its physical significance.

1.1.1. Manton’s system on R?: mathematical context. To introduce Manton’s system,
we start with the nonlinear Schrodinger equation on R?:

9P Ao A(1 D> P (1.1)
or T 2 ’ ‘

to be solved for ® : R x R> — C; A is a positive number. This has the following
properties:

(i) it defines a globally well-posed Cauchy problem,
(ii) it admits topological soliton solutions, the Ginzburg-Landau vortices, and
(iii) it is invariant under the group of Galilean transformations.
Manton’s system is a generalization of (1.1), sharing these properties, which de-
scribes the evolution of a complex field @, coupled to a dynamically evolving
electromagnetic potential A = Agdr + Ajdx' + A>dx?. On R? the system reads
explicitly (writing (a, b) = Nab):
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In addition to (i)-(iii) above, this system has the following mathematical properties:
(iv) itis gauge invariant,
(v) self-dual structure and a large space of topological solitons (see Sect. 1.6).

These properties make the study of vortex dynamics in Manton’s system interesting,
since the self-dual structure makes a rigorous analysis possible when the vortices are
arbitrarily close (see Sect. 1.6-1.7). The proof of our results makes use of special mathe-
matical features present due to self-duality which are explained in Sect. 3; these features
include complex and symplectic structures on the soliton moduli space, and a foliation
of the phase space which we call the Bogomolny foliation.
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1.1.2. Equivalence of Manton’s system and a special case of the ZHK model. The system
(1.3) can be derived from the action S = cg fs(A, <I>)d2xdt, where

S(A, @) = —€"PALD,A, + (iD, (3 —iAg)D) + Ao + €753 Ar|?

. A
+(@; —iA)D* + 20 - |®1%)2,

where Greek indices run over {0, 1, 2} for space-time tensorial quantities, Roman indi-
ces run over {1,2}, and e*"?, €/¥ are the completely anti-symmetric symbols and the
summation convention is understood. This action is one of a class involving the Chern-
Simons term €/"? A, 9, A, see [17,22] for a review. It is characteristic of these theories
that variation of the action with respect to Ag gives a constraint equation involving
the magnetic field, in this case the final equation of (1.3). This equation is analogous
to the Gauss law in ordinary Maxwell theory, and is referred to as a constraint because the
previous (dynamical) equations in (1.3) imply that its time derivative vanishes (exactly
as do the dynamical Maxwell equations for the Gauss law). This constraint means that
many apparently different actions give rise to the same Euler-Lagrange equations: in
particular we can replace the above action density with

F(A, D) = —e"PAL0,A, + (i D, (3 — iAg)D) + Ag + |(V — i A)D|?

A+ 1
+— (- |®%)2.

We now introduce the ZHK action S, (a, ®; A%?) = ¢ f syxd?xdt and show that
Manton’s action § is in fact a special case of S,; essentially the same observation
appears also in [22, p. 54]. The ZHK action is the action for a mean field description of
the quantum Hall effect. This effect refers to the current J; = ojx Ef*' produced in an
effectively two dimensional system of electrons in a strong transverse magnetic field, by
application of an applied electric field E{*. In the right experimental situation the con-
ductivity tensor o jx is found to be off-diagonal (i.e. 011 = 0 = 077), with the non-zero
entries oo = —o21 = f 62/ h, where f is an integer, or a fraction, for (respectively) the
integer and fractional quantum Hall effect. This quantization of the values of o1, means
that as the number of charge carriers is increased there is no corresponding increase in
the current - it lies on a plateau - at least until the number of carriers is sufficiently greatly
increased, at which point the conductivity moves to another of the quantized values, and
the current moves to another plateau. In the mean field description the field ® interacts
with an external (applied) electromagnetic potential A%*” and a “statistical” potential a,
according to:

1

S = geﬂ"pauaval, (D, (3 — iag — 14§ ®) + 2-|(V — ia = i A D2
m
+/(1 — @)V (x —x)(1 — @) Hd>x,

(see[51],[17, Sect. 4.6], or [52, Egs. (7)-(8)], taking note of the published erratum for the
latter reference). To reduce this to 5§ we consider the case of a constant external magnetic
field B" = 9 A5 — 9, A{"" with A§* = 0. (The standard configuration in quantum
Hall experiments involves a strong transverse magnetic field applied to an effectively
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two dimensional electron gas, with relatively small electric potentials applied along one
of the planar directions.) Define A = a + A%*’. Now check that

e"Pa,dya, = ag(d1a; — dray) — a1 (d,a2 — drag) + ax(d,ar — d1ag)
= Ag(d1A2 — 9 A| — B“") — (A} — AT)(8;A2 — 32A¢)
+(A2 — A (A1 — 91 Ag)
= " AL0,A, — 240 B
+0 (AT Ax — ASTT A1) + 91(ApAS) — 32(Ap AT
= " AL0,A, — 2A0 B + €MPH, (AT A,)

and deduce that s, — S, 1S a derivative, where

1
S = ge“VpAMSUAp — kB Ao+ (i D, (3, — i Ag) D) + 51V~ iA)D?

+/(1 — @)V (x — 1)1 — @) Hd>x. (1.3)

Now recall that derivatives in the action density do not affect the corresponding Euler-
Lagrange equations (they are null Lagrangians). It follows by comparing § and s,
that the equations of motion for S, will be identical to those of Manton if we choose
V(x)=A+1)8(x)/4,k = =2, B®*" = 1/2 and m = 1/2. Therefore, we conclude that,
at least as far as the classical equations of motion are concerned, the ZHK model with
these values is the same as Manton’s system in the case of

e a constant external magnetic field of appropriate value, and
e apoint interaction V (x) o §(x).

We now discuss the physical interpretation of the model in the fractional quantum
Hall context. There is a microscopic model, due to Laughlin, which explains the observed
phenomena in a well-accepted way in terms of a new phase of the two dimensional elec-
tron gas (for low temperature and high magnetic fields), with ground state described by
the Laughlin wave function. There is an energy gap in the spectrum, so that the excitations
above this new ground state have strictly positive energy - the Laughlin quasi-particles
and quasi-holes, which have fractional statistics and fractional charge. It is this fractional
charge, combined with the explanation of the integer quantum Hall effect, which gives
rise to the fractional quantum Hall effect. The effective field theory proposed in [52],
and reviewed at length in [51], gives a mean field description which is not expected to be
accurate on microscopic length scales, but which does give an alternative explanation of
all the main observed phenomena. In this mean field theory, the elementary excitations
are described by the topological vortices, which are endowed with the same fractional
charge and fractional statistics as the Laughlin quasi-particles. (The Chern-Simons term
for the statistical gauge field a in the action serves to change the statistics in the well
known way explained in [2,51]). It is understood that, in the mean field picture, it is
the pinning of vortices which explains the observed plateaus in the Hall conductance
([34,42,51]). Thus a good understanding of vortex dynamics in the ZHK model should
be useful to gain a better explanation of the phenomena within the context of the mean
field approach. Needless to say there is still much work to be done to go from the results
of this paper to results which would apply directly to the experimental situation: even
apart from issues like the spatial domain and the real values of the coefficients in the
model, it will be necessary to treat the applied electric potential which produces the Hall
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current flow. This means that in the above derivation we should allow for an external
electric field E,i’” = —0dr Ao, in addition to the static magnetic field, and investigate its
effect on the vortex motion. Since the magnetic field is very strong in the experimental
situation, it should be reasonable to treat the electric field perturbatively.

To conclude the discussion of the motivation for our work, the system (1.3) is one of
a class of dynamical Chern-Simons vortex models whose study is mathematically inter-
esting (due to properties (i)—(v) above), and which is physically relevant (as we have
just discussed). The use of such models in condensed matter applications is phenom-
enological, so the precise Lagrangian and many values of the coupling constants, etc.
are not precisely known. (Actually, in [51,52] the ZHK action (1.3) is derived formally
from an ostensibly microscopic, second quantized, action. However, this microscopic
action itself seems to have a phenomenological character, since it involves excitations
which are not fundamental electrons, but rather collective excitations - see the discus-
sion following (2.6) in [42]). In any case our main result provides a rigorous basis for
understanding vortex dynamics in a prototype for a class of theories which are of interest
in two dimensional condensed matter theory. The adiabatic limit system (1.22) which
we derive for the vortex dynamics cannot usually be written down explicitly, but as
discussed in Remark 1.7.4, the behaviour of some of its solutions can be understood in
many cases, and thus information on the dynamics of vortices can be deduced within
the framework of this approximation. There are reasons to hope that qualitative features
of the motion in this limiting situation will have a wider validity: see Remark 1.7.4.

As a final comment on the quantum Hall effect, there is another type of soliton -
a nonlocal Skyrmion - which appears in treatments of the ferromagnetic properties of
quantum Hall samples (see [18,41,49 and 14] for some analytic properties of these
Skyrmions in a particular case).

1.1.3. General physical context for Chern-Simons models There has been a fairly long
standing interest in systems of the type (1.3) in the physics literature; we give a brief
summary and refer the reader to [17,22,23] for detailed reviews. The study of Chern-
Simons dynamics in 2+1 dimensional Maxwell and (non-abelian gauge) theories was
started in the early 80’s (see e.g. [11]) and the incorporation of vortices into this dynamics
(in systems with coupling to a nonlinear Schrédinger equation) has been studied since
at least the early 90’s by theoretical physicists (see the review [23] for early work on
Chern-Simons vortices). The reason for this interest is both because (i) the Chern-Simons
models are used widely in condensed matter physics in descriptions of the quantum Hall
effect and high T superconductivity, and (ii) because they provide a useful scenario in
which to probe certain complex issues in field theories.

Regarding the first point, there are various time-dependent models for magnetic
vortices but at very low temperatures it is argued ([3,43]) that the motion should be
non-dissipative so the usual Eliashberg-Gorkov equation is not appropriate, and the
Chern-Simons coupled to Schrodinger vortex dynamics is widely used instead in the
condensed matter literature, both in superconductivity and the quantum Hall effect; see
[34, Sect. 10.7], [32, Chap. 6] for general discussions, in addition to the references for the
ZHK model in the previous section. (Relativistic invariance is broken in these condensed
matter applications, so the corresponding relativistic abelian Higgs model, whose vortex
dynamics are studied in [44], is not appropriate. The main application which has been
suggested for the relativistic dynamics appears to be cosmic string evolution.) There
have been explanations offered for the wide occurrence of Cherns-Simons types models
in two dimensional condensed matter applications in terms of universality features of
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large scale effective actions for two dimensional interacting electronic and magnetic
systems with spin ([16, Sect. 3]).

Regarding the second reason for interest in these models, it was realized in the 1980’s
that in two dimensions there were possible quantum statistics other than the usual fer-
mionic and bosonic types - anyons, are two dimensional quantum particles undergoing
an arbitrary phase shift on interchange. Furthermore, composite objects made up from
charged particles orbiting vortices (or flux tubes) have fractional spin and statistics ([50]).
In [15] the authors study the quantum theory of a Lagrangian which is closely related
to (1.12), and use it to investigate the quantization of solitons, quantum statistics and
anyons in a rigorous quantum field theory setting.

1.2. Organization of the article. The article is organized as follows. Our main aim is the
study of vortex dynamics in the Chern-Simons-Schrodinger system with spatial domain
a Riemann surface, so we start in the next section by writing down the equations in
this case, and then giving necessary background including a discussion of the self-dual
vortices in Sect. 1.6. We then state our main result, Theorem 1.7.2, which describes the
adiabatic approximation of vortex motion in the self-dual limit. This is proved in Sect. 2
following a strategy explained in the context of a simple model problem in Sect. 1.8. The
proof uses some specialized identities related to the self-dual (or Bogomolny) structure,
presented in Sect. 3 (which may be read separately). Various subsidiary facts and lemmas
are given in the Appendix.

1.3. The equations on a surface. The dependent variables are a complex field ®(z, x),
and an electromagnetic potential 1-form

Aodt + Ajdx' + Ardx?.

This 1-form determines a covariant derivative operator

0 0
D = (Do, Dy, Dy) = (E —iAg, Dy, Dz) = (5 —iAp, VI —iA,Vy — iAz),
(1.4)

which in turn determines the electric field £ = E jdxj and magnetic field B(z, x) via

(1.6); all these fields are defined for (f, x) € R x X, where X is a two dimensional

spatial domain, taken to be a Riemann surface with metric g jkdx-/ dx¥, area form dp g

and complex structure J : T*¥ — T*X (where j, k, ... take values in {1, 2} and we
use the summation convention). Introducing a covariant Laplacian operator by

1 ..

A4 =~ D, (g’f dethiCD)

(using a local frame and coordinates), the equations are

0B
Ej+ﬁ——J]<lq>,Dkq>>,
(9 . A 2

B=1ta—jop
= _
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The electric and magnetic field can be combined to give the space-time electromagnetic
field

Fudx" Adx” = Ejdt Adx’ + Bdug.

This two form is obtained as the commutator of the space-time covariant derivative (1.4)
which mediates the coupling in (1.5):

1 .
[Dy, Dy]® = —iF,,®, where Foy = E, and szkdxfdxk = Bdug. (1.6)

(Greek indices run through 0, 1, 2 and Latin indices through 1, 2 only. Boldface is used
to indicate the spatial part of a vector or one-form etc., except in Sect. 3 where time does
not appear at all.)

We now describe this set-up briefly in geometrical terms. Assume given a one dimen-
sional complex vector bundle L — X, with a real inner product / locally of the form
(a,b) = hNRab, and corresponding norm |a|> = (a, a); if we employ a unitary frame
over some chart then (a, b) = Rab. We are then solving for an § I connection on the
bundle L = R x L — R x X, with associated covariant derivative D, and a section
@ of L. To be more explicit, fix a smooth connection on L determined by a covari-
ant derivative operator V, so that the spatial part of D, which will be written D, takes
the form D; = V; —iA; for a real 1-form A = Ajdxj € Qﬁ%(E); here V is inde-
pendent of time. (It is generally not possible to choose V to be flat, and it will have a
curvature, determined by a function b such that [V, Vi ]®dx/ dx* = —ibd ne®;itis
always possible to choose b = const., and we will do this throughout.) In any case, with
this procedure the space of connections on L can be identified with the space of real
one-forms. Then at each time r € R we are solving for a section ®(¢) of L, a 1-form
A(t) = A1(t)dx" + A>(t)dx? on =, and a real valued function Ag(7) on E. The electric
field is given by

04 3Ap
Y axi’

and the magnetic field by
Bdpg = bdug +dA.

(Here, and elsewhere, we write d in boldface when it is necessary to indicate that only
the spatial part is taken.) The 2-form —i E jdt Adx/ —iBd i, is the curvature associated

to the space-time covariant derivative D, as in (1.6). For the case ¥ = R?, the system
was proposed by Manton (1997), who derived it as the Euler-Lagrange equation for the
Lagrangian (1.12).

Notation 1.3.1. We shall always consider conformal co-ordinate systems on X in which
the metric is of the form g = e2* ((d)cl)2 + (dxz)z) and the volume element is then
e*Pdx" A dx*. On functions the Hodge operator acts as % f = fdpe = fe2Pdx' A dx?
and %2 = 1, so that *dw = e’z"(g% — g%) for 1-forms w. On 1-forms >x<(a)1alxl +
wzdxz) = widx? — wydx!, which is just the negative of the complex structure J, rep-
resented in conformal co-ordinates by the anti-symmetric tensor Jl.j with le = -1,

J 12 = +1, the other components being zero. Correspondingly we decompose a one-form
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as w = 0 10dz + 0O Vdz; in particular for the derivative df = dfdz + d fdz, with
Af = %(—flﬂﬁ) and

D = D10 + DODD = §, Dddz + 9p PdZ,

with 9, @ = é (Vi —iA)) +i(Vy —iA)y)) ® etc.; see Sect. 3. For a 1-form A we write
the co-differential d*A = —div A, with divA = ¢ 2° (M1 + ‘Mz) and the Laplacian on
—2p 3. f _

axioxt’
of L the covariant Laplacian is —AA® = ¢~>”(D? + D3)® when a unitary frame is
used. The operators div, xd, A (resp. Ap) all depend on g (resp. g, &), but this is not
indicated as g, & are fixed, and similarly dependence of constants in estimates on (X, g)
and & will be suppressed throughout the article.

real functions is Af = e (with the summation convention), and on sections

Notation 1.3.2. We are dealing with sections of smooth vector bundles V over ¥ with
an inner product (-, -) induced from the Riemannian metric g and the metric 2 on L in
the standard way; since g, h are fixed throughout they will not be indicated. Thus, for
example,

IDO? = ¢ (D@, D ®) + (D2®, D2 ®)).

We write 2°(V) for the smooth sections of V and Q7 (V) for the smooth p-forms
taking values in V. We will make use of the Sobolev spaces H*(V) of sections of V
whose coefficient functions (in any frame over any open set 2 C X) lie in the stan-
dard Sobolev space H*(£2); the corresponding Sobolev space of V-valued p-forms is
denoted H*(2”(V)). In Sect. 1 and Sect. 2 we shall generally omit explicit reference to
the vector bundle, since this is usually clear, and write H* in place of H*(V) etc. (and
Il - l|gs for the corresponding norms). However if it is necessary to emphasize that time
is fixed, and the norm is taken over X, we shall write H(X).

Further notational conventions are given in the Appendix and in Sect. 3, particularly
in relation to the complex structure (see also the textbook [24, Sect. 9.1] for a treatment
of the background material).

1.4. Existence theory for the Cauchy problem. Inherent to the system (1.5) is the prop-
erty of gauge invariance: let x (¢, x) be a smooth real valued function, then (A, ®) is
a smooth solution if and only if (dx + A, ®e'X) is. This introduces a large degeneracy
to the solution space which may be removed by a choice of gauge in various ways. We
will adopt here the following gauge condition which involves the time derivatives A, &,
of A, &:

divA — (i®, D) = e (31 A| + 02 A2) — (i, D) = 0. (1.7)

We make this choice because it allows a convenient description of the complex and sym-
plectic structures on the moduli space of vortices (see Remark 1.6.3 and Sect. 3), and
also is useful in the derivation of energy estimates for the time derivatives (see Sect. 2.2
and Sect. 2.3). In this gauge global existence can be stated as follows:
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Theorem 1.4.1 (Global existence in gauge (1.7)). Consider the Cauchy problem for
(1.5) with initial data ®(0) € HZ(E) and A(0) € H' (). There exists a global solution
satisfying (1.7) and the estimate

1D(1)] 2z < ce®” (1.8)

for some positive constants c, «, 8 depending only on (X, g), the equations, and the
initial data. The solution has regularity ® € C ([0, 00); H*(X)) N C' ([0, 00); L*(X))
and A € C! ([0, 00); Hl(E)). If the initial data are smooth, then the solution is also
smooth.

It is explained in Appendix A.3 how to derive this theorem from the global existence
result of [13], which is stated in another gauge. Bounds of the type (1.8) were derived
in [10] for the cubic nonlinear Schrodinger equation on R?, by means of the inequality

[|poo < CI1+/In(1 + |u|l g2)1, (1.9)

valid for u € H%(R?) and with C = C(J|ul| y1). The proof of global regularity for
(1.5) depends on a covariant version of this inequality (given in Lemma A.11), and a
careful treatment of various commutator terms [D,,, D, ] which indicates that they have
a comparable strength to the cubic nonlinear term.

In conclusion, Theorem 1.4.1 provides a global solution which is a continuous curve
in the space H,, where for s € R we define

Hy = {(A, @) € HH(Z) x H (D)}, (1.10)

with the corresponding norm || - ||, . From now on we will consider only (A, ®) which
lie (at a given time) in the space H>. The gauge group at fixed time is given by

G={geH Z:Sh) (1.11)
and acts on H; according to g - (A, ®) = (A+g~'dg, dg). (Restricting to the set where
@ is not identically zero the action is free and gives a principal G—bundle structure.

The gauge condition (1.7) can be then regarded as giving a connection - i.e. a family of
horizontal subspaces - on this bundle.)

1.5. Variational and Hamiltonian formulation. Equations (1.5) can be derived formally
as the Euler-Lagrange equations associated to the functional

1
S(A, ) = E/ —AANF+({(i®, Do®) + Ap + 20, (A, @) dtdug, (1.12)
RxX
where
1 2 2 A 2\2
U)\(A,(D)ZE B+ |D®| +Z(1—|<I>| ) (1.13)

is the density of the Ginzburg-Landau static energy. (The parameter X is a positive
real number.) Although S is not manifestly gauge invariant it changes by an exact form
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under gauge transformation, and the Euler-Lagrange equations (1.5) are gauge invariant.
Vortices are critical points of the static energy

V(A @) = / v (A, D)d e,
>

as will be discussed further in the next section.

To see that the system (1.5) is Hamiltonian, observe that there is a complex structure
on the phase space H; givenby J : (A, ®) = (—JA, i ®) which allows the introduction
of asymplectic structure 2 (v, w) = (Jv, w), where (-, -)isthe L? inner product. Using
this symplectic form the system (1.5), in temporal gauge Ao = 0, is a Hamiltonian flow
generated by the Hamiltonian functional V), (A, @), which was just defined. (A short
calculation reveals that the third equation of (1.5) is preserved by the evolution, and as
such is really only a condition on the initial data. It will be referred to as the constraint
equation.)

1.6. Self-dualvortices and dynamics in the limit . — 1. The system (1.5) admits soliton
solutions, called abelian Higgs, or Ginzburg-Landau, vortices, which are energy mini-
mizing critical points of the static energy functional V), (A, ®). We now discuss these
solutions and their uses in understanding the dynamical system (1.5) via the adiabatic
approximation. There is a special case, A = 1, in which the adiabatic approximation is
particularly powerful because the space of vortices is then unusually large - large enough
that the motion on it can provide information on the dynamical interaction of several
vortices. We call this the self-dual, or Bogomolny, case, and the corresponding solutions
are called self-dual vortices. Now for such a solution, (A, ®), with a given value of the
topological integer N, (the degree of L), the field ® will have N zeros, counted with
multiplicity. Each of these zeros can be thought of as the centre of a vortex. Thus the
static solitons can be thought of as a nonlinear superposition of N vortices which do not
interact. This was first fully understood in the case that X is the upper half plane with
canonical metric, when the equations were solved exactly by Witten (1977) by reducing
them to the Liouville equation. In general it is still possible to make a reduction to a
nonlinear elliptic equation of Kazdan-Warner type, whose solutions can be completely
parametrized although not explicitly given. Following this, Taubes proved an existence
theorem when X is the Euclidean plane (Jaffe and Taubes 1982), and Bradlow (1988)
did likewise for ¥ a compact Riemann surface, proving the following:

Theorem 1.6.1 (Existence of vortices on a surface, [8]). If the area of a closed
Riemann surface |X| is such that |X| > 4m N the Bogomolny bound is saturated:
in fact the minimum value & N of V, where

V:Hy — R, (1.14)

1 1
VA, ®) = VI(A, @) = 5/ (BZ+|D<I>|2+Z(1 - |<I>|2>2) dpg.
x

is achieved on a set Sy C Ha of pairs (A, ®©) which solve the Bogomolny, or self-dual
vortex, equations:

i 1
AP =0, B-_(- ) = 0.
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These minimizers will be referred to as the self-dual vortices, or just vortices. The quo-
tient of Sy by the gauge group G can be identified with Sym™ (X), the symmetric N-fold
product of X, via the mapping which takes ® to the set of its zeros.

Remark 1.6.2 (Interaction and stability of vortices). The physical interpretation of The-
orem 1.6.1 is that for A = 1 the vortices do not interact; see [28] for a discussion of this,
and some related conjectures, and [19] for some stability theorems.

Remark 1.6.3 (Bogomolny structure and Bogomolny operator). The structural feature
of V which makes Theorem 1.6.1 possible was identified by Bogomolny in [7]. In this
instance it amounts to the fact that if we introduce the Bogomolny operator 3 to be the
nonlinear operator which maps (A, @) — (B — %(1 — |<I>|2), BN dD) then

1
V= §/|B(A, ®)|°dug + N

(see Sect. 3 for more information in this regard). Also see [8] for higher dimensional ver-
sions of this decomposition, and [21] for generalizations to solutions with non-vanishing
electric field.

Remark 1.6.4 (Geometry of moduli space). Quotient spaces of the type arising in
Theorem 1.6.1 are usually known as moduli spaces: in this case we define the mod-
uli space My to be the space of gauge equivalence classes of self-dual vortices, so that
My = Sym™ (). We call the space Sy the vortex space and proj : Sy — My the
natural projection which takes (A, ®) to its gauge equivalence class [(A, ©)]. The space
My inherits both a metric (induced from the L? metric) and a symplectic structure and
is a Kaehler manifold (see [9]). Explicitly, we can identify the tangent space to My
with solutions (A, @) of the linearized Bogomolny equations which also satisfy the con-
dition (1.7). The complex structure and symplectic structure on My are then given by
restricting the formulas given in the previous section to such (A, ®), and consequently
we will use the same notation, J and €2, for these objects. The existence of this complex
structure on My can be seen very clearly in the formulas in Sect. 3, in which complex
notation is used to combine the linearized Bogomolny equations with (1.7) into a man-
ifestly complex linear operator Dy, for y = (A, ®) € Sy. This can all be summarized
by saying that we have an identification

Tiy)My ~ KerDy = {(A, ®) : DBy[A, ] =0, and (1.7) holds}.  (1.15)

1.7. Statement of the adiabatic limit theorem. In order to define the adiabatic limit sys-
tem, we now define a Hamiltonian function My — R by restricting the energy V) to
the space of vortices, and observing that by gauge invariance this actually gives a smooth
function on the quotient space M y. The corresponding Hamiltonian flow determines
the slow motion of vortices for A close to 1:

For € = |A — 1| sufficiently small, the system (1.5) can be approximated, for
times of order é, by the Hamiltonian flow on the phase space My = Sym™N (%)
associated to the Hamiltonian function V)| am,, via the symplectic form Q.

We now move towards a precise formulation of this in Theorem 1.7.2. Since we are
interested in the regime in which |A — 1| < 1, it is useful to introduce a large parameter

(1.16)
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and let also, for A # 1,
L—1
o = =
A —1]

(1.17)

(also defining 0 = 0 for A = 1 where necessary). We rescale time by 7 = ﬁ, and Ag
similarly, leading to the following rescaled equations:

8A1 . 8AO

— = (=01B = (i®, D,®)) + —,

ot ax!

9A 9A

202 L (—0rB + (i®, D D)) + 2 (1.18)
T ax2

0 . 1 5 o 5
(= —iA))DP = u(=Ax® — (1 = |D[7)D) — (1 — |P|")D.
ot 2 2

It is also natural to separate the energy V), into the (main) self-dual piece V = Vi,
and a perturbation term proportional to A — 1. Under the rescaling just introduced, the
energy rescales by a factor p, leading us to consider the Hamiltonian H = pV + U,
where V = Vj is as in (1.14), and the energy correction away from the self-dual, or
Bogomolny, regime is given by

U(d) = %/2(1 — |®%)? d . (1.19)

The rescaled Eqgs. (1.18) can be written as a Hamiltonian evolution for ¥ = (A, ®)
in the form

0
Ja_‘” — WV + U +I(dAo, i Ag®), (1.20)
T

where J is the complex structure introduced at the end of Sect. 1.5,

J(Ardx" + Ardx?, ®) = (—Ardx' + A1dx?, i d) (1.21)

: A oA 4 P

with A = 52 & = =,
Remark 1.7.1 (Explicit formulation of adiabatic limit system). We now write the equa-
tions for the adiabatic limit system in an explicit way which will be useful later. The
function U is clearly gauge invariant and defines by restriction a smooth function u on
M. Now recall (1.15): under this identification, the gradient of the function u on My
at [Wg] is identified with Py, U’, where Py is the orthogonal projector onto Ker Dy,
(see Lemma 3.3.2). The Hamiltonian differential equations for u are then equivalent to

J Py U’ (1.22)

T
Given an initial value Wg(0) = o € Sy, this equation has a unique solution t
Ws(7) € Sy which satisfies the gauge condition (1.7).

Main Theorem 1.7.2 (Adiabatic limit). Let W, be the smooth solution of (1.20), sat-
isfying the gauge condition (1.7), with smooth initial data W,,(0), such that

(1) limpy— 400 VL (0) — Yoll, = 0, for some smooth Yy € Sy, and
(i) sup, o [Wu Ol + WL (O)llH = K < oo.
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Then there exists v, > 0, independent of u > 1, such that for s < 2,

lim sup | W, (r) — \ys(r)”m =0, (1.23)

N
H—>00 [— T, Ts

where T — Ws(t) € Sy is a curve in the vortex space Sy, also satisfying (1.7), which
is the unique solution of (1.22) with initial data Wg(0) = . The projection onto the
moduli space My :

T [Ws(T)] € My,

is the unique solution of the Hamiltonian system on (Sym™ (), Q) associated to the
Hamiltonian u defined in Remark 1.7.1, with initial value [Yy] € My.

This theorem in proved in Sect. 2, employing a strategy which is explained in Sect. 1.8,
following discussion of a very simple model problem. Some of the novel features which
arise in the implementation of this strategy for (1.18) are highlighted at the beginning
of Sect. 2.

Remark 1.7.3 (Related work). The approximation of the dynamical system (1.18) by
a dynamical system through a space of equilibria (in this case the self-dual vortices,
which are the equilibria for A = 1) is referred to as an adiabatic limit or approximation.
It was suggested in [30], following earlier conjectures of the same author on vortex and
monopole dynamics in second order Lorentz invariant systems discussed in [31]. Proofs
of the validity of the approximation in the case of second order dynamics were given in
[44,45]; the strategy for the proof here, however, is different from that adopted in those
references - see the discussion in Sect. 1.8. There has also been work on corresponding
problems for o-models, see [20,36]. A review of the analysis of adiabatic limit prob-
lems is given in [47], mostly directed towards infinite dimensional natural Lagrangian
systems of the type appearing in classical field theory. (Natural Lagrangian systems
are those derivable from Lagrangians of the classical “kinetic energy minus potential
energy” form).

Remark 1.7.4 (Implications for Chern-Simons vortex dynamics). Although it is not gen-
erally possible to evaluate explicitly the Hamiltonian and symplectic form in the reduced
system (1.22), it is possible to understand some basic features of the vortex dynamics in
this model, see [27,30,31,38]. This work has been directed mostly to the case when the
spatial domain is R?, so our Theorem 1.7.2 does not imply the validity of the approxima-
tion (1.22) in this case, see below. One general conclusion is that in the Chern-Simons
model a force acting on the vortex produces motion at right angles to the direction of the
force (in distinction to the behaviour in the relativistic case [31,44]). Now it is known
computationally (see [28,31] and references therein), and in some special cases ana-
Iytically ([46]), that the potential energy between two vortices depends on the distance
between them, and is attractive for A < 1 and repulsive for A > 1. From this it can be
deduced that two vortices will circle about one another, the direction of rotation depend-
ing upon whether A < 1 or A > 1. See [31, Sect. 7.13] for a discussion of these solutions
in the R? case. Also in the same reference it is observed that (1.22) possesses another
related type of solution: a rigidly rotating p-gon, with p vortices placed at the vertices
of a regular p-gon. Many of the arguments and calculations leading to the conclusions
about vortex dynamics can be carried out equally well with spatial domain the stan-
dard sphere ¥ = §? ([37]), even with explicit formulae in special limiting cases ([46]),
in which case Theorem 1.7.2 implies rigorously the rotational behaviour for vortices



610 S. Demoulini, D. Stuart

described above. In future work results on the existence and stability of such periodic
solutions for the full system (1.5) will be presented.

It is to be hoped that some of these qualitative conclusions about vortex dynamics,
(which are justified for (1.5) by the Main Theorem 1.7.2) would have a wider validity
for Chern-Simons models of vortex dynamics, not necessarily close to any self-dual
limit. There is some numerical evidence for this in related situations, for example the
scattering of vortices in the relativistic abelian Higgs model is qualitatively similar for
all values of the Higgs coupling constant, even though a rigorous analysis in which the
vortices actually collide is only possible in the self-dual limit; see [31,44]). On the other
hand, the case of first order dynamics is in some ways numerically more problematic
since it is not possible to produce any motion via choice of initial conditions (as can be
done in the second order case), and it is necessary to have A deviate from the self-dual
value 1, and quite substantially so in order to get motion which is easily computationally
observable. A numerical study in [27] which compares the approximation (1.22) with
a computer simulation of (1.5) finds that, in the case of spatial domain ¥ = ]Rz, while
the qualitative behaviour of two vortices is similar to that implied by (1.22) for [A — 1|
small, there are quantitative differences between the full dynamics and the adiabatic
limit, which become quite marked as A moves away from the value 1. As the authors of
[27] say, it is unclear to what extent some of these differences are genuine errors due
to the neglect of radiation in the finite dimensional truncation (1.22), as compared to
being a numerical artefact; certainly some of the observed behaviour is consistent with
energy being transferred into radiative modes, causing the vortices to spiral in towards
one another in the attractive case ([27, Fig. 6]). In any case, there is no issue with radia-
tion when X is a compact spatial domain, in which case Theorem 1.7.2 does imply the
validity of the approximation (1.22) for sufficiently small |. — 1], and it seems reasonable
to expect that in this case the dynamical bevaviour predicted by our analysis (relating
(1.5) to (1.22) for small | — 1|) is at least qualitatively relevant to the applications in
the theoretical physics literature.

1.8. A simple model problem and discussion of methodology. We consider here a sim-
ple two-dimensional example in order to exhibit as clearly as possible the phenomenon
under study, and the strategy which will be employed in the proof of Theorem 1.7.2.
(It is the basic strategy taken in [39] for finite dimensional natural Lagrangian systems,
here adapted to the case of infinite dimensions and to take advantage of the Bogomolny
structure.) For real numbers 8 and u>>1, we consider a linear first order Hamiltonian
system for z(7) = (z' (1), 22(1)) € Cc2:

Theorem 1.8.1. For each u>>1, let Tt +— Z,,(7) € C? be the solution of

= i+,
(1.24)

2= i(Bz' +udd),

with initial data satisfying |(le1 0, Zi(O)) —(y,0) = 0w " as u — +oo, for some
fixed y € C. Then

lim max |Z,(t) — (ye'*,0)| = 0. (1.25)

U—>+00 ‘EER
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Remark 1.8.2. The system (1.24) is Hamiltonian with the standard symplectic structure

on C? and with Hamiltonian function wV + U with V(z) = %Zzzz and

1_ _ _
Uz) = Ezlzl +B(E' 2+ 7).

Thus V acts as a constraining potential for © — +00, forcing the solution onto the set
S = C x {0} c C?, where z> = 0. Projecting the system to S gives, formally,
iz'+z' =0. (1.26)

The theorem asserts that (1.26) indeed governs the behaviour of the limit of appropriate
sequences of solutions to (1.24).

Proof. The solution with initial data z(0) = (z!(0), z>(0)) is given by:

(1) = ﬁ [((1 —A)eM T — (1 — ,\+)e“—f) 21(0)
+B (emr _ ei)\,r) zz(O)] ’
zz(r):=Zixf2§xj3[(1——x+x1——x_J(e”+’——e“-’k4(0ﬂ
+ ,3(,\:—3_) [((1 e (1 — ,\_)e"*ff) 22(0)] .

Here the A4 are the characteristic values of the system:

«u—ﬂ%)5

1
) 11(1— 70

which satisfy, by the binomial expansion,
e — ul=0M), o —1=0@™)

as u — oo. From this, and the fact that A+ € R for large u so that [e/*+7| = 1, the
behaviour in (1.25) follows for the solutions Z, (7) with initial data as described. O

Remark 1.8.3. In this example the exact solutions indicate that while Zi — 0, the time
derivatives Zﬁ are bounded, but cannot generally be expected to have limit zero.

In the absence of explicit formulae for Z,, (1), it is still possible to prove results like
Theorem 1.8.1, either

(i) by explicit perturbative construction of solutions to the full system, using solutions
of the restricted system as a starting point, or

(ii) by obtaining uniform bounds for the Z,, (7) which allow the extraction of conver-
gent subsequences, and then identifying the unique limit of all such subsequences
as the corresponding solution of the restricted system with Hamiltonian Ug.

In the present article we will adopt the second strategy in our proof of Theorem 1.7.2
(although it would be possible to use the first strategy, as in [44]). To make the structure
of the proof transparent, it is useful to consider in some detail how to execute the second
strategy to prove a variant of Theorem 1.8.1:
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Theorem 1.8.4 (Weaker version of Theorem 1.8.1). In the situation of 1.8.1,

lim  max |Z,(7) — (ye'",0)| =0, (1.27)

H—>+00 a<1<b

for every bounded interval [a, b] C R.

Remark 1.8.5. Although weaker than Theorem 1.8.1, the proof of Theorem 1.8.4 that we
give generalizes to the infinite dimensional problem (1.5), (1.18), in which the explicit
solutions corresponding to those used in the proof of Theorem 1.8.1 are of course not
available.

Proof. e Differentiation of Egs. (1.24) in time gives the identical system ¢ = z. Use
the energy identity:

pV(E (1) + U (E (1) = nV(E(0) + U£(0),

together with the identical estimate for z(7), to deduce (using Cauchy-Schwarz) that
the solutions Z,, of Theorem 1.8.1 satisfy | Z, (7)[+]|Z,(7)| < C, with C independent
of uw>1.

e By the previous item, deduce that the family of functions T +— Z,(7) is uniformly
(in u>>1) bounded and equicontinuous, and so the Arzela-Ascoli theorem implies
subsequential convergence Z,; — Z in C(I) for any bounded interval I C R.

e The energy estimate implies that, for large u there exists C > 0, independent of i,
such that £ Z?Z? < C. It follows that Z> — 0 along any convergent subsequence.
Now consider the integrated form of the first equation of (1.24) (i.e. project the system
onto S = Cx {0} c C?, where z2 = 0). Taking the limit ;t; — oo, it follows that the
limit Z = (Z', Z?) of any convergent subsequence satisfies ZY ) =i fot ZY()dt'
and Z'(0) = y. This integral equation has unique solution Z'(t) = ye’, and hence
the Cj,. limit of any convergent subsequence is (ye”, 0). It follows that Z,, con-
verges to this limit in Cj,. without restriction to subsequences. This proves Theorem
1.8.4. (In view of Remark 1.8.3 we should not expect this convergence to be in C}OC.)

O

The general situation to which Theorem (1.8.4), and its proof, potentially generalize
is the following: on a phase space H we consider the integral curves Z,, () for a Ham-
iltonian n)V + U for large v (“the full system”). Under the assumption that S = {z €
H : minV = V(z)} is a symplectic submanifold of H, we can consider the “restricted
system” on S determined by the Hamiltonian U |g, and try to prove that this Hamiltonian
system can be used to describe the limiting behaviour of Z, (7) as ¢ — +oo. An infinite
dimensional example of this situation is provided by the Chern-Simons-Schrédinger
system (1.18): in the next section we will provide a proof of Theorem 1.7.2 employing
the same strategy to that used in the proof of Theorem 1.8.4 just given.

2. Uniform Bounds and Proof of the Main Theorem

In this section we prove our main result, Theorem 1.7.2, along the lines suggested by
the discussion of the simple model problem in the last section. The crucial stage is the
proof of the main estimate, Theorem 2.3.1, which asserts the existence of a time interval,
independent of |, on which the solution ¥ = (A, ®) is uniformly bounded in H>, and
its time derivative is uniformly bounded in H! as 4 — +00. Given this bound, Theorem
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1.7.2 can be deduced using a variant of the Lions-Aubin lemma, and a careful analysis
of the © — +oo limit of (1.18). Before obtaining the uniform bound, we collect some
identities used in the proof. Some more specialized identities related to the self-dual
structure are collected separately in Sect. 3, and referred to as needed. Specifically, we
draw the reader’s attention to the following two uses made of these more specialized
identities:

(i) Differentiation in time gives rise to Eq. (2.31) for { = ¥ in which the dominant
term (as u — +o0) involves Ly, the Hessian of V defined in (2.40). It is shown
in Sect. 3 that this operator takes the special form

Ly =D}, Dy + 0(B)), (2.28)

with Dy, complex linear (see (3.62)), and B as in Remark 1.6.3. Observing that the
L? norm is exactly preserved for equations of the form J¢ = D:Z‘ Dy ¢, itis easy to

believe that the stated structure of Zw is useful in the derivation of p-independent
bounds for (2.31), (for initial data as in the theorem); this indeed turns out to be
the case - see the proof of Theorem 2.3.1.

(ii) After obtaining a convergent subsequence of solutions of (1.20) it is necessary
to take the limit of the equation itself along the subsequence u = u; — +oo.
For this purpose it is very convenient to be able to eradicate the term 1)’ on the
right hand side, since this is clearly hard to control for large w: this can be done
by applying a projection operator [P, whose existence close to the set of self-dual
vortices is assured by the Bogomolny structure: see Lemmas 3.3.1 and 3.3.2. (In
geometrical terms there is a foliation of the phase space H», and the range of P,
is the tangent space to the leaves of this foliation, after dividing out by the action
of the gauge group using (1.7).)

Although our final conclusions are in terms of the standard Sobolev norms based on
the fixed connection V, it will be convenient to obtain bounds for the corresponding
Sobolev norms defined at each fixed time with respect to the connection D = V — iA,
see (A.2). These can be related to the standard norms by (A.3)-(A.5).

2.1. The evolution equations and associated identities. In addition to the rescaled
Eq. (1.20) for ¢ = (A, ®):

ad
Ja_’»” = uV + U’ +J(d Ao, i Ag®),
T

we will use the differentiated equation for { = ¥ = % To write this down we need

the linearization of the operator V' (), i.e. the second order linear differential operator
L., obtained by differentiation of the map v — V'(¢):

Ly = DV' (),
or equivalently, (¢, Ly ¢);2 = %V(w +5¢)|s=0. Explicitly, with ¢ = (A, ), we have

(& Lyt) = /(|dA|2 +|D®) +|P)P|A|? — 2(DD, iAD) — 2(DD, iAD) (2.29)

. 1 .
H, )2 — (1 - |<1>|2>|d>|2) dpg.
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Remark 2.1.1. There is a slightly simpler version of this formula, given in (2.40) below,
when ¢ is restricted by the gauge condition (1.7). Furthermore in Sect. 3 it is shown that
the self-dual structure provides a useful way of rewriting this formula as in (2.28), in
terms of the complex structure defined in (1.21), and using the complex one-form adz,

where ¢ = #, in place of the real one-form Aldxl + Agdxz, see (3.60). Since this
is used only at one point in the proof - in Lemma 2.3.8 - this formulation is presented
separately in Sect. 3, and referred to only as needed.

The linearization of U’ is the linear operator K, = DU’(v), given by
Ky = (A, &) > (0,%(1 — B} D + 0 (D, ci>>q>), (2.30)

with o defined in (1.17). Given these de_finitions, the chain rule implies that, if ¢ is a
smooth solution of (1.20), then ¢ (7) = ¥ (7) solves

hile 0 .
I3 = uLyl + Kyg +To—(dAo. iAg®). (2.31)

We also need identities for the evolution of the Bogomolny operator 3 defined in
Remark 1.6.3 and discussed in more detail in Sect. 3. The first component is preserved

9 1 5 2pra i . .
37 (B—z(l—|d>|) =e “P(01Ay — A+ (D, D) =0, (2.32)

as a consequence of (1.18). We will require that the initial data are such that B — %(1 —

|®|?) = 0 initially, and hence for all times. The second component of the Bogomolny
operator B will be denoted

= 1
n=0ad= E(Dl +iDy)®, (2.33)
(see Sect. 3), and we have the following identity:
. . = —2p 2 o - 2
(0 — i Aoin = p(—4Ba (e~ 0am) + |0 — Z8x (1= [0)0) . 234)

(To verify this identity: substitute Ay P = 4e=2° 3o 94D — B into the third line of
(1.18) and then apply da to the resulting equation and use the identity (E1 + i E»)
& = —2|®|*95 P which follows from the first two lines of (1.18).)

Of course, the energy

E@)=uVrE)+UW () =E >0 (2.35)
is independent of time t for regular solutions, as is the L? norm,

@)z =L >0. (2.36)
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2.2. Choice of gauge condition and related estimates. The divergence of E can be cal-
culated to be:

divE = e 2P(01E| + 0 E»)
—u ((—AB — 29, (id, Dyd) + e 2P0y (i D, D1<I>>)

_ 9
= e ) + (i ®, (5—1Ao>d>>—oB|<1>|2.

Inthe lastline we have used B = 1(1—|®|?),sothat AB = —(®, Ap®)—e 27 (| D @[+
| D> ®|?), the equation for ® and the definition of 7 in (2.33). Under the gauge condition
(1.7) we get the following equation for Ap:

(—A +|®P)Ag = due 2 |n|> — o B|D|%. (2.37)

Lemma 2.2.1 (Estimates for Ag). Assume T — ¥ (1) = (A(t), ®(1)), is a smooth
solution, of (1.20) which satisfies the gauge condition (1.7), (2.35) and (2.36). Then for
all r < oo, there exists co(Ey, L, r) > 0 such that,

lAo(D)llLr < co(&o, L, 1) (2.38)
and there exists co(Ey, L) > 0 such that
[Ao(D)ll g2 < co(€or L)(1+ ] 04D (7) [ ). (2.39)

Remark 2.2.2. This shows that in the original system (before rescaling) the time com-
ponent of the potential Ag is O (]A — 1|) in the gauge defined by (1.7).

Proof. The crucial point here is the ; independence of the bounds. The second inequal-
ity follows from standard elliptic theory once the first is established. By (2.37) it is
possible to write Ag = Af + Ag, where (—A + |<1>|2)A6r = 4pe2°|n|?, so that Af =0
by the maximum principle, and (—A + |<D|2)A0 = —o B|®|%. The bounds stated in the
lemma will follow by the triangle inequality once they are proved for A}, since they
are immediate for Ao. Now integrating the equation for A} implies that || |CD|2A6 I =
fz |®|2Agdug < C(&, L) since Af > 0; this bound is independent of 1 > 1 on
account of (2.35). The standard elliptic theory for —Au = f € L' now gives the L"
estimates for Aj and hence the lemma. O

Lemma 2.2.3 (Estimates for A). Let . = (A, d) satisfy the gauge condition (1.7), as
well as the linearized constraint equation (2.32). Then there exists a constant ¢; > 0
such that |All g1 < c1 ||<I><i>||Lz, and more generally, for any 1 < p < oo, there exists a
constant ¢1(p) > 0 such that Al wir < ctll OP||1p. In particular these estimates hold
for a smooth solution, T — ¥ (t) = (A(7), ©(1)), of (1.20) which satisfies the gauge
condition (1.7).

Proof. These are the standard estimates for the Hodge system, proved by using the
Hodge decomposition to reduce to the Calderon-Zygmund estimate for the Laplacian.
0
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On the subspace of { = A, d) satisfying the gauge condition (1.7), the operator L,
has a simpler form: Ly ¢ = Z¢§, where Zw is the operator defined by

(¢, Lyl)pn =/(|dA|2+|diVA|2 + D) + DA + D) (2.40)
. 1 s
—4(D®, iAD) — 5(1 — D)D) dug.

Lemma 2.2.4 (The Hessian). Let = (A, ®) be smooth. Then the second order differ-
ential operator Ly, is a self-adjoint operator with domain H 2, and there exist numbers
c2, ¢3 such that

(& Ly&)pz = e2llEl = esliela.
The numbers c», c3 depend only on the numbers L and &, defined as in (2.35), (2.36).

Proof. First of all, observe that
[ (19AP + 1aivAP + DSP + [P (AR +16)) i = (o, I D).
A

This can be proved by a straightforward contradiction argument that is very similar to
the proof of Lemma 3.2.2 given below, so the details will be omitted. Next, to deduce the

stated result, i]ust bound the final two terms in (2.40) using the Holder inequality with
1= % + % + g, the interpolation inequality in Lemma A.9 and Cauchy-Schwarz. O

Corollary 2.2.5. Assume given a smooth solution, T — ¥ (7) = (A(7), ®(1)), of (1.20)
which satisfies the gauge condition (1.7), (2.35) and (2.36). Then the quantity

1
&i(r) = §<§(I)’ (Ly + 1~ Ky)2 (D) 2, (241)
where ¥ = Y (1), satisfies for u > 1,
&1 = callelyy = esliglg

with ¢4, c5 depending only on &, L.

2.3. The main estimate. We say that a smooth solution, 7 — () = (A(1), ®(1)), of
(1.20) satisfies conditions (AE) and (Al), if the following conditions hold:

(AE) There exist positive numbers &, L such that | ®(7)||;2 = L and (1) =
&o, for all times T € R, where £(7) is the energy (2.35). (Recall that both
these quantities are independent of t.) ]

(AI) The initial data are such that || (0) 13, + [V (0)[| g1 < K < oo. (Recall
the definition of the norms in (1.10)).

Theorem 2.3.1. For © > 1 let t +— (1) be a smooth solution of (1.20) satisfying
conditions (AE) and (Al), for some fixed numbers K, L, &y. There exist numbers t, > 0
and M, > 0, independent of i, such that

B]
(wm, a—w(r)) < M,. (2.42)
T

max
[T|<T«

HZXHI



Adiabatic Limit and Vortices Slow Motion in Chern-Simons-Schrodinger System 617

Beginning of proof of Theorem 2.3.1. By time reversal invariance it is sufficient to prove
the bound for 0 < 7 < 74, for some 7, > 0 independent of 1. Let

a .
{(r) = 8—1#(1) =y (7).
T
For any M > ||¢(0)| ;2 there exists a time T (M, i) > 0 such that

sup 1<)z < M. (2.43)
0<t<T(M,1)

We will prove that there exist positive numbers M,, T, independent of w, such that
T (M, 1) > 7, and hence supy., <, [1¢(7)[l 2 < M. The proof proceeds by obtain-
ing a series of p-independent bounds, predicated upon (2.43), which imply boundedness
of (¥ (7), ¥ (1)) in the Hilbert space H» defined in (1.10) for 0 < 7 < 7. These bounds
are now stated in a sequence of lemmas, all of which refer to a smooth solution of
(1.20),(1.7) which verifies (AE), (Al) and (2.43) for all T under consideration.

Lemma 2.3.2 (Estimate for ® in H?2). There exists C; = C, (&0, L) > 0, independent
of w, such that

I®@lg2 = Crl +11E(@)l2) = Ci(1+M).

Proof. Using the third equation of (1.18) for ®, we bound
. 1
1AAPl 2 = [1llz2 + [ Ao @2 + 221 = 1) 2

Now, by Lemma A.2.2, we can bound |[VAVA®|[;2 < [AAP| 2 +c(E0)|IVADP|| 14, and
hence, by Lemma A.9 and Cauchy-Schwarz: [|[VAVA®| ;2 < 2[|AAD];2 + c(&o, L).
Therefore, using also Lemma?2.2.1, we deduce the bound || @ (¢) || 2 < c(1+||¢(T)]|2) <
c(1+ M), for some ¢ = c(&y, L) > 0, and the result follows. O

Corollary 2.3.3. 3C> = C2(&y, L) > O such that, || (7)| L~ < Ca (1 +4/In(1 + M)) .
Proof. This follows from Lemma A.11 and the previous lemma. O

Lemma 2.3.4 (Energy estimate for ¢ = /). There is a constant C3(Ey, L) > 0 such
that,

d&
‘E < G+ [ @IL)E NG, + CaliEN2 + Calle o (2.44)

where &1 is the quantity defined in (2.41).
Proof. Compute %51, substitute from (2.31), and use the observation that
(J¢, (dAg.i®Ag)) 2 =0, (2.45)

by the constraint equation B = %(1 — |®?) in (1.5), to obtain

d& L. 1 d -1
—=(1<1>,1Aoq>)L2+§(§,[— Ly+u= Kyle)o.

T at’
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To handle the second term, we make use of the following bounds (written schematically,
i.e. suppressing indices and inner products which play no role):

192N < N@lzoeligl 216174 < el PNz lEIT2 ¢ 1 51

3/2 3/2
/llz;ll/

IPAVADI 1 < VAP 2 AllLall Dl < cll@llze<iC]
ID*VAlL < 17 IVAIlL2 < 0||®||L°°||§||L2|ICIIH/§-

All of these bounds follow directly from Holder’s inequality, the interpolation inequality
in Lemma A.2.1, Lemma 2.2.3 and the bound

IAllLs + Al g1 < cll@llzoe D]l 2.

It then follows, by inspection of the formulae for Ly, Ky in (2.29) and (2.30), that the
second term in ”il—‘i‘ can be bounded by a sum of terms of this type, and hence:

0 _
’<¢, [5- 0 Ly +n ‘K¢]¢> < c(U+ I @UTNE Iy + ellElga + ellglpa:

L2
Also, we can bound

[(i®,iAo®D) 2] < cllAollzr 1917, < cllAollr D17

L2r Hl )

where r > 1and 1/r+1/r’ = 1. Combining these with Lemma 2.2.1, we obtain (2.44),
completing the proof of the lemma. 0O

Corollary 2.3.5. There is a constant C4 = C4(&Ey, K, L, M) > O such that, ||§(r)||H}‘ <
Ca(1 + 1), for all times T € [0, T(M, u)].

Lemma 2.3.6 (Estimate for n = o ®). There exists Cs = C5(£y) > 0 such that, at
each time t,

wlnll gz = € (191 + 1AL + 1913 ) - (2.46)

Proof. From Eq. (2.34) for n, and using the interpolation inequality in Lemma A.9, the
elliptic term

La.oyn = (—40a(e > 0an) + |2*n)
satisfies, for some ¢ = ¢(&)) > 0,

1/2

plILa,onllp2 < ||<1>||H1 + 1Dz |All L2 + el Aol (1 + Inll 1) + cll Pl 7oc. (2.47)

We next see that (2.46) follows from the usual elliptic regularity estimate. Firstly,
observe that associated to the operator LA, ) is the quadratic form

Qo)) = (0, Loaonm) i) = /E (410anPe™ + | ORI Pe) dpsg,

which is bounded below by c||n ||2 1 where ¢ = ¢(&, L) > 0by Lemma 3.2.2. It follows
that ||| H! <cllLa,onlz2,a result which can be strengthened by the following:
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Claim. |VAVAnl2 < cllLa,a)nll 2 where ¢ = c(&, L) > 0.
By the Garding inequality,

IVAVAnll2 < £ @)1l 22 + (o, LYUIVARl s + 10l 41)-

Finally, using the interpolation inequality (A.9) and the Cauchy-Schwarz inequality, we
deduce the inequality claimed. O

Corollary 2.3.7. Thereis aconstant Cs = Cs( o, K, L, M) >0 such that, j1|| s ® () || L=
< Ce(l+71).

Lemma 2.3.8 (Closing the argument: estimate for ¢ in L?). There is a constant
C7(&y, L, M) such that { = % satisfies

T 3 . 2 .
||§(T)||i2 < ||§(0)||izec7 fo (I1Ba P ()l Loo+ P ()00 )ds

Proof. Compute, using (2.31), that

d
IE@IG = 2I¢, (Ly + Ky)¢)

since (by the gauge condition) (¢, (dAo,iCDAo))Lz = 0, and (¢, (O, iAOCi>))Lz =0
(using (i @, ®) = 0 pointwise). By Corollary 3.2.1 and the formula for K, there exists
C7 = C7(&y, L) > 0 such that

< Cr(ulaa®@ (D)l + 1P (D7) IE (D)7

d 2
T 1@

and so the stated inequality follows by the Gronwall lemma. O

Completion of proof of Theorem 2.3.1. The previous lemma allows us to validate the
claim that (2.43), and thus all the bounds in Lemmas 2.3.2-2.3.8, in fact hold on a
p-independent interval [0, ], thus closing the argument. Indeed, by Corollaries 2.3.3
and2.3.7wehaweuHaA(I)(t)||Loo+||<1>(r)||%OC < Cg(1+71) forsome Cg = Cg(&Ey, L, M).
Now let 74, M, be such that

2
1£(0)]2,eCTC8 /2 < g2,

(This is always possible for M, > [|£(0)||;2 and 7, small.) Then it follows that (2.43)
holds with T (M, i) > t,, and that the bounds given in Lemma 2.3.2 through Corollary
2.3.7 hold on the interval [0, t,.]. To conclude, we explain how to derive the bounds in
(2.42). For ¢ = vy we have boundedness of || (7)]| H! by Corollary 2.3.5. Integrating in
T gives the bound for ||A]| 41 in (2.42). Also the Kato and Sobolev inequalities ([28])
give abound for ® in L? for2 < p < oo. Together with the boundedness of || ®|| .o this
implies boundedness of ||A |y 1.» by Lemma 2.2.3. Hence, integrating in T and applying
Sobolev’s inequality we deduce boundedness of || A || L~ . Putting all this information into
(A.3),(A.4) we can deduce, from Lemma 2.3.2 and Corollary 2.3.5, that (Cb (1), dD(r))

is bounded in the (z-independent) norm H? x H'! as claimed in (2.42). O
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2.4. Proof of Theorem 1.7.2. There are three stages to the proof:

e Deduce, from the uniform bounds of Theorem 2.3.1 and the compactness Lemma
2.4.1, that for any sequence p; — +00, there exists a subsequence along which the
W, ; converge.

Identify the limit of these convergent subsequences.

e Deduce, from the uniqueness of the limit just identified, that the ¥, do in fact con-

verge as (4 — +0o (without restriction to subsequences).

The first stage of the proof depends upon the following version of the Lions-Aubin
Compactness Lemma (see [29, Lemma 10.4]), which is proved by a modification of the
standard proof of the usual Ascoli-Arzela theorem:

Lemma 2.4.1. Assume that (V, h) is a smooth vector bundle with inner product, over a
compact Riemannian manifold (X, g), which is endowed with a smooth unitary connec-
tion V and corresponding Sobolev norms || - || gs on the space of sections defined as in
[33]. Assume that [, s are positive numbers with | < s. Assume f,(t) is a sequence of
smooth time-dependent sections of V which satisfy

max (Ilfn(f)IIHs + /(@) <
Then there exists a subsequence { f ; }OQ | which converges to a limiting time-dependent

section f € C([—1, Te]; H*(V)), in the sense that, max | <z, [|(fa(z, -)— f(z, )llar
— 0, foreveryr <s.

Applying this we infer immediately the existence of a subsequence p; — +o0 along
which the solutions \IJMJ. = (A%, ®"J) converge to a limit Wg(7) in the sense that

Ml_il)n [sup Wy, (@) - \ps(r)”m:o, (2.48)
J

Tay T ]
for r < 2. It follows from Corollary (2.3.7), that

lim sup ||5AIL®M||LOO = O,
H—>+00 [— T, T4]

and since the other Bogomolny equation B = %(1 — |®|?) is satisfied as a constraint,
we deduce by Theorem 1.6.1, that Wg(t) € Sy, 1.e. the limit Wg(7) is a self-dual vortex
for each t € [—1y, 7]. In addition, by (2.42) we have

Wy (T1) — V() g1 < Mylt — 12
so that, by (2.48), the limit Wg will also satisfy
Ws(T1) — Ys()ll g < clt1 — 12|

for ' < 1, i.e. the limit is Lipschitz, and in particular lies in W ([—1,, 7,]; L?).

For the second stage, we need to identify the limiting curve v — Wg(t) € Sy as
that described in Remark 1.7.1. It is clear, from the conditions on the initial data in the
statement of Theorem 1.7.2, that Wg(0) = ¥y € S, and so it remains to deduce the
ordinary differential equation (1.22) which then determines the curve completely. To do
this it is necessary to take the limit of (1.20):

oW
Ja—r“ =uV + U + (A}, i Ay D*) (2.49)
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as . — oo. The first term on the right hand side is the most evidently problematic.
However, since the limiting motion is constrained to the vortex space Sy, it is only
necessary to take a limit projected onto the tangent space Ty Sy . To this end, it is actu-
ally most convenient to introduce P, (t) = Py, (1) the spectral projection operator onto
KerDy, () = KerDﬁ,ﬂ () Pw,.(v) discussed in Lemma 3.3.2. By the final statement of
Lemma 3.3.2, and the convergence of \I/Mj in (2.48), we know that I, (7) converge, in
the L?> — L? operator norm, to the operator Py, (), which is the spectral projection
operator onto Ker Dy r) = Ker Dy, ,y Dy (r). (This latter operator is also the orthog-
onal L2 projector onto the tangent space Ty Sy (subject to the gauge condition (1.7).)
Apply the operator P, (7) to Eq. (1.20), to obtain:

a\yﬂ /
P, ()] ks P, (1)U’ (¥, (1)), (2.50)

since J(d Ao, i Ag®,,) and V'(W,,) are both in the kernel of P, by Lemma 3.3.2. We can
now identify the limit of the right hand side as Py r)U’(Ws(7)) at each , and the con-
vergence is strong in L2(Y), by (2.48) and the above mentioned convergence of P, (7).

For the left hand side it is necessary to consider the limit of the derivatives () L. Noting

that these are bounded in e.g. L2([—1, T]; L3(X)), we may assume (by restricting to a
further subsequence if necessary), the weak in L? subsequential convergence to a limit
which is the weak time derivative of Wg:

W, ; 0Ws
R A I A ) Al (EERANATONE

for every f € L2 ([—1y, 7]; L3(X)). Now to identify the limit along a convergent
subsequence 1 ; — +00, consider the projection operator Py ;). Choosing f (7, -) =
Py, ) (f (7, -)), and using the symmetry of Py, ;) this implies that

+7, T, EN
/ (f, Pq,s(,)ﬂ >L2(2>df —/ Py fo J 3r] Jr2(x)dt
_— —Ty
+7, Wy +7, s
— Py [ J?)Lz(z)df = (f, P\IJS(r)J?)LZ(g)dfa

—1, — T

forany f € L2([—r*, Ty l; L2(E)). On the other hand, by the above mentioned conver-
gence of P, (7) to Py (;) and the bounded convergence theorem we have

/ *|: u,(f)fv]I

on account of the bound (2.42). Therefore, we have in the limit:

LZ():)df - ]P\Ps(‘[)f «:]] >L2(E)] dt — O,

+Ty 3\1’5 +Ty
/ (f, Pws(r)JW)LZ(z)dTZ/ (f, P\IJS(r)U/(‘I’S(T)»LZ(E)df, (2.51)

—Ty —T

for any f € L?([—t4, ]; L>(X)). But since the limit is known by the above to be in
Wl"’o([—t*, Tel; Lz), it is differentiable (with respect to 7, as a map into L2) almost
everywhere (the standard result extends to Hilbert space-valued functions, see, e.g., [4,
Prop. 6.41]); the derivative lies in the tangent space Ty Sy, which is the range of the
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projector Py (r). Consequently (2.51) implies that T — Wg(7) is a solution of (1.22),
with equality holding in L? for almost every 7. But this in turn implies that T > Wg(t)
is actually continuously differentiable into L2, and we have a classical solution of (1.22).

Finally for the third stage: we have now identified the limit as a solution of the limit-
ing Hamiltonian system specified using Remark 1.7.1. Choosing smooth co-ordinates on
My as in [46] we see that this is a smooth finite dimensional Hamiltonian system, and
as such its solutions (for given initial data) are unique. Therefore all subsequences have
the same limit, and so we can assert full convergence without resorting to subsequences.

3. Equations and Identities Related to the Self-Dual Structure

Notation change: In this section time does not appear at all, and so the boldface A for
the spatial component is not used: i.e. in this section only, A refers to the spatial part of
the connection, A = A dx" + Azdxz.

Ginzburg-Landau vortices are critical points of the static Ginzburg Landau energy
functional V), = fz V. (A, ®)dug introduced following (1.13). The coupling constant
A > 0 is central to the theory of critical points of the Ginzburg-Landau functional and
the value A = 1 is special as in this case the functional admits the Bogomolny decom-
position introduced in Remark 1.6.3. This allows for a detailed understanding of the
critical points not available for general values of A, and the theory of critical points for
such general values is incomplete. (There is, however, a substantial literature on the
asymptotic behaviour of critical points in the A — +o00 limit, starting with [6]; see [40]
and references therein.) This decomposition of ¥V = V| has proved to be very useful
not only for the analysis of critical points, but also for the associated time-dependent
equations of vortex motion. For our purposes we need in particular to derive a special
form for the operator Ly, associated to the Hessian of V), see (3.61).

3.1. Complex structure. To discuss the Bogomolny structure in detail it is useful to use
a complex formulation, so we introduce the complex co-ordinate z = x' + ix? for the
complex structure J on X. Using this, there is a decomposition of the complex 1-forms
Q(lc = Q"0 @ QO into the +i eigenspaces of J, see Notation 1.3.1. Let Q7 (L) be

the space of p-forms taking values in the bundle L: then for p = 1 there is a similar
decomposition,

Q') =" w e Q%(L).
Applying this decomposition to D® € Q! (L) we are led to introduce the operator D!
given by
1 _
DY = 5 (Vi —iA) +i(V2 = iA2) dd7 = 9, Pdz.
For real 1-forms A;dx' + Ardx? € Qﬁ% this decomposition reads

Ardx" + Arydx? = adz + adz,
where o = @, and the map A — « (resp. A +— «) is an R-linear isomorphism
from QIIR to Q10 (resp. Q91 and ||A||%2 = 4f&ae’2pdug. With this o notation we
can write

- ® _
04D =— —iad.
0z
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3.2. The Hessian. The Bogomolny decomposition amounts to the observation that, with
A=1,

I _ 1 2
V(A, ®) = Vi(A, ®) = _/ (4|aAc1>|2e2P + (B—= (1 - |q>|2)) ) dug + 7N,
2 Js 2

where N = deg L. If the following first order equations, called the Bogomolny equations,

4P =0,
1 ) (3.52)
B_E(] —|®]7) =0,

have solutions in a given class, they will automatically minimize } within that class.
We introduce the nonlinear Bogomolny operator associated to this decomposition,

B QoL — ) &1L,
(A, @) > (B—%(1—|<1>|2), 5A¢).

Using the norm || (8, n)||i2 = f(|;3|2 + 4e‘2p|n|2)dug induced from the metric on the
target space, we see that V(A, &) = %HB(A, <I>)||%2 + N as in Remark 1.6.3; see [8].
The derivative of Bat y = (A, ®) is the map DBy, : QIIR ® QL) — Q?R ®Q%1(L)
given by

(A, @) > (xdA+ (D, D), 4P — iad), (3.53)
where o = % and & = A1Zidz Using this complex notation allows a simple uni-

fied formulation, which takes account the gauge condition (1.7): this condition is the
real part of

4e iy — i DD = 0, (3.54)

while the imaginary part of this expression is just the condition *d A+ (@, d) =0,
appearing in the linearized Bogomolny equations. This suggests the introduction of the
operators

Dy : (20 ') — (Rpee™w).
D} : (sz% @ QO*I(L)) — (QLO ® QO(L)) , (359
given by
Dy (&, &) = (de ¥ — i DD, G4d — i&cb),_ .56)
D} (B, n) = (—3B — i D7, —4e > dan — i DP).

We use the real inner product associated to the L2 norms induced from the metric as
above, i.e.:

(6, ). (o, @), = / (4(205}1&0/ + micp/) dp,  on Qe Q%L),

((B. ). (B 1)), = / (9B +4e™ i) duy  on Q@ (L) .
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Integrating by parts we deduce that
(Dy (@, &), (B.m),> = ((@ &), D} B.m)

so that D:;; is the L? adjoint of Dy, and

L2’

DDy (@, d) = (—3(46—2ﬂ5d —iDD) —iD (I D +iad),

4724 (D — iGD) — i D(4e 2P DG + ici>ci>))

(—8(4(2”50':) +i(0aD)D + |6,
—4e 9,04 + |q>|2d>+i4e—2p&aAq>). (3.57)
We compare this expression with the operator defined in (2.40):

Ly : (QLO o QO(L)) N (91’0 o QO(L)), (3.58)

which defines the Hessian of V on the subspace on which the gauge condition (1.7) is
satisfied, i.e.,
2

.o . .. d .
(r, Ly V)2 = D*Vy (§r, ¥) = S le=0V W +e), (3.59)

for w = (A, d) satisfying (1.7). Using mixed real/complex notation for A/w, (2.40)
implies the following formula:

Ly :(—48(e_2"5d) +]®%4 — (id, D1®) +i(id, D,®) |
. 1 . .
= Apb— (1 - 3|DP)D +2ie A - DCD) ) (3.60)

Calculate A - DD = 2494 ® + 249, D and —(iD, D;®) + i (i D, Drd) = i PIAD —
idd AP, from which it follows that

T ayk P —l'CbéA_CD
(Ly =DyPy)¥ = ( (B—1a—|o2)d +4ie2pdéA<b)' G:6D

(Incidentally, observing that
. . . 1 . .o
B(A+A, &+ ®)=B(A, ®)+Dyy + (§|<I>|2, —fad)),

with w = (A, Cb) satisfying (1.7), the identity (3.61) can also be read off from the
quadratic part of the Taylor expansion for V(A + A, ® + ®):

1. — . 1 . 1. ..
5(‘#» Ly¥r)2 = §|DwW|iz +<B(W) , (§|<b|2, —i&<1>)>
_ Ll ie 1o 1o
= 2|D¢‘/f|L2+/E (2(8 2(1 [®])| D]
+4e 2P (94D, —i&é)) dug,

using the inner product on "0 @ Q°(L) defined above.)
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Corollary 3.2.1. Let J denote the complex structure defined in (1.21). There exists a
number ¢ > 0, independent of y = (a, @) and ¢ = = (&, P) € Qg QO(L), such
that

1(J¢, Ly¢)2l < c1BO)IL=I¢]3,.

Proof. By (3.61) |(J¢, Ly&)2 — (DylJe, Dy¢) izl < 1B@)Iz=l¢l2,. Now the
complex structure J written in complex notation, i.e. acting on Q-0 @ Q(()L), is given by
J(a, dD) = (—ia, idD). Correspondingly, on QE’C @ Q0! (L) we introduce the complex

structure J'(B, n) = (iB, —in). Then, by observation
Dyl¢ = —I'Dyct. (3.62)

Therefore, writing w = Dy ¢, we have (Dy J¢, Dy ¢) 2 = (=J'w, w) ;2 = 0 by skew-
symmetry, and the result follows. O

Lemma 3.2.2. Assume there are positive numbers L, &y such that |®|;2 = L, and
Vi(A, @) = & and A > 0. Then the quadratic forms

Qo(p) = / 4917 +|PP1pIPdpg on & Q. and
z

Qa0 () = / 4= 1040 + e |® Py Pdpg on Q%N(L)
z

2

are strictly positive, and in fact bounded below by (respectively) C|| 8 ||?11 and C||n|| e
A

where C is a positive number depending only upon the numbers L, &.

Proof. We will present the proof for the quadratic form Q 4,4)(#) as the other is similar
but easier. Clearly Q4,4)(n) > 0 and in fact Q4,9)(7) = 0 if and only if » = 0 on
¥ (because if 941 = 0 then 7 has isolated zeros (as in [28], Sect. 3.5); if ®n = 0 then
n = 0, since & = 0 a.e. contradicts fz |®|2 = L > 0. Furthermore, we show that

Ow,e(n) = c|77|i2 for a constant c; to be precise there exists ¢ = ¢(L, &) such that
O, (n) = ¢, forall n such that ||n]|;2 = 1. (3.63)

We will prove this by contradiction. First we obtain some bounds. By gauge invariance
we are free to assume that the Coulomb gauge condition div A = 0 holds. With this
gauge condition, we have the bound ||A| ;1 < ¢(&p), and so A is bounded in every L?
space. Now use ||0n||zr < |[0anllLr + ||An||Lr to deduce that

lanl3, < C(1+ Qca.a)(m)

for every p < 2, by Holder’s inequality. This in turn implies, by the L” estimate for

the inhomogeneous Cauchy-Riemann system, that 7 is bounded similarly in L*, and so

since A is also we can bound 37 in L? and hence 7 in H'. Finally, since A and n are

bounded similarly in L*, this imples that ||n||i,l < C(1+Qa,d)(n)), with C depending
A

only upon &, L. To conclude, in Coulomb gauge the A, @, n are all bounded in H Lin
terms of L, &, Qa,o)(1).
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The contradiction argument now starts: assume (3.63) fails. Then, by the bounds just
obtained and the Banach-Alaoglu and Rellich theorems, there is a sequence (A, ®,, 1)
with

AV + IVl < K (&o, L),
|®y]l2 = L and ||ny|lz2 = 1, such that
Qw,,o,) M) — 0,
A, — A weakly in H!,
®, — & weakly in H' and strongly in L? for any p < oo,
ny —> n weakly in H! and strongly in L.

This implies that [®|;2 = L > 0, Q,4)(n) = 0 which implies as above that
® = 0 a.e. and contradicts as above that |®|; > is constant. This leads to

Q.0)(n) = c1lnl?, where ¢ = c1(L, &).

Finally just apply the bound above for || Dn|| ;2 to improve this up to the H/i lower bound
claimed. O

3.3. The Bogomolny foliation. We introduce a foliation associated to the Bogomolny
operator, which we regard as a map between the following Hilbert spaces:

B:H (Q]IR ® QO(L)) 12 (Q?R ® QO’I(L)),
1 _
(A, ®) (B - 5= %), am).
With this choice of norms B is a smooth function. The next result shows that it is a

submersion if the energy is close to the minimum value:

Lemma 3.3.1. There exists 05 > 0 such that |94 P|| 12 < Oy implies that Ker D}, = {0},
and Ker Dy is 2N dimensional (where N = degL).

Proof. D*(B, n) = 0 1is equivalent to
—3B — idij = 0,
—4e72Pum — i®B = 0.

Apply the operations 43 to the first and 494 to the second of these equations to deduce
that

—4e72P30B + | D> — 4ie I, D7 = 0,
—49(e”3am) +|®*n — (4 P)B = 0.
The first two terms of these two equations are respectively the Euler- Lagrange operators

associated to the quadratic forms Qq;(ﬂ) and Q4 ¢(n) studied in the previous lemma.
Then we get the estimates

O0a(B) < clda®|,21B 41114,
Qa0 <cloa®|r21Blr4In] L4,

which implies the result, since Qq;(ﬂ) > c|,8|?i1 and Q4.0(n) > C|77|12L,1- O
A



Adiabatic Limit and Vortices Slow Motion in Chern-Simons-Schrodinger System 627

The natural geometrical context for the results of this section will now be explained.
Define O, = {(A, ®) € H'(Qp ® Q°(L)) : [94Pll,2 < 6.} which is an open set
containing {y = (A, ®) : B(y) = 0} C Hl(sz]lR @ Q°(L)). Furthermore, the pre-
vious lemma implies that Dy, : Qe Q%) — (Q% ® QY(L)) is surjective
for ¥ € O,. By the discussion in the paragraph preceding (3.55), this implies that
DBy : Q]IR ® QL) — Q?R ® Q%1(L) is also surjective for ¢ € O, and hence
the level sets of B form a foliation of O, whose leaves have tangent space equal to
Ker DBy by [1, Sect. 3.5 and Sect. 4.4]. The intersection of this tangent space with
SLy = {(A, ®) : (A, D) satisfies (1.7)} is Ker Dy.

Lemma 3.3.2. Assume ¥ € (20 @ Q?C(L)) N Oy. The operators D;D,/, defined in

(3.57) are self-adjoint operators on L?, with domain H?, with 2N-dimensional kernel
equal to Ker Dy, and

IDy Dy ¢l + 115Nz = clig 2. (3.64)

LetPy, be the orthogonal spectral projector onto KerD*va, = KerDy,. ThenPy (V' (¥))
=0and Py (J(dy,ix®,)) = 0 for any smooth real valued function x. Finally, if also
v e (@Y0@QUWL))NO, andsup; [¥ Py, < coandlimjssoe ¥V~ llpy, =

0, forallr < 2, the corresponding projectors P, converge to Py, in L? — L? operator
norm.

Proof. The first assertion and the bound (3.64) follow from Lemma 3.3.1 and standard
elliptic theory. The next statement follows by noting that if n € Ker Dy, then differen-

tiation of V() = %f |B(1/f)|2dpcg + 7 N yields

, d
(n,V(¥))2 = 7

5=

V(@ +sn) = (B(Y), DBy (n)) 2 =0,
0

since Ker Dy, C Ker DBy, by the discussion preceding (3.55). Next, n € Ker Dy, implies
that Py, (I(d x, i x P,)) = O since integration by parts reduces this to the fact that n solves
the first component of DBy n = 0in (3.53).

The final statement follows by [25, Sect. IV.3], if it can be established that T; =
D:;( » Dy converges to T = DI’ZD,/, in the generalized sense of Kato (see

[25, Sect. IV.2.6]), or equivalently in the norm resolvent sense:

lim |G+T)"" =G +T) 22 =0. (3.65)
J—>00

To verify this convergence, it is convenient first of all to verify it in
Coulomb gauge. So let ) = (AD), ®@U)) = ¢i%i . () and ¥ = (A, D) = X - ¢
be gauge transforms (as defined following (1.11)), such that div AY) = 0 = div A. The
assumed properties of /) ensure that sup lIxjll g2 < oo and that lim || x; — xllgr =
0, Vr < 2, so that also ¥/) — 4 in H, for r < 2. Now observe that in Coulomb
gauge the formula (3.57) does not involve any derivatives of the connection one-form A
at all. From this it is then immediate by inspection that (writing Tj =D*%* . D G0 and

)
e
T =D;Dy.)

T = T)¢llz < 8ilclge < e8Iz + I1T¢ ] 2), (3.66)
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where §; — 0 as j — +oo. But this last fact implies (by [25, Theorems 1V.2.24-25])
that fj converges to T in the generalized sense, and hence in the resolvent sense:

Hm G +T)"" =G +T) 22 =0. (3.67)
j—o00

This would establish the convergence of the corresponding spectral projectors in Cou-
lomb gauge. To go back to the original v; it is just necessary to make use of the

following gauge invariance property: on { = (&, ®) the induced action of the gauge
group is g e (&, ®) = (&, g®) for any S! valued function g, and

T (eiX ° g) =X o (T0),

and similarly with 77, x; replaced by T, x. This gauge invariance property implies that
(+T) ' =e Mo +T;)) ' oeiand i +T)™' = e o(@i+T)"!oelX, where
by o we mean operator composition, and e’ is shorthand for the operator ¢/X e etc.
Finally, using lim | x; — x llg- = 0, Yr < 2, we see that (3.66) and (3.67) imply (3.65),
completing the proof. O

Appendix

A.l. Operators. To describe in detail the Laplacian operators which appear in the text,
we assume X to be covered by an atlas of charts U, on each of which is a local triviali-
sation of L determined by a choice of a local unitary frame. (A smooth section ® of L
then corresponds to a family of smooth functions ®, : U, — C so that on U, N Up we
have @, = ¢!%# dg with €% : U, N Ug — S' smooth.) We assume given a smooth
connection D = V —jA on L acting as a covariant derivative operator on sections of L.
Working in such a chart, and suppressing the index «, the Laplacian on sections ® of L
is given by

1 iy
“A D = —ED, (glfﬁD@) = —¢~2° (D; D; ®). (A1)

This satisfies (—A®, )2 = £ 3[D(P +eP)[2,|c=0.
Next we need the Laplacian on one-forms. Starting with A = A dx'+Aydx? e Q]IR,

the negative Laplacian is the Euler-Lagrange operator associated to the Dirichlet form
% f (|divA|? + |dA|?)d Mg (with the norms inside the integral determined by g in the

standard way). Transferring to complex form o = %(Al —iAy) € QU0 this Dirichlet
form is just I (@) = 8 f e~ dada dg. The corresponding negative Laplacian —ALO
is then defined by (=AM 0q, B2 = j—el(a + €f)|c=0, where we use the induced inner

product "9 as in Sect. 3. This leads to the following formula for the negative Laplacian
—A0on g e Q10:

—A"Yy = —45(e ),

which is precisely the operator appearing in Sect. 3. Similarly, on Q1 (L) the negative
Laplacian is

—A%' = 494 aan),

which is the operator in (2.34).
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A.2. Norms and inequalities. We define the Sobolev norms defined with the covariant
derivative D = V4 = V —iA. (We write V4 in place of D for emphasis here.) The first
Sobolev norm is defined by

LI :/2(|<D|2+|VA<I>|2)d/Lg. (A2)

In the above integral the inner products are the standard ones induced from 4 and g.
The higher norms Hz, ... are defined similarly, as are the Wi’p norms for integral k
and any p € [1, oo]. The L? norms of the higher covariant derivatives arising from the
connections V4 and V are related as expressed schematically in the following:

IVO|r < IVADLr +cllAllLee | Pl Lr, (A.3)
IVV®|Lr < [[VAVA®|ILr +cl|A]l L[| VAP Lr
+c(1+ VA @l zr + [|AlF o D]l 1r), (A4

IVVV®|Lr < [IVAVAVA®|ILr + cl|AllL=[IVAVA®| Lr
+c(1+ VAL + [|A] ) I VA® Lr

we (14 IV AL @l + AT 1@Lr) (A.5)

1 1

where g7 +r~1 = p~ L.
We now collect together some inequalities from [13].
The system of equations

B=f divA=g (A.6)

(where as above div : Q' — QU is minus the adjoint of @) is a first order elliptic system
which can be solved for A subject to the condition on | fdu, dictated by an integer N,
the degree of L. It can be rewritten

dA = (f —b)du, divA=g (A.7)

and solved via Hodge decomposition as long as the right hand sides have zero inte-
gral. There is a solution unique up to addition of harmonic 1-forms which satisfies
[Allwir < cp(L+ 1 fliLe +1Igllzr) for p < co.

Lemma A.2.1 (Covariant Sobolev and Gagliardo-Nirenberg inequalities). For
(Z, g) as above and for (A, ®) € (H' x Hﬁ)(E), then VA® € L*(X) and

IVA® L+ = clVA®P] 1 (A.8)

and also forall 1 < p < o0, H{i > WA’P < L continuously on 3. Also

1/2 1/2 1/2
IVa®@lzs = clVa@l7 (IVA®IZ + IVAVA®ILT), (A.9)

where ¢ depends only on (X, g).

Lemma A.2.2 (Covariant version of the Garding inequality). For ¥ = (A, ®) such
that the norms on X appearing below are finite we have

1/2
IVAVA® 12 < [[AA® ]2+l Bl = [ Va®Il2

1/2 1/2 1/2
/ TR

+ [Pl < VAP, 2 (A.10)

where c is a number depending only on (X, g).
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Lemma A.2.3 (Covariant version of the Brezis-Gallouet inequality). [fA € H!(X)
and ® € HK(E) then

1@l < e (1+ 1905y, /md+ 1)), (A1D)

where ¢ depends only on (X, g).

A.3. Global existence results and different choices of gauge. In this section we will
summarize the existence theory for (1.5) from [5] and [13], and explain how Theorem
1.4.1 can be deduced from it. Existence theory can be worked out using various gauge
conditions, and a choice of gauge is usually made to facilitate the calculations. The sim-
plest condition for the statement of the theorem, which also is convenient if we wish to
make the Hamiltonian structure manifest - see Sect. 1.5, is the temporal gauge condition
Ap = 0; however, the regularity is stronger in Coulomb gauge divA = 0. We have the
following statements.

Theorem A.3.1 (Global existence in temporal gauge). Given data ®(0) € H*(X)
and A(0) € H'(X), there exists a global solution for the Cauchy problem for (1.5)
satisfying Ag = 0, with regularity ® € C ([0, 00); H*(2)) N C ([0, 00); L*(X)) and
AeC! ([O, 00); H! (Z)). Furthermore, it is the unique such solution satisfying Ao = 0
and satisfies the estimate

Bt
QO 2y < ce™,

for some positive constants c, «, 8 depending only on (X, g), the equations, and the
initial data.

This can be derived from Theorem 1.1 in [13], by applying a gauge transformation to
put the solution obtained there into temporal gauge. To be precise the cited result gives
a global solution (ag, a, ¢) of the system (1.5) satisfying the parabolic gauge condition
ap = diva, and the gauge invariant growth estimate

B
11l 2055y (1) < ce®™. (A.12)

The solution satisfies ¢ € C ([0, 00); H*(X)) N C! ([0, 00); LA(2)), a € C ([0, 00);
H'(%)) and ag € C ([0, 00); L?(X)). Now define x € C! ([0, 00); L?(X)) by 3, x +
ao = 0 and x (0) = 0. Define (®, A) = (¢e''X, a + dy): this gives a solution to (1.5)
satisfying the properties asserted in Theorem A.3.1. (Most of this can be read off imme-
diately, except perhaps to verify that A € C! ( [0, 00); H! (E)) , but this follows from the
first equation in (1.5), using the fact that Ag = 0 and the right hand side is continuous
into L2.)

An alternative approach to local existence is given in [5], where it is shown that,
in Coulomb gauge, systems of the type (1.5) can be put in the form of an abstract
evolution equation to which Kato’s theory ([26]) applies. This yields the existence of
a local solution denoted (A’, &) with &' continuous into H? on a time interval of
length determined by the H? norm of the initial data. But the estimate (A.12) above is
gauge invariant, and allows continuation of the local solution to provide a global solu-
tion in Coulomb gauge with regularity & € C ([0, 00); H*(X)) N C! ([0, 00); L*(X))
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and A’ € C ([0, 00); H3(X)) N C' ([0, 00); H!(X)) satisfying the Coulomb gauge
condition divA’ = 0.

Finally, we explain how to obtain Theorem 1.4.1 from these results. Given a solution
A’, @ in Coulomb gauge, as just described, define x (¢, x) to be the solution of

(—A+|DP)x =divA' — (i@, &) = — (i, D),

with x (0, x) = 0. Then it is easy to verify that A = A’ +dy, ® = &'¢! X satisfies (1.7).

Under the condition ||<I>(z‘)||i2 ) = L > 0 the solution exists and is unique at time

t; this condition is natural because || ® ()| ;25 is independent of time for solutions of
(1.5). Now by the above mentioned Coulomb gauge regularity and the basic estimates
for the Laplacian we deduce that x € C ([0, 00); H?). This gives the global existence
theorem in the gauge stated in Theorem 1.4.1.

References

1. Abraham, R., Marsden, J., Ratiu, T.: Manifolds, Tensor Analysis and Applications. New York: Springer-
Verlag, 1988

2. Arovas, D., Schrieffer, R., Wilczek, F., Zee, A.: Statistical mechanics of anyons. Nucl. Phys. B 251,

117-126 (1985)

Aitchison, I.J.R., Ao, P., Thouless, D., Zhu, X.: Phys. Rev B. 51, 6531 (1995)

4. Benyamini, Y., Lindenstrauss, J.: Geometric Nonlinear Functional Analysis. Providence, RI: American
Mathematical Society, 2000

5. Berge, L., de Bouard, A., Saut, J.: Blowing up time-dependent solutions of the planar Chern-Simons
gauged nonlinear Schrodinger equation. Nonlinearity 8, 235-253 (1995)

6. Bethuel, F., Riviere, T.: Vortices for a variational problem related to superconductivity. Ann. Inst. H.
Poincaré Anal. Non Linéaire 12(3), 243-303 (1995)

7. Bogomolny, E.: Stability of Classical Solutions. Sov. J. Nucl. Phys. 24, 861-870 (1976)

8. Bradlow, S.: Vortices in holomorphic line bundles and closed Kaehler manifolds. Commun. Math.
Phys. 118, 1-17 (1990)

9. Bradlow, S., Daskalopoulos, G.: Moduli of stable pairs for holomorphic bundles over Riemann surfaces.
Internat. J. Math. 2, 477-513 (1991)

10. Brezis, H., Gallouet, T.: Nonlinear Schrodinger evolution equation. Nonlin. Anal. TM.A. 4(4), 677-681
(1980)

11. Deser, S., Jackiw, R., Templeton, S.: Topologically massive gauge theories. Ann. Phys. 140, 372—
411 (1982)

12. Demoulini, S., Stuart, D.: Gradient flow of the superconducting Ginzburg-Landau functional on the
plane. Commun. Anal. Geom. 5(1), 121-198 (1997)

13. Demoulini, S.: Global existence for a nonlinear Schrodinger-Chern-Simons system on a surface. Ann.
Inst. H. Poincaré Anal. Non Linéaire 24(2), 207-225 (2007)

14. Demoulini, S., Stuart, D.M.A.: Existence and regularity for generalised harmonic maps associated to a
nonlocal polyconvex energy of Skyrme type. Calc. Var. PDE 30(4), 523-546 (2007)

15. Froehlich, J., Marchetti, P-A.: Commun. Math. Phys. 121, 177-221 (1989)

16. Froehlich, J., Studer, U.M.: U (1) x SU(2) - gauge invariance of non-relativistic quantum mechanics and
generalized Hall effects. Commun. Math. Phys. 148, 553-600 (1992)

17. Dunne, G.: Aspects of Chern-Simons theory. In: Les Houches Lectures on Topological Aspects of
Low Dimensional Systems, EDP Sci., Les Ulis, 1998. Available online at http://arxiv.org/abs/hep-th/
9902115v1, 1991

18. Girvin, S.: The Quantum hall effect: novel excitations and broken symmetries. In: Les Houches Lectures
on Topological Aspects of Low Dimensional Systems, EDP Sci., Les Ulis, 1998. Available online at http://
arxiv.org/abs/cond-mat/9907002v I [cond-mat.mes-hall], 1999

19. Gustafson, S., Sigal, .M.: The stability of magnetic vortices. Commun. Math. Phys. 212, 257-275 (2000)

20. Haskins, M., Speight, J.M.: The geodesic approximation for lump dynamics and coercivity of the Hessian
for harmonic maps. J. Math. Phys. 44, 3470-3494 (2003)

21. Hassaine, M., Horvathy, P.: Non-relativistic Maxwell-Chern-Simons vortices. Ann. Phys. 263(2),
276-294 (1998)

22. Horvathy, P, Zhang, P.: Vortices in abelian Chern-Simons gauge theory. http://arxiv.org/abs/0811.
2094v3[hep-th], 2009

w


http://arxiv.org/abs/hep-th/9902115v1
http://arxiv.org/abs/hep-th/9902115v1
http://arxiv.org/abs/cond-mat/9907002v1[cond-mat.mes-hall]
http://arxiv.org/abs/cond-mat/9907002v1[cond-mat.mes-hall]
http://arxiv.org/abs/0811.2094v3[hep-th]
http://arxiv.org/abs/0811.2094v3[hep-th]

632 S. Demoulini, D. Stuart

23. Jackiw, R., Pi, So-Young: Self-dual Chern-Simons solitons. In: Low-Dimensional Field Theories and
Condensed Matter Physics (Kyoto,1991), Progr. Theoret. Phys. Suppl. 107, 1-40 (1992)

24. Jost, J.: Riemannian Geometry and Geometric Analysis. Berlin-Heidlberg-New York: Springer-Verlag,
1988

25. Kato, T.: Perturbation Theory for Linear Operators. Berlin-Heidlberg-New York: Springer-Verlag, 1980

26. Kato, T.: Quasi-linear Equations of Evolution with Applications to Partial Differential Equations.
Springer Lecture Notes in Mathematics 448 Berlin-Heidlberg-New York: Springer-Verlag, 1975, pp. 27—
50

27. Krusch, S., Sutcliffe, P.: Schrodinger-Chern-Simons vortex dynamics. Nonlinearity 19, 1515-1534 (2006)

28. Jaffe, A., Taubes, C.: Vortices and Monopoles. Boston: Birkhauser, 1982

29. Majda, A., Bertozzi, A.: Vorticity and Incompressible Fluid Flow. Cambridge: Cambridge University
Press, 2001

30. Manton, N.: First order vortex dynamics. Ann. Phys. 256, 114-131 (1997)

31. Manton, N., Sutcliffe, P.: Topological Solitons. Cambridge: Cambridge University Press, 2004

32. Nagosa, N.: Quantum Field Theory in Condensed Matter Physics. Berlin: Springer, 1999

33. Palais, R.: Foundations of Global Nonlinear Analysis. Mathematics lecture note series, New York: W.A.
Benjamin, 1968

34. Prange, R., Girvin, S.: The Quantum Hall Effect. 2nd edition, New York: Springer-Verlag, 1990

35. Reed, M., Simon, B.: Functional Analysis. San Diego CA: Academic Press, 1980

36. Rodnianski, L., Sterbenz, J.: On the formation of singularities in the critical O (3) o-model. http://arxiv.
org/abs/math/0605023v3[math.AP], 2008

37. Romao, N.: Quantum Chern-Simons vortices on a sphere. J. Math. Phys. 42, 3445-3469 (2001)

38. Romao, N., Speight, J.M.: Slow Schrodinger dynamics of gauged vortices. Nonlinearity 17(4), 1337-1355
(2004)

39. Rubin, H., Ungar, P.: Motion under a strong constraining force. Commun. Pure Appl. Math. 10, 65-87
(1957)

40. Sandier, E., Serfaty, S.: Vortices in the Magnetic Ginzburg-Landau Model. Progress in Nonlinear Differ-
ential Equations and their Applications 70 Basel-Boston: Birkhauser, 2007

41. Sondhi, S.L., Karlhede, A., Kivelson, S.A., Rezayi, E.H.: Skyrmions and the crossover from the integer
to fractional quantum Hall effect at small Zeeman energies. Phys. Rev. B 47, 16419 (1993)

42. Stone, M.: Superfluid dynamics of the fractional quantum Hall state. Phys. Rev. B 42, 1, 212 (1990)

43. Stone, M.: Int. J. Mod. Phys. B 9, 1359 (1995)

44. Stuart, D.: Dynamics of Abelian Higgs vortices in the near Bogomolny regime. Commun. Math. Phys.
159, 51-91 (1994)

45. Stuart, D.: The geodesic approximation for the Yang-Mills-Higgs equations. Commun. Math. Phys.
166, 149-190 (1994)

46. Stuart, D.: Periodic solutions of the Abelian Higgs model and rigid rotation of vortices. Geom. Funct. Anal.
9, 1-28 (1999)

47. Stuart, D.: Analysis of the adiabatic limit for solitons in classical field theory. Proc R Soc A 463,
2753-2781 (2007)

48. Taylor, M.: Partial Differential Equations. Applied Mathematical Sciences, Vol 117, Berlin-Heidelberg-
New York: Springer-Verlag, 1996

49. Tsvelik, A.M.: Quantum Field Theory in Condensed Matter Physics. Cambridge: Cambridge University
Press, 2003

50. Wilczek, F.: Quantum mechanics of fractional spin particles. Phys. Rev. Lett. 49, 1, 957 (1982)

51. Zhang, S.C.: The Chern-Simons-Landau-Ginzburg theory of the fractional quantum Hall effect. Int.
J. Mod. Phys. B 6(1), 43-77 (1992)

52. Zhang, S.C., Hansson, T.H., Kivelson, S.: Effective field theory model for the fractional quantum Hall
effect. Phys. Rev. Lett. 62, 82 (1989), Erratum: Phys. Rev. Lett. 62, 980 (1989)

Communicated by I. M. Sigal


http://arxiv.org/abs/math/0605023v3[math.AP]
http://arxiv.org/abs/math/0605023v3[math.AP]

	Adiabatic Limit and the Slow Motion of Vortices in a Chern-Simons-Schrödinger System
	Abstract:
	Introduction and Statement of Results
	Uniform Bounds and Proof of the Main Theorem
	Equations and Identities Related to the Self-Dual Structure
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice


