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Abstract: The totally asymmetric simple exclusion process (TASEP) on the one-dimen-
sional lattice with the Bernoulli p measure as initial conditions, 0 < p < 1, is stationary
in space and time. Let V; (j) be the number of particles which have crossed the bond from
j to j+ 1 during the time span [0, 1]. For j = (1 —2p)t+2w(p(1—p))'/3t*/3 we prove
that the fluctuations of N; () for large ¢ are of order ¢!/3 and we determine the limiting
distribution function F,(s), which is a generalization of the GUE Tracy-Widom distri-
bution. The family Fy,(s) of distribution functions have been obtained before by Baik
and Rains in the context of the PNG model with boundary sources, which requires the
asymptotics of a Riemann-Hilbert problem. In our work we arrive at Fy,(s) through the
asymptotics of a Fredholm determinant. F,(s) is simply related to the scaling function
for the space-time covariance of the stationary TASEP, equivalently to the asymptotic
transition probability of a single second class particle.

1. Scaling Limit and Main Result

The totally asymmetric simple exclusion process (TASEP) is, arguably, the simplest
non-reversible interacting stochastic particle system. The occupation variables of the
TASEP are denoted by 7;, j € Z, n; = 0 means site j is empty and ; = 1 means site
Jj is occupied. Since we plan to study the stationary space-time covariance (= two-point
function), the particles move on the entire one-dimensional lattice Z. The stochastic
updating rule is extremely simple. Particles jump to the right and are allowed to do so
only if their right neighboring site is empty. Jumps are independent of each other and
are performed after an exponential waiting time with mean 1, which starts from the time
instant when the right neighbor site is empty.

More precisely, we denote by 7 a particle configuration, n € Q = {0, 1}Z. Let
f: 2 — Rbe a function depending only on a finite number of 1 ;’s. Then the backward
generator of the TASEP is given by
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L) =Y nj(t =0 (£ 077 = F(p). (1.1)

JEZ

Here 177! denotes the configuration  with the occupations at sites j and j + 1 inter-
changed. The semigroup e’ is well-defined as acting on bounded and continuous func-
tions on . eL! is the transition probability of the TASEP [15].

Let 11, be the Bernoulli measure with density p, 0 < p < 1, i.e., under u, the n;’s
are independent and u,(n; = 1) = p. From (1.1) it is easy to check that

mp(Lf) =0 (1.2)

for all local functions f, which means that the Bernoulli measures are stationary mea-
sures for the TASEP. In fact, these are the only translation invariant stationary mea-
sures [14]. In the sequel we fix p, excluding the degenerate cases p = 0, p = 1, and
start the TASEP with u,. The corresponding space-time stationary process is denoted
by n;(t),t € R, j € Z. Pa denotes the probability measure on paths ¢ +— n(¢) and
Eta its expectation. The dependence on p is always understood implicitly. Note that the
average current for the stationary TASEP is j(p) = p(1 — p).

As for any other stationary stochastic field theory the most basic quantity is the
two-point function, which for the TASEP is defined through

Eta(n; (0n0(0)) — p* = S(j. 1). (1.3)
For fixed ¢, S(j, t) decays exponentially in j. One has the sum rules

3USG =D (EalnOnoO) — p2) = p(1 = p) = x(p).  (1.4)

JEZ JEZL

1
=2 isG.0 = (e =1 —2p). (15)
JEZL

x~'S(j, ) can be viewed as the probability for a second class particle to be at site j at
time ¢ given it was at j = 0 initially, see e.g. [19]. Thus

S(j,t) =0, (1.6)

which would not hold on general grounds.
The next finer information is the variance

o) =x""Y S0, — (1 =2p)1)%. (1.7)

JEZ

Naively, one might expect that o (f) = /7, arguing that the second class particle moves
random walk like. As noticed in [23], in a purely perturbative argument, o (¢) is likely
to grow faster than /7. The proper scaling form was firmly established in [4] with the
result

o(t) Zagy'P?? (1.8)

for large . x'/3 follows on dimensional grounds, while the prefactor ag has to be
determined numerically. In fact, ag = 2.0209. .., which is a consequence of the result
reported here together with [21].



TASEP Scaling Limit 3

Forster, Nelson and Stephen [8] consider, as a particular case of the fluctuating
Navier-Stokes equation, the stochastic Burgers equation

9 o ( , o
9. _ 9 (_ 9 1.
" 8x< " +”ax”+§> (1.9)

with v > 0 and £ space-time white noise, which is a sort of continuum stochastic par-
tial differential equation version of the TASEP. They obtain the dynamical exponent
z = 3/2 which corresponds to the 2/3 of (1.8). Kardar, Parisi and Zhang [12] study
surface growth which for a one-dimensional substrate reduces to (1.9) with u being the
gradient of the height function. By more refined arguments they confirm z = 3/2 in one
space dimension. Since then many approximate theories have appeared, see e.g. [19,
13] for a more complete discussion. The only one which survives the test is the mode-
coupling theory, which is a nonlinear equation for S(j, t) [4]. A careful, rather recent,
numerical study [5] of this equation yields surprisingly good agreement with the exact
two-point function in the scaling limit [21].
The power law (1.8) strongly suggests the scaling form

NI %x(le/%m)*‘g;’c((i — (1 =2p))2x ' Pe*3)7) (1.10)

for large ¢ and for j — (1 —2p)t = O(t*/3) with the scaling function g/./2 independent
of p. Our main result will be to prove a version of (1.10) with a reasonably explicit
expression for g(..

The scaling function gy appeared already in the context of the variance of the
height differences in the polynuclear growth (PNG) model, where g is somewhat indi-
rectly determined by a set of differential equations, which were discovered by Baik and
Rains [2], see Appendix A. These differential equations are solved numerically in [21],
where also a plot of g is displayed. Thus one important consequence of our main result
is to establish that in the scaling limit the PNG model and the TASEP have the same
scaling function for their covariance. Such a property is expected for a much larger
class of one-dimensional driven lattice gases. For example, if instead of the TASEP we
allow for partial asymmetry, to say a particle jumps with probability p to the right and
1 — p to the left, p # 1/2, then (1.10) should still hold provided (1 — 2p)t is replaced
by 2p — 1)(1 — 2p)t. The general formulation of the universality hypothesis for one-
dimensional driven lattice gases is explained in [13], see also [19]. Viewed in this context
our main result asserts that the TASEP and the PNG model are in the same universality
class.

The issue of universality is certainly one strong motivation for our study. At first sight
PNG and TASEP look very different, while when viewed properly they are in fact not so
far apart. The interpolating family of models is the TASEP with a discrete time updating
rule. Its extreme limits are the PNG model on one side and the continuous time TASEP
on the other side, see [19]. Given the scaling limit for the PNG, it is not surprising to have
the same result for the TASEP. However, it turns out that the method used in proving
the analogue of (1.10) for the PNG model does not generalize to the TASEP, which for
us is an even more compelling reason to investigate the TASEP. At a certain stage the
proof in [21] uses that the two-dimensional Poisson process is invariant under linear
scale changes, which is a property special to the PNG model. For the TASEP we have to
develop a novel method which will be rather different from [2, 21] and uses non-inter-
secting line ensembles. In fact, our expression for g;, has an appearance quite unlike the
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one discovered by Baik and Rains. It requires an argument that both expressions are in
agreement, see Appendix A.

To state our main result we have to first reformulate the TASEP as a growth process
by introducing the height function 4, (j) through

N Y (L =2m(1)  forj =1,
hi(j) = 2N for j =0, (1.11)
2N = Y (= 2mi(@0) for j < —1,
t > 0, where N; counts the number of jumps from site O to site 1 during the time-span
[0, t]. Note that h;(j) — ho(j) = 2N:(j), where N;(j) counts the number of particles

which have crossed the bond from j to j + 1 during the time span [0, ¢]. By stationarity
one has

Era(h: () =2p(1 — p)t + (1 = 2p)j. (1.12)

Since h,(j + 1) — hy(j) = —2n;41(2), the variance of the height must be simply
related to S(J, 7).

Proposition 1. Let A be the discrete Laplacian, (Af)(j) = f(j+D—=2f())+f(—1).
Then

85(j, 1) = (AEta([h+ () — Era(h: (NIP)) (). (1.13)

The proof can be found in Proposition 4.1 of [19].
We introduce the family of distribution functions

Fu(s, 1) = Pra({(1 = 2))t +2w(l = 2p)x 12123 — 53?313
< he(L(1 = 2p)1 4+ 2wy 323 )))), (1.14)

where | x | denotes the integer part of x. Here the height is evaluated at (1 — 2p)¢, which
is determined by the propagation of a tiny density fluctuation, plus a in comparison
small off-set of order #2/3, while the distribution function is centered at Exa (ht(j)) with

j = (1 =2p)t + 2wx'3t?/3| and has an argument, —s, which lives on the scale
2134173,

As to be shown, the distribution function F, (s, ¢) converges to a limit ast — oo. The
limit will be expressed in terms of a scaling function g and the GUE Tracy-Widom distri-
bution function FGug (s). The latter can be written as a Fredholm determinant in L2(R),

Fgug(s) = det(1 — PyKai,s Po) (1.15)

with Py the projector operator on [0, co) and Ka; s the integral operator with the Airy
kernel shifted by s, i.e.,

Kais(, ) =f AL A + X + 5) AL+ y +5). (1.16)
Ry

Define the functions

Dy (x) =f dze"* K i s(z, x)e™?,
R_

Ty s () = f dze™* Ai(y + z +5), (1.17)
R_

ps(x, ¥) = (1 — PoyKais Po) ' (x, y),
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and the scaling function g by

g(s,w) = e‘éw3|:/2 dxdye” ™t Ai(x 4+ y + 5)
R=

+ /R , drdy®u, (1) (x, y)%,s(w]. (1.18)

+

Our main theorem asserts the limit of the family of distribution functions F, (s, 7).

Theorem 1. Let Fgug and g defined above. Then for fixed c1 < ¢ one has

(&)
lim [ Fu(s,0)ds = Foue(cz + wg(er + w?, w)
11— 00 1

—Foue(cr + whg(er + w?, w) (1.19)
pointwise.

Corollary 1. The limiting height distribution function Fy,(s) is given by

0
Fu(s) = - (Fous(s + w)g(s + w?, w)). (1.20)

For the PNG model Baik and Rains obtain the limiting height distribution function
denoted by H (s + w?: w, —w) in Definition 3 of [2]. It has the same structure as F,,(s).
Only the scaling function g is given as the solution of a set of differential equations, see
Appendix A.

The two-point function of the TASEP carries information on the variance of height
differences, see (1.13), while Theorem 1 provides the full family of distribution func-
tions. In this sense (1.19) is a stronger result than (1.10). On the other hand, the limit
(1.19) for the distribution function asserts only the weak convergence of the correspond-
ing probability measures, while from (1.13) we infer that for the space-time covariance
the convergence of second moments would be needed. If we assume a suitable tightness
condition on Fy, (s, t), then

lim | s2dF,(s, 1) = /s2de(s) = gec (W), (1.21)

t—0o0

which together with Proposition 1 yields
1
Jim 25 PRRSL =200t + 2w PR 1) = S xglw) (1.22)
—> 00

when integrated against an arbitrary smooth function in w, in agreement with the claim
(1.10). Tightness is also missing in the analysis of the PNG model.

Over the recent years there has been a considerable interest in scaling limits for the
TASEDP. Slightly more general than here, one considers an initial measure which is Ber-
noulli p_ in the left half lattice Z_ and Bernoulli p in the right half lattice Z. The
initial step, po— = 1 and p4 = 0, is studied by Johansson [10] by mapping the TASEP to
a last passage percolation problem. For general p4 and p_ such a map is still possible
and yields a last passage percolation problem with boundary conditions [19]. Through
the Robinson-Schensted-Knuth (RSK) correspondence one then obtains a line ensemble
with boundary sources. This line ensemble is determinantal, in fact only a rank one
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perturbation of the line ensemble with tie-down at both ends. We refer to [9], where a
similar construction is carried out for the line ensemble corresponding to the discrete
time TASEP. There is also a link to the work by Baik, Ben Arous, and Péché [1], who
study rank r perturbations of the complex Gaussian sample covariance matrices. Viewed
from this perspective the stationary TASEP is singular, which is partially overcome by
the shift argument, see also [9]. But even then, in the resulting matrix elements there is
still a delicate cancellation which tends to hide the asymptotics. The technique of line
ensembles can be used also for the investigation of multi-point statistics [20, 9], which
however will not be needed in our context.

In computer simulations mostly deterministic flat initial conditions are adopted,
which translates to the initial particle configuration ...010101... of the TASEP. As
established by Sasamoto [22], see also [7], the single point statistics in the limit of large
times is then given by the distribution of the largest eigenvalue of the GOE of random
matrices and thus different from the distribution obtained in this contribution. For the
PNG model the corresponding result is proved prior by Baik and Rains [3], see also [6].

Our paper is divided into two parts. The first part is a fixed ¢ discussion of Fy, (s, t)
with the goal to obtain a manageable expression. The second part is devoted to the asymp-
totic analysis. In the Appendices we establish that our expression for F,(s) agrees with
the one of Baik and Rains, provide some background on the determinantal fields turning
up, and explain how the line ensemble is related to the Laguerre kernel.

2. Map to a Directed Polymer

The statistics of the height function A, (j), restricted to the cone {j, #||j| < h}, can be
represented through a directed last passage percolation, see [19]. For this purpose, in
the initial configuration, let ¢, 4 1 be the location of the first particle to the right of
(and including) 1 and let —¢_ be the location of the first hole to the left of (and includ-
ing) 0. Therefore {_, ¢ are independent and geometrically distributed, Q(¢— = n) =
1 =p)p", Qy =n) = p(d —p)',n=0,1,....In addition we define the family
of independent exponentially distributed random variables w(i, j), i, j > 0, such that
w(i, j) has mean 1 for i, j > 1, w(i, 0) has mean (1 — ,o)_l fori > 1, w(0, j) has
mean ,0_1 for j > 1, and w(0, 0) = 0. The joint distribution of the random variables
= (&4,¢-) and {w(i, j), i, j > 0} is denoted by Q. These exponentially distributed
random variables are linked to the TASEP in the following way: w(¢y. + £, 0) is the £
waiting time of the first particle to the right of 0 and w (0, ¢_ + £) is the £ waiting time
of the first hole to the left of 0, £ = 1, 2, . ... To describe the other w(i, j)’s we label in
the initial configuration the particles from right to left such that the first particle to the
right of 0 has label 0. Then w(i, j), i, j > 1, is the j® waiting time of particle i, where
the first waiting time refers to the instant when the i™ particle is at lattice site —i + 1.
For given ¢ let

0 forl <i <¢y,j=0,
we(i, j) =40 fori=0,1<j<¢, 2.1
w(i, j) otherwise.

The w¢ (i, j)’s are used as local passage times in a directed last passage percolation. Let
us consider an up/right path @ on N? with a finite number of steps. To it we assign the
passage time
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T = ) weli ). (22)
(i,j)ew
Then the last passage time from point (0, 0) to point (m, n) is given by

G(m,n) = T (w). 2.3)

0.0 5 0m )
Here the maximum is over the up/right paths which start at (0, 0) and end at (m, n).
Proposition 2. [19]. With the above definitions

QUG (m,n) =1}) =Pra{m +n < hy(m —n)}). (2.4)

G(m, n) can also be viewed as a growth process. We introduce the corresponding
height function 4 (j, 1), j € Z, T € N, through

h(j,t) =0, for |j| > T, 2.5)
it = G((t—14))/2,(x=1—=j)/2), if (=) =1,
= Gt =24 ))/2,(t =2 —))/2), if (=)™ =1,

for |j| < 7.

By Proposition 2,

Pra(ft — 1 < he(D}), if (=)™ = —1,

: 2.6
Pra({t —2 < b (j)}), if (=1)"H =1. 26)

Q(th(j. 1) <1}) = {

h(j, ) is not such a convenient quantity and we modify it by allowing an error
of order 1. We display the ¢-dependence of G(m, n) explicitly through G* (m, n). In
particular, G®(m, n) is the random variable obtained by setting ¢, =0 = ¢_.

Proposition 3. Uniformly in the endpoint one has
QUGS (m,n) = Gm,m)| = w)l¢) < gre /NP 4 ¢_e7MIP, 2.7)

Proof. We fix the endpoint (m, n). Let T (w) be the passage time for we (i, j) and

let whax be a maximizing path from (0, 0) to (m, n). Then G¢(m,n) = T (W),
GO(m, n) = T%(@f,,). One has
G%(m,n) — G5 (m,n) = T°@°,.) — T @°,.) + T5(@°..) — T* (&%)

max max max max

< T2 — T¢ (@)

max

{+ (-
<> w@, 0+ Y w, j), (2.8)
i=l1 j=1

where in the first inequality we used that Wiax i @ maximizer of T¢. Similarly
G%(m,n) — G (m, n) = T (@na) = T (@fa) + T @fax) = T (@1a)

> T80 — T4 (@f0) > 0. (2.9)

max
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Combining (2.8), (2.9) yields

{r

o
QUIGE (m.m) = G"m, ] = ) = Q({ D wii. 0+ 3w, ) = u)i¢)
j=1

i=1
< Cpe WU=P) 4 p omulP, (2.10)
O

Definition 1. 1°(j, ©) is the height function as given in (2.5), where G (m, n) is replaced
by G°(m, n) with the corresponding passage times wo(i, j).

It follows from the identity (2.6) and Proposition 3 that for ¢ > 0, independent of #,
one can choose d(g) such that

(1 —&)Q({h°(j, v) <t — d(&)}) < Fu(s, ) <Q({h°(j, ©) < t +d(e)})+e, (2.11)
uniformly in j, t. Therefore, setting

F(s, 1) = Q({R°(L(1 = 2p)t + 2wx 3123, (2.12)
L= 2501 +2w(l = 2p)¢ P2 — s )y <)),

one has
(1—&)F)(s,t —d(e)) < Fu(s,t) < F(s, t +d(e)) +e. (2.13)
Since t — 0o, we conclude that Theorem 1 is implied by Theorem 2 stated below.

Theorem 2. For fixed c¢| < c; the following limit holds:

(&) 2
lim f FO(s, t)ds = / Fy(s)ds. (2.14)
t—0o0 cl ¢

1

The remainder of the paper deals with the proof of Theorem 2.

3. The Laguerre Line Ensemble with Boundary Sources

Let us consider the directed polymer in the general case of independent w (i, j)’s with
exponential distribution of mean 1/a;;, i, j > 0. The directed polymer is determinan-
tal (a notion which will be explained below) provided a;; = a; + b; > 0. For the
case of Theorem 2 one has to deal with wq(i, j) and the obvious choice would be
a; = L. (I —=p)Sio,bj = % — pdj 0. The corresponding directed polymer fails to be
determinantal on two accounts:

(1) ap + byp = 0 whereas it should be striclty positive,
(i) formally w(0, 0) is uniformly distributed on R, while in actual fact wo (0, 0) = 0.

Our strategy is to first discuss the line ensemble for a; = % + (a — %)3,',0, bj =

% + (b — %)8.,30, a > 0, b > 0. This is the task of the current section. In the following
section we will show that the case w(0, 0) = 0 can be deduced from a shift argument.
The resulting expressions will then be analytically continued toa = p — %, b= % —p.
In this limit we recover wq(i, j), which is required for Theorem 2.
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L

%

=1 T=2 T=3
Fig. 1. The growth dynamics associated with the TASEP directed last passage percolation

Definition 2. Let w, (i, j), i, j € N, be a family of independent exponentially distrib-
uted random variables such that
E(wa (i, j) ™ =1+ (@— $dio+ (b —3)8j0 3.1)

with0<a,b<%.

With w5 (i, j) as in Definition 2 let T'(w) be as in (2.2) with w¢ (7, j) replaced by
wq p(i, j) and let

G(m,n) = max T (w), (3.2)
w:(0,0)— (m,n)

compare with (2.3). We define the height function A (j, t), j € Z, T € N, through (2.5).
It can also be generated by the following growth process,

h(j.0) =0, (3.3)
max{h(j —1,7),h(j + 1, 1)}
hGot+1) = +wa b (T4 ))/2, (x = j)/2), if (=D)IFT =1,
hij. o), if (-1 =1,
for |j| <t +1,

h(j,+1) =0, forl|j|>1t+1.

The dynamics is best visualized by extending A (j, 7) to a function over R through
h(x,t)=h(j, t)for j— % <x<j+ %, see Fig. 1. Then alternately there is a stochastic
and deterministic up-date. In the stochastic up-date mass is added to the current height
h(x, t) according to w, 5 (i, j), see (3.3). In the deterministic up-date down-steps move
one unit to the right and up-steps one unit to the left. Thereby parts of the up-dated 4 may
overlap. The maximum rule means that the excess mass in the overlap is annihilated.

Underlying the growth process one may construct the corresponding Robinson-
Schensted-Knuth (RSK) dynamics [11], which in our case simply means that the overlap
annihilated in line £ is copied to the lower lying line £ — 1. In formulas we set

ho(j,©) = h(j, 1),
he(j,0) =0, (34
he—1(j,T) — he(j, 7) _
he—1(j, T+ 1) = {+minfhe(j — 1,7), he(j + 1, 7)}, if (=D =1,
hz—l(jv T)v lf (_1)T+] = _19
with the line label £ = 0, —1, ....
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0
Fig. 2. A non-intersecting line ensemble at 7 = 5

The purpose of the RSK construction consists in having, for fixed t, a manageable sta-
tistics of the collection of points {h,(j, t), € € Z_, |j| < T, he(j, T) > 0}. To describe
their statistics directly without recourse to the stochastic dynamics we first have to define

admissible point configurations. Let {x;, j = —n, ..., 0} be points on [0, c0) ordered
as0 <x_, <--- < xo. Wesay that {x;, j = —n, ... ,0} < {x},j = —n,...,0}if
x0 < x(, xj < x} < xjy41 for j = —n, ..., —1. Admissible point configurations are
then

he(xt,7) =0, 3.5)

{he(j, 1), L € Z-} < the(j+1,7), £ € Z-} if|j| < Tand (=1)/*7 = —1,
{(he(j, 1), 6 € Z_} > {he(j+1,7),£ € Z_} if|j| <Tand (—1)/T" =1.

As with the growth dynamics, the order < and > can be visualized by extending
he(j, ©) to R by setting he(x, 7) = he(j, v) for j — % <x<j+ % Then (3.5) means
that the lines A, (x, T) do not intersect when considered as lines in the plane, see Fig. 2.

To a given point configuration, alias line ensemble, one associates a weight. It is the
product of the weights for each single jump. Let us use § as the generic symbol for a
height difference. Then the up-step ho(—1, 7) to ho(—7 + 1, 7) has weight e?!% and
the down-step ho(t — 1, T) to ho(z, T) has weight e~@°l. All other jumps of the form
he(j, T)to he(j + 1, ) have weight e~1%!/2. Note that the weights are assigned by read-
ing the vector a from right to left and the vector b from left to right. The total weight is
normalized to become a probability. This probability measure is called the Laguerre line
ensemble with boundary values a, b. It agrees with the probability measure at growth
time t obtained from the growth dynamics (3.4) together with the RSK construction.

Itis convenient to think of {h,(j, 1), £ € Z_, j € Z}asapoint process on Z x (0, 00),
where j is referred to as time and %y as space. The corresponding random field is then

¢c(oy) =Y 8(he(j, 1) =), y>0. (3.6)

<0

According to our construction, at Z x {0}, i.e. at y = 0, there are an infinite number
of points. However, the point measure refers only to points with a strictly positive y
coordinate. In fact, ¢, (j, y) is supported by

L@r—1)/4]
> @r-4j-1 (3.7)

j=0
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points, |-] denoting the integer part. The point process ¢ (j, y) is determinantal, in
the sense that is has determinantal moments. This means that there exists a kernel

Ka(rz (j, y; j', ¥ such that for a time-ordered sequence j; < --- < j, and arbitrary
spa{ce—points Vis-oo ym > 0 the m™ moment of ¢, is given by
m
E (1'[ e Gk yk)) = det (KD Giks i3 ks i) 1 <p o< (3.8)
k=1

For the two-point function of the TASEP we need the statistics of the random field
¢.(j, y) only at fixed time j and in the remainder of this section we will provide an

expression for K(ETZ( J.y:J»¥), v,y > 0. There is no difficulty in principle to extend
the construction and our results to unequal times.

The distinction between odd and even j + t is slightly cumbersome and we restrict
to odd 7, even j by setting

t=2m+1, j=2d. (3.9)

In L>(R) we define P, as projection onto R, Py + P_ = 1. We also introduce the
operators T, T with integral kernels
Ti(x,y) = e 20(x - y), 310)
T (x,y) =e OO (y —x), '
where ©(x) = 1 for x > 0 and ®(x) = 0 for x < 0. In Fourier space 7 is multiplica-
tionby (1 + ik)_1 and T_by (3 — ik)_1 .Eigenfunctions of T, T_ are the exponentials
Ya(x) = e . Fora < % one has

Tia(x) = 5 : Va(x), (3.11)
57—a
and fora > —% one has
T_a(x) = 5 : Va(x). (3.12)
2 ta
For |d| < m let, as an operator in L?(R),
Kma = LP_R (3.13)
with
L= g = gt pm=d, (3.14)

It follows that, fora € (—1/2,1/2),
(RY—o)(x) = Z(a)P—q(x),

* 1 (3.15)
(L) (x) = Z(a)” Ya(x),
where
1 m+d
Z(a) = G +a)m_d. (3.16)

—a

—_~
Il —
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For later use we provide a representation of the kernel of K, 4. This kernel has a
singular part, which is concentrated on the diagonal {x = y}. In the computations only
the regular part will be used, hence only it is displayed. Since in Fourier space T4, resp.

T_, is the operator of multiplication by (% + ik)i1 , Tesp. (% —1i k)il , with the change
of variable % —ik = z+ p we obtain an integral expression for the regular part of L and

R. Let T, be a path around the pole p oriented anti-clockwise. Then the regular part of
the kernels are

1
L(x,y) = — =00, 4 =y, x =y >0, (3.17)
where
—d
_ ey @ o"
Ipa(x —y) = /I:l dze= 2=y W, (3.18)
—p
and similarly
1 -
R(x,y) = %e“/z—p)“—ﬁlm,d(y —x), x—y<O0, (3.19)
where
~ _ (1 —p _Z)n1+d
Ina(y —x) = /F dze? X)W, (3.20)

-p

Let P, be the projection onto [#, 00). Then for any # > 0 one has
(PuKm,dPu)(x, y) =0 — u)/R dwL(x, w)R(w, y)O(y —u). 3.21)

As explained in Appendix C, the regular part of K, 4 is a similarity transformed
Laguerre kernel. Hence we refer to K, 4 also as a Laguerre kernel. It has the following
properties, which are proved in Appendix B. One could also arrive at an equivalent kernel
by taking the exponential limit of the geometric case studied by Okounkov in [17].

Proposition 4. Let u > 0. Then || Py K 4 Pu|| < 1. In addition, for a > 0,
Py(1 = Kpa)¥a € L*(R),  Pu(l — Kpp.a)*¥a € L*(R) (3.22)
with a norm uniformly bounded in u.

With these preparations we state the relation between the equal time kernel of (3.8)
and the Laguerre kernel.

Proposition 5. Ler 0 < a, b < % Then for |d| < m and x, y > 0, one has the identity
K& @d, xi2d, y) = KD (e, y)
1

a,b

(I = K ) ¥ () (L — Kip,a)*Ya(y)
(3.23)

1 [1=2a\"[1-=2b\"[1 -/ —d
Zup = a - _a S} . 324
T a+b\1+2a 1+2b 4 4

= Km,d(xa )’) + Z

with
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4. Shift Construction

Let us consider the Laguerre line ensemble with boundary values a, b > 0 and denote its
weight by W, 5. Under W, ;, we want to study the weight of {ho(j, T) < u} denoted by
Wa.b({ho(j, T) < u}). More general events could be investigated, but there is no need
in our context. We set wy (0, 0) = v and recall that its weight is given by e~?@+5),
v > 0. We display the explicit dependence of W, ; on v as W, 5 (-, v).

From the construction of the Laguerre line ensemble one has, forv > 0, v+ § > 0,
the shift

Weap({ho(j, T) < ud,v+8) = e “TOW, ,({ho(j, T) +8 <u},v) (4.1
and differentiating

0

avwa,b({hO(j, 7) =u},v) = —(a+b)Wap({ho(j, T) < u}, v)

d
—B—Wa,h({ho(j, T) < u},v). (4.2)
u

Since W, (1) = [~ duWq (-, v), by integrating in v,

d

Wap({ho(j. 7) = ub, 0) = = Wap(tho(j. T) = u)

+(a +D)Wa,ps({ho(j, T) < u}). (4.3)

Note that the left-hand side is the weight for w, ;,(0, 0) = 0.
Let Z,p(v) = W, p({ho(j, T) < oo}, v) and Z, p = fooo dvZ, (v). Then, taking
u — o0 in (4.3),

Za,b(o) = (a+ b)Za,bv 4.4)

Z4.p given in (3.24).
Let ]P’g’b be the probability for the Laguerre line ensemble in case w, (0, 0) = 0 and

P, » the one in case w, 5 (0, 0) is exponentially distributed with mean (a + b~ asin
Definition 2. Then, by (4.3) and (4.4),

1 d
Py (ho(j. ) < u}) = m(@%,b({ho(j, T) <u})

+(@ +D)Pyp({ho(j, 7) < M})> (4.5)

foru > 0.
For determinantal processes probabilities as on the right-hand side of (4.5) are easily
computed with the result

Pas({ho(j. T) < u}) = det(1 — P,K5" P, (4.6)

where, as before, T = 2m + 1, j = 2d, and P, projects onto the interval [u, o). The
determinant is regarded in L?(R) and the identity (4.6) makes sense only for u > 0.

Thus we fix u > 0 throughout. Since by (3.23) P, K ,‘;Z P, is a rank one perturbation
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of P,K 4P, and since 1 — P, K, 4 P, is invertible, compare with Proposition 4, one
arrives at

det(l — PMK;’ZPM) =det(l — P,K;; 4 P,)(a + b)G“’b(u) 4.7
with
1
b -1
(a + b)Ga’ (u) =1- 7 b (Vfa’ (]l - Km,d)Pu(]l - PuKm,dPu) Pu(]l - Km,d)l//b)
a,
4.8)
with (-, -) denoting the inner product in L2(R).
We also define
F(u) =det(1 — P,K;y.aPy) 4.9)

and supply the m, d dependence of G%” (1) and of F (1) when needed. We summarize
as

Proposition 6. Let w, (i, j) be as in Definition 2, except for w, (0, 0) for which we
set Wq,5(0,0) = 0. Let ho be the corresponding top line as given in (3.3), (3.4). Then
foru > 0,

d
P4 (tho(j, 7) < u)) = a(m)mb(u)) + Fw)(a+b)G"* (),  (4.10)

where F(u) is given in (4.9) and G“’b(u) in (4.8).

5. Analytic Continuation

We have to extend the validity of (4.10) from 0 < a,b < 1/2 to a + b = 0, which will
be achieved by proving that both sides of (4.10) are analytic.

Proposition 7. The map (a, b) +— ]P’S’b({ho(j, T) < u}) is real analytic for a,b >
—1/2.

Proof. ho(j, t)is measurable with respect to the o -algebra generated by w (i, 0), w(0, j),
i,j=1,...,7t.Let

‘/Lt(sla"' 751’77]17"‘ 9'7‘[)
= P57 ({ho(j. T) < udlw(i,0) = & w0, j) =nj.i.j=1.....7) (5.1)

as conditional probability. Clearly V;, does not depend on a, b and 0 < V,, < 1. Then

B ot o) < = [ | T] (@6 +ape#2087)

+ k=1
T
< [TdmG +bye M2 Y, &, gm0,
k=1
(5.2)

which by inspection is real analytic fora, b > —1/2. 0O
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Proposition 8. Ler u > 0 and let G“*(u) be given by (4.8). Then (a, b) — G%(u)
extends to a real analytic function fora, b € (—1/2,1/2).

Proof. We repeat Eq. (4.8),

(@+b)Za G ()
= Za,b - <1//le (]l - Km,d)Pu(]l - PuKm,dPu)_lpu(]l - Km,d)d’b) (53)
with ¥, (x) = e™%*,
First remark that (a + b)Z, p is real analytic for a, b € (—1/2, 1/2). On the other
hand, in (5.3) the first (thus also the second) term diverges as a + b — 0. Thus we have

to find another representation of G*? such that both terms remain finite in thea+b — 0
limit. From each term we subtract the quantity (y,, P, (1 — K, 4)¥») and obtain

rhs. of (5.3) = (Zap — (Wa: Put¥s)) + (Va PuKm.a¥p)

_<Waa Qu(]l - Km,d)Pu(Il - PuKm,dPu)_lpu(Il - Km,d)wb)a
(5.4)
where O, = 1 — P,. With this rearrangement one singles out the divergence which
now are in Z, 5 and (y¥,, P, ) only. We discuss the analytic continuation from a, b €

(0,1/2)toa, b € (—1/2, 1/2) for the three terms separately, where we use the properties
(see proof of Proposition 4)

|n.a(2)| < 27 Cpge ™ P1% forany 0 < B < 1 —p,
|I~m,d(z)| < 2JTC~',,1,de_ﬁzZ forany 0 < 2 < p. (5.5)

Term Zyp — (Ya, Puyp). Using the expression for Z, 5, see (3.24), we obtain

(Va, (X = K)Vp) — (Ya, Putp)
_ 1 (1—2a1—2b)m(1—4b2)d_e(a+b)u 56
a+b 14+2al+2b 1 —4a? ' '

Equation (5.6) is analytic for a, b € (—1/2, 1/2) because the two terms in the bracket
are 1 + O(a + b) whenb +a — 0.

Term (Y4, PyKm a¥p). Using (3.15) and (3.17) one obtains

00 0
1 X —
(V. PaKomathp) = Z(~b) / dx / dy ImdE =) xtatp - rio-b),
u oo —2mi

(5.7)

where the function I, 4(z) is given in (3.18). Z(—b) is analytic if b > —1/2. Thus the

integrand is bounded by Cm,de’x(ﬂl+“+p’%)e>’(ﬁ"b+p’%). The condition 81 < 1 — p
implies that the integrand is exponentially decaying in x — y provided thata > —1/2
and b < 1/2. Thus r.h.s. of (5.7) is real analytic fora, b € (—1/2, 1/2).
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Term (Yq, Qu(1 — Ky q) P,y (1 — P,,Km,dPu)_lPu(]l — Kin.a)¥p). The object to con-
sider is

/ dxf dyfa) (X = PuKpmaP) ™" (x, Y)gn(y) (5.8)

with fo(x) = (K}, ;Qua)(x) and gp(y) = (I — Ki,a)¥5)(y). Explicitly,

o) = o (30) / dw/ Ju(ato=3) Inaw = 2) Ina(x = 2)

—2mi 2mwi

—Z@ e -(3- )X/ dze<(erom §) Inatx —2) (5.9)

2mi

and

md(x Z) Z(p,,,b)

gr(x) =e P —e” ) YZ(- b)/ (5.10)

Using (1 — PMK,W;PM)_1 =14+ - P,Kpy, PP, K4 P, we rewrite (5.8) as

(fa Pugp) + (far Pu(l = PuKm.aPu) ™" Pugy) (5.11)
with gp = Ky;,q Py gp- Using (5.5) one deduces that, fora € (—1/2,1/2),
fa € L?((0, 00), e**dx) forall u < 1/2 (5.12)

and, for b € (—1/2,1/2),
2 —ux 1
g € L7((0,00), e "dx) forallu < —b < X (5.13)

This implies that
oo — 1_ — 1
[(fa> Pugs)| <C/ dxe”(BHE0)t (e—b“re (e 2)x> (5.14)
u

for some finite constant C. One has f; + —p+b— + b > 0as B - pand
B1+ B2 > 0, from which it follows that { f;, ugb) isreal analyt1c fora,b € (—1/2,1/2).
For the other term in (5.11) we have to compute g, (x). We obtaln

00 0 —
o=e vt [Tanf g tnaC TR 9 () g

—2mi 2mi
(5.15)
Then
[e'e) 0
B0l = ce (ot / dw / dze P12z (e(b+ﬂ2+éﬂ>w+e<m+ﬁz)>
u —00
(5.16)

forsomeconstantC.Onehasﬂ1+p—% — %as,Bl — 1—p,ﬂ2+%—p—b — %—b >0
as 8o — p, and B; + Bo. It follows

8 € L2((0, 00), e"*dx) forall u < 1/2. (5.17)

From this one deduces that (f;, P,(1 — P,K;y.a Py y-lp, P, gp) is also real analytic for
a,be(—1/2,1/2).
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A second representation. Another way of eliminating the divergence consists in sub-
tracting the quantity (Y4, (1 — K, 4) P,¥p) from each term. This leads to

rh.s. of (5.3) = (Zap — (Vas Put¥p)) + (Wau Kin.a Puts)

_(Wav (]1 - Km,d)Pu(]1 - PuKm,dPu)ilpu(]l - Km,d)Quwb>~
(5.18)

By the same argument as above one shows that the terms in this second representation
are analytic fora, b € (—1/2,1/2). O

By Propositons 7 and 8 one can take the limit b — —a without losing the identity
(4.10). We remark that limy,_, _,(a 4+ b)Z, , = 1. In addition, by (5.6),

. 2ad —m
lim (¥, (1 — Km,d)wb) — (Ya, Puthp) = u + T 5 (5.19)
b——a 4 —a
Let us denote the limit
blim G*’ () = Go(u), (5.20)
——a
with the a-dependence understood implicitly. Then by (5.4),
. ab 2ad —m
Go(u) = bgn—la G (u)=(u+ T 5 + (Ya, PuKm.d¥—a)
-
_<1pa» Qu(]l - Km,d)Pu(]l - PuKm,dPu)_IPu(]l - Km,dﬁ/’—a)-
(5.21)

Alternatively, using (5.18) one can write

2ad —m

Gow) = lim G () = (u - %) + (War Kma Putr—a)
—Wa, (]l - Km,d)Pu(]l - PuKm,dPu)_IPu(]l - Km,d)Qu¢—a>~
(5.22)

With the same convention, let us denote

lim P37 = Py. (5.23)
b——a
Recall that by construction Py is the probability measure for the family w(i, j),i, j € N,
of independent exponentially distributed random variables such that w(0, 0) = 0, w(i, 0)
has mean (1 — ,0)_1 for i > 1, w(0, j) has mean ,0_1 for j > 1, and otherwise
w(i, j) has mean 1. This is precisely the w-marginal of Q in Sect. 2. Also, by definition,
13, ) = ho(j, 7) pathwise. Thus one concludes

Proposition 9. For 0 < ¢ < ¢3 < o0 it holds
(&) 2
| au(@Gon <) = [ aubo(thot. o) <)
Cl Cl
= F(c2)Go(c2) — F(c1)Golcr)- (5.24)

To prove Theorem 2 one has to investigate the asymptotics of F(u)Go(u) under the
scaling (2.12).
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6. Edge Scaling

Following (2.12) we set

2m=1—1=[(1=2x)t+2w(l —2p)x ' 3?3 — sx213:173),
2d = j = [(1 —2p)t +2wx 1?3, (6.1)
U= Lt+sx_1/3t1/3j,

with x = p(1 — p). Then, by Proposition 9, the proof of the limit (2.14) in Theorem 2
reduces to the large ¢ limit of

x "B BGt + sV, (6.2)

where the prefactor takes into account the scaling of %, as well as the large ¢ limit of
the Fredholm determinant

det(1 — PuKm,dPu) (6.3)
on L?(R,). This latter limit has been studied by Johansson, see Theorem 1.6 in [10].
Theorem 3 (Johansson). Let u =t +sx~'/3t'/3 and m, d as in (6.1). Then

lim det(1 — P,K,.qP.) = FGue(s + w?), 6.4)

—>0o0

where Fgug is the GUE Tracy-Widom distribution function [24].

In order to state the limit of Gy we have to introduce some auxiliary quantities. We define
the functions

Pus(2) = Al(w? + 5 + 7)e" W F5F9 5w’ 6.5)

and

Sws =5+ [1;2 dXdy(pw,s(x +y),

T
ch,s(é) = eTUE/

Ry

‘I’w,s(é) = eiwé (1 - / dx‘pw,s(x + E)) .
R,

dyg_w,s(y +§) (1 - / dx@y,s(x + y)) , (6.6)
Ry

These functions can be written as a single integral using the identity (D.3), i.e.,
1 —/ dxgy,s(x +y) =/ dxgw,s(x + y) (6.7)
R, R_

for w > 0 (for w = 0 the same holds but only as a improper Riemann integral). Using
a contour integral representation, in case w > 0, one rewrites S, ¢ as (see Sect. D.3)

Sus = [, dxdyguste+ ), ©8)



TASEP Scaling Limit 19

It is easy to see, using the super-exponential decay of the Airy function, that
Dys € Lz(R+) forw > 0, ¥, s € L2(R+) for w > 0, and in the case w = 0,
Yos—1¢€ LZ(RQ. Finally we denote by K ;4 the operator with kernel

Kaig(E1,8) = / dz Ai(q + 2 + ) Al + 2 + &2). 69)

Ry
K ai,q is the Airy kernel shifted by g.

Theorem 4.

lim 53 13Go(t + sy~ V/34113)

11— 00
= Swl,s +fR dz @5 (2) Po(1 — PoK pj 245 P0) ™ oWy 5(2)
+
=g(s + w?, w). (6.10)

Theorem 3 and Theorem 4, in conjunction with Proposition 9, furnish the proof of The-
orem 2 and hence of our main result, Theorem 1. Beyond the existence of the limit, they
also imply Corollary 1.

Proof of Theorem 4. A change of variable: from t to N. We change variables with the
effect to have N instead of 7 as the large parameter. This is not really necessary but sim-
plifies our computations. Letusdefine N =m—d = (tr —1—j)/2and N+o = m+d.
The relevant parameters for what follows are « = 2d = j and u which, in terms of N,
are given by

1—-2p
o= 3 N + 2w
P

(11— /20)4/3 N2/3

8 1 - p)*?
+(§w2<1 —p) +s( —2p>> Q=0 yis o, (6.11)
1Y
N 1 — 1/3 8 1 — 2/3
U= —+ 2w I =P s +(zw? +s Q=P s +O(1).
p? p? 3 p?

Moreover the scaling x ~'/3¢1/3 writes as
x BB = N3+ 00) (6.12)
with
k=p (1= p)~ 13 (6.13)

After edge scaling the terms of G will be expressed via the functions Hy and Hy,
defined as

KN1/3

Hy () = Z(@)— INtaj2,a2( A+ YN,
—ZTT1
13 (6.14)

7 _ kN 1/3
Hy(y) = Z(a) INtaj2,a/2(u+ yeN'/7).

2mi
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Using the bounds on / and I of Sect. 7 we obtain, for any 8 > 0 fixed,

|Hyn ()| < Cge P,

- 6.15
|Hn(y)| < Cge™P? 13

for some Cg > 0 independent of N and y > 0. Moreover we also have the pointwise
convergence

. . 2 _1.3
Jim Ay () = Al(w? + 5 + y)e? W eI = o, (),
(6.16)
. ld . _ 2 N 1.3
Jim Ay (y) = Al(w? + 5+ y)e WWTHT3 = g ().

We simplify the notations in this proof by setting K = Kn14/2,4/2-
The estimate of the terms for k“INTYBGo(u + sk N3,

First term of (5.21) and (5.22). Using (6.11), 2d = «,and m — d = N, we have

Iim u + —— =s. (6.17)

Second term of (5.21) for w > 0. We compute the limit

lim «'N"V3 (., PuKy_y). (6.18)

N—o0

¥_, is eigenfunction of R, see (3.15). Thus we have

('(,[/aa PuK'(//—a> = Z(a)“”av PMLP—w—a>
=/<N1/3/ dx/ dyHy(x + y). (6.19)
0 0

Using the bound (6.15) we can apply dominated convergence. Then by the pointwise
limit (6.16) we have

o0 o0
lim «'NT (Y, PR Y ) = / dx / dypws(x+y).  (620)
N—oo 0 0
Second term of (5.22) for w < 0. This case is analogous to the previous one. One obtains

o0 o0
lim ' N3 (Y0, K Pura) = / dx / dygows(e+y).  (621)
N—o0 0 0

The sum of (6.17) and (6.20), resp. (6.21), yields Sj,|,s as the first term in Theorem 4.
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Third term of (5.21) for w > 0. The third term of x “'N~13G(u), including the
prefactor —1, is
kT INTV3 Dy, Ay Uy) (6.22)
with
Oy (x) = (K*Quia) (x),
Uy () = ((1 = K)Y—a)(»), (6.23)
Ay(x,y) = (Pu(1 = P,KP) ™" P,)(x. y).
To establish the scaling limit, x = u + £k N l/ 3, we define the rescaled quantities
Ya(€) = Ya(u +EcNPwE) ™",

YL (E) = Y_a(u + EcNPv(E), (6.24)
Kin(&1,8) = kN'PK @+ &1 N3 u + £ N PByv(gnvE) !,

where
V(E) = emaAERN) j—wt (6.25)
Then (6.22) becomes
(PN, ANYN) (6.26)
with
O (&) = (Ky Qove) D),

Wy (&) = ((1— Ky, ) &), (6.27)
AN (&1, E) = (Po(1 — PoK )y Po) "' Py) (&1, &2).

We can rewrite the ®, Wy, and K}, by using the functions Hy and ﬁN,
Dy (Er) = " (/R dyHy (y + &) — /R dxdyHy (x + ) Hy (y + éo) :
+ +

Wy (&) = e W2 (1— /R dyHN(y+sz>>, (6.28)
+

Ky (&1, &) = e WEle"52 fR dxHy (x + &) Hy (x + £).

We want to avoid to write always the projection Py. Therefore from now on (-, -) refers
to the scalar product in L2(R , dx), | - || is the corresponding norm, and the integral oper-
atorsactin L2(R ., dx). Firstletus consider w > 0.Letusdenote A = (1 —KAi,wers)_1 .
Then for finite N we have the bound

{ON, ANUN) — (Pys, AWy 5)| < PN ITITAN — Al TNl
HIPN — Py sl A PN
+||®w,s” ”A” ”\IJN - "ij,x”- (6-29)
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In Lemma 1 we will prove that & converges to ®,, s, ¥x converges to Wy, s, and Ay
converges to (1 — Ky; 2 _H)’1 in operator norm (in L*(Ry) according to our conven-
tion). This implies

lim (®n, AyUN) = (Do, (1 — Kpjp2ps) W) (6.30)

N—o00

which is precisely the last term in (6.10).
For the case w = 0 we have to modify slightly the argument. In this case Wy
is not in L>(Ry), but Wy (&) — 1 = — fR+ dyHy(y + &) € L*(R,) and converges

t0 — [, dx@o s (x + &) in the N — 0o limit. We write
(PN, ANWN) = (PN, AN(Uy — D) + (PN, AN1). (6.31)

Here 1 denotes the constant function 1(x) = 1, for all x € R. By the same argument as
for w > 0, the first term in (6.31) converges as

Jim (@, Ay (Py — 1) = {(Pu,s, (1 = Kpiwzs) ™ (s — 1) (6.32)

The second term in (6.31) can be rewritten as

(Pn, AN1) = /]RZ d§1d&2 PN (E) AN (81, 62). (6.33)

+

In Lemma 2 we will prove the convergence

lim (®y, Ay1) = Py s, (1 — Kpjy2pg) ' 1) (6.34)

N—o0

Third term of (5.22) for w < 0. The computations for this case are as before and the
third term of (5.22) converges to

(W (1= Kpj24) 7 Pouns)- (6.35)
Since K a; 244 is symmetric, this concludes the proof of Theorem 4. O
Lemma 1. Let w > 0. Then

lim ||[®y — @y 4] =0,
N—o0

lim ||y — W, || =0, (6.36)
N—o0o

lim [[Ay — (1 — Kpj 240 ' =0,
N—>o0

where the functions @y, Yy, and the integral kernel Ay are defined in (6.27) and (6.28).

Proof. Convergence of ®y. Let us consider, for any fixed £ > 0, the function ® (&)
defined in (6.28). We first show that

Jim Dy (§) = Pu,s(€) (6.37)
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pointwise. Using the exponential decay (6.15) of Hy and Hy, we apply dominated con-
vergence and exchange the integrals with the N — oo limit. Then using the pointwise
limit of Hy, see (6.16), one obtains

lim ®y (&) =ew5/ dy@—w,s(y +§)
N—o00 R,

—e" /R dydve_u 0+ e +y), (638)

+

which is precisely @, s(§). By the exponential decay (6.15) with 8 > w it follows that
®y € L*(R,). Moreover, ®y is uniformly bounded by an integrable function since,
forall 8 > w,

|y (§)] < CePrePre= P, (6.39)
Therefore, by dominated convergence and by pointwise convergence (6.38), we obtain

lim [|®y — @yl = / & lim |Oy(E) — @y )P =0.  (6.40)
N—oo R N—oo

+

Convergence of Wy. Let us consider, for & > 0, the function Wy (£¢) defined in (6.28).
We first show that

im Wy (€) = Wy s(§) (6.41)

pointwise. As before, (6.15) allows us to exchange the limit and the integral with the
result

Jim Wy () = e (1 - /0 dygow,s<y+s)>. (6.42)

Then by (6.15), with § > w, Wy € L*(Ry) and Wy is bounded by an integrable
function. Therefore

lim [y — Wy = / dg lim [Wy(§) — Wy (EP =0, (6.43)
N—oo Ry N—oo
Convergence of Ay. Denote ¢ = w? + s. We want to show that

lim (1 —Ky) ™' = (1 — Kaig) =0 (6.44)
N—oo

in operator norm. Assume that we can show:

D) imy—oo Ky — Kaigll =0,
2) 11 = Kaig) ™'l < oo.

Then with the notation K, = Kaj 4 — K}, we have

(1 — K™ — (1= Ka) ™M = I+ (1 — Kaig) ' Ke) ™' — 11(1 — Kaig) "'
< (= Kaig) 1)1 = Kaig) ™ 1" IR

n>1

(6.45)
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which converges to 0 as N — 00. So we have to establish properties 1) and 2). Let
us start with 1). For fixed x, y > 0, using (6.15) with § > w, KlrV (x, y) is uniformly

bounded by a function which is integrable in ]R%r. Therefore, by dominated convergence
and the pointwise limit

Jim Hy (x+ DHN( +2) = Ai(g + x +2) Ailg + y + 2), (6.46)
—00
one obtains

lim |Kjy(x,y) — Kaiq(x, )

N—o0

00 ~
< / dz[ lim Hy(x +2)Hy(y+2z) —Ai(g+x+2)Ai(g+y+2)]=0.
0 N—o0

(6.47)

Moreover, it is easy to see that K}, is a Hilbert-Schmidt operator with norm uniformly
bounded in N, and so is Kaj 4. Therefore

lim K (x,y) — Kaig(r, »I* < lim [|Ky(x, ) — Kaig (e, s
N—o0 N—oo

/Rz dxdy lim |Kf(x, ) = Kaig (6 PP =0,
1

(6.48)

Next consider point 2). 1 — Ka; 4 is invertible as bounded operator, since for every
q € R, [|[Kaiqll < 1. To establish the claim, let us denote by Ka; the standard Airy
operator with Airy kernel K o. Then

1K nig N2,y = I1Kaill2(1g.00)- (6.49)

K i is an operator on Lz([q, 00)) which is Hilbert-Schmidt. Therefore the norm of
Kaiq on L2([q, 00)) equals its largest eigenvalue, Ag(g). In [24] it is shown that Ao (g)
is monotonically decreasing in g and is strictly less than 1 for any ¢ > —oo (it converges
tolasg - —o0). O

Lemma 2. Let w = 0, then

lim (®y, An1) = (Do, (1 — Kais) ' 1). (6.50)

N—o0
Proof. We first rewrite
(Dy, Axl) = (Oy, 1) + (Dy, (1 — K§) 'K 1), (6.51)

The first term, (®py, 1) = fﬂh dx®y (x), converges to fR+ dx®p5(x) = (Pg, 1) as

N — o0 because @y € L'(R,) with norm L' (R,) uniformly bounded in N. For the
second term, define &y = (1 — K Ir\’,*)’1 ® . From Lemma 1 it follows that, for N large

enough, Dy € L*(R,) with uniformly bounded norm. Then
(@ (1= KRG = [ a [ a@aoKgun
R, R,

_ / dx Dy (x). (6.52)
Ry
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Dy (x) is bounded by an L' function independent of N. In fact, using the representation
(6.28) of K, one writes

|DN(x>|s/]R dx|ﬁN<x+x>|/R dylHy (v + 1) By ()]

~ 1/2 -~
Sf d/\IHN(x-H»)I(/ dyIHN(y+)»)I2> [®Pnll2.  (6.53)
R, R,

Since Hy and H n decay exponentially, see (6.15), we have | Dy (x)| < Ce™ for some
C > 0 independent of N. Therefore by dominated convergence we obtain

lim (<I>N,(11—K1’V)’1K,’Vl>=/ dx lim dy®y (1)K (v, x). (6.54)
N—oo R, N—oo JR,

This last integral can be interpreted as the L?*(Ry) scalar product between dy and

K/’V (-,x). By Lemma 1, ®» converges to (1 — KAi,X)_1 @ . Moreover, K/’V (-, x) con-
verges to K s(-, x), thus

lim (®y, (1 — K5) 'Ky 1) = f dx f dy(1 — Kais) ™' @0 (»)Kais (v, X)
N—o0 Ry Ry
= (®g5, (1 — Kais) ' Kaisl). (6.55)

Adding the first and second term one obtains (6.50). O

7. Asymptotics used in Sect. 6

In this section « and u are defined as in (6.11). First we summarize the asymptotic results
required. Letm = N + «/2 and d = «/2.

7.1. Asymptotics of Ly.qa(u + yeN3),0<p < 1.

7.1.1. For fixed y € R,

Z(a)KN1/3Im’d(u + yKN1/3) = —27i Ai(w? + 5 + y)ew(wz*'s‘"y)e_%w3
+O(N~1/3). (7.1)
7.1.2. ForO0KL<y< eN2/3 ¢ > 0 small enough, L > 0 large enough,
1Z(@k N Ly g+ ye N3 < Cem 10" (7.2)
for some C > 0.

7.1.3. Fory > eN2/3, ¢ asin (7.2),

1 Z(@ kN Ly g(u + ye N3 < Cem2e PN (1.3)

for some C > 0.
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7.2. Asymptotics ofim,d(u +yeNY3),0<p < 1.
7.2.1. For fixed y € R,

Z(a)KNl/Sim’d(u + yKN1/3) = 2mi Ai(w2 + 5+ y)e_w(wh'”'y)e%“’3
+O(N13). (7.4)

7.22. For0«KL<y< eN%/3, ¢ > 0 small enough, L > 0 large enough,

/2

1Z(@k N3 Ly g(u + yeN3)| < Cem 3 (1.5)
for some C > 0.
7.2.3. Fory > eN2/3 ¢ asin (7.5),
1 Z(@k N Ly g(u + ye N3 < Cem 26PN (7.6)
for some C > 0.
Proof of (7.1). We have to estimate
I 13y _ N1y (@ o)V
N+a/2,0/2 + yeN'/7) = /1"1,) dze W
= / dzeN/Nv@ (7.7)
i

with
fN@ =—zw/N +yc N +Inz+p)— 1 +a/N)In(l—p—z) (7.8)

for any fixed y € R.
Let us define

, z (1-p)?
fo(@ = lim fy(2)=—-—+In(z+p)——5—I(1-p-2) (7.9
N—o0 0 P

and find a steep descent path for it which is close to the steepest descent one for z close
to the critical point, which is the solution of

d foo(2) 1 1 (1—,0)2 1
dz pr  z+p 2 1l—p—z (7.10)

There is a double solution for z = 0, thus fé’o (z = 0) = 0. Moreover,

Pfo@| 2
dz3 |,y P —-p)

Therefore we choose as integration path the one shown in Fig. 3. The chosen path is a
steep descent path for f, as is discussed now.

(7.11)
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The path y; is given by {z = te" 73 1 € [0, 2(1 — p)1}. The real part of f on > is
then

t 1 2 3
Re(fro) = “3 +31n <(,0 +1)7+ —z2)

4
(1—p)? 2,3
g In ((1 —p—3t)+ Zﬂ) . (7.12)
Therefore
dRe(foo) _ ?2p(1—p) +1(1 —2p) +1?) 7.13)
dr 202(p2 + pt + 1) (A —p =02 +1(1—p))’ '

The denominator is positive and it is easy to see that the numerator is always strictly
positive for ¢ € (0, 2(1 — p)] and for all p € (0, 1). Therefore y» is a steep descent path,
and by symmetry y; is a steep ascent path.

The path y3 is given by {z = 1 — p ++/3(1 — p)e'?, ¢ € [—7/2, 1/2]}. On 3

Re(fxo) = —O_’))pw + %111(1 +3(1 = )2+ 2v/3(1 — p) cos )
_ 2
—a'.Tp)ln(ﬁ(l —p)), (7.14)

which implies

dRe(foo) _ _(1=p)V3 V3 - p)

dcosg p? 1+3(1—p)2+2ﬁ(1—p)cos¢

__(0=pV3eV30 —picosp 430 —p)’+1-p")

p2(1 4+ 3(1 — p)2 +24/3(1 — p) cos p)

Thus the path of Fig. 3 is a steep descent path I"; _,.

V2

Fig. 3. Integration path used for the asymptotics for fixed y
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The first consequence is the following. Denote by I'1_,(8) = I'1—p | l21<5 the part of
the path I';_, closer than § to the origin. Then for any § > 0 and N large enough,

/ NI _ / NI | < NIV O -nN) (7.15)
-, Fi—p(8)
for some & = (8) ~ 8> > 0. Remark that

eNNO = Z(g)71. (7.16)

Consequently we need to estimate the integral close to z = 0 on I';_, () only. We use
the Taylor expansion,

1 1
fn@ = fn ) + £ 0z + Ele\;(O)Zz + gf;v”(0>z3 (7.17)
+0 ('Z|4oir|‘a|’is If]f,iv)(z)|> . (7.18)

Some computations yield

) = =N"By+s)x+0ON"),
1) = N~132ui? + O(N~23), (7.19)
1(0) = 21> + O(N~13),

and |f]gv)(z)| = O(1) for |z| < 8. The change of variable T = N'/3xz leads to
2, 13 4\ Ar—1/3
Nfn@) =Nfy@O) —t(y +5) +wr” + 37 + O, tHNT3, (7.20)
Consequently

NI O / NNy — I N1 / dpe—tO+twr e
I'1—p(8) kNB3T 1, (8)

1.3

+K_1N_1/3/ dre~TOFDFwTi 3T
KN1BLI_,(8)

x (eO“vf“W"” - 1). (7.21)
The last term can be estimated using that [¢* — 1| < |x|e™], i.e., using

(eO(r,r4)N_1/3 _ 1) _ 60(1’14)1\,4/30(.[’ ‘L’4)N_1/3~ (7.22)

The term in the exponent is of the form —t(y + s)x1 + wr2X2 + %13)(3 for some

X1, X2, x3- By taking § small enough x1, x2, x3 can be made as close to 1 as desired.

Thus the second integral converges and the error term in (7.21) is of order O(N —2/3y.
Finally we estimate the leading term

K—IN—1/3 / dre—f(y+s)+w‘fz+%f3. (723)
kN3, (8)
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4!

\\

20 [

<4
.
—
| |
i)

Fig. 4. Integration path used for the asymptotics for large value of y. y» is the dashed line

Deforming the integration path from I'(§) N'!/ 3k to () N1k — w, one obtains
e(y'H)we%wS/c_lN_lﬂf dre~TO+stud)+3T? (7.24)
T@N1/3

up to an O(e *V) error. By extending the integral to e™"/300 one picks up an error at
most O(e *V), again. But

/ dze3 % = _27i Ai(x), (7.25)
T'(c0)

where I'(00) is the path joining O with e*7/300 by straight lines oriented with imagi-
nary part decreasing. Note that in (D.2) the orientation is the opposite. The error term
O(e~"*N) can be bounded by O(N~!/3). Thus putting all the terms together we have
proved that for any fixed y,

INtay2,0/2(u + ye NYHZ(@)k N3 = =27 Ai(w? + 5 + y)ew(wzﬂ"’y —3u’
+ON~3). (7.26)
O

Proof of (7.2). Let us define § = yk N™2/3 € [Lk N™%/3, ke],

nG@) =—zu/N+3y)+In(p+2) — (1 +a/N)In(1 —p — 2), (7.27)

and
@) =—z(p 2+ +In(p+2) - (1;—2’))2 In(1 — p — 2). (7.28)
g has a real positive critical point at
ze =37+ 0@). (7.29)

Let zo0 = yl/2 —3/2_ Then as integration path we choose I'y_, = y1 A y2, where
v = {zlz = z0 — it,t € [v320,~/320]}, ¥ the path used in the case of fixed y
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restricted to Re(z) > zo, see Fig. 4. Since y > 0, the path y» is steep descent because it
is for y = 0 and Re(z) > 0 on y». Thus we only have to check it on y;. On y; we have

1
Re(fn(2)) = —20 (i + i) + 3 In ((,0 +20)° + t2)

N
1 o
—(1+ %) (@ =p =207 +7) (7.30)
and
dRe(fy) _ (2 +(p+20M)a/N +2p — 1+ 220 (731
dr ((o+ 202 +12)((1 = p = 20)* +12) '

The denominator is obviously positive.
Next consider the numerator

M= (> + (p+20))a/N +2p — 1 + 2z. (7.32)
For p € (0,1/2), a/N = (1 —2p)/p* + O(N~'/3), M can be rewritten as
M =a/Nt* + (1 =2p) (1 +20/p)* = 1) + 220 + ON~'?) > 0

for N large enough. For p € (1/2, 1), = (1 — 2p)p? + O(wN~'/3) and M can be
rewritten as
o o

M 242 !
= Z
N 0

—p

1-2
th—; P OowNT),

Since zg = &1/2K_3/2 > L2 =IN=1/3 and 70 < ek~ ! « 1, both the quadratic term
in zg and the O(wN ~1/3) are dominated by2zo(1—p)/pforL > 1,¢ <« 1,and N large
enough. Thus M(t = 0) > L'/2x~'N~1/3 ~ 0 for L large enough. By monotonicity
of M in t we have to check that M (t = \/gzo) > 0, the maximal value which ¢ takes in
y1.But M(t = ﬁzg) — M@t =0)~ z(z), which is dominated by the linear term in zg
again. Thus M (¢) > 0 for N large enough and for all ¢ € [—\/§zo, «/gzo].

We have shown that for all p € (0, 1), % < Ofort >0, % > 0fortr <0
for L > 1,e& <« 1, and N large enough. Thus y; is a steep descent path. Therefore, if
we denote by I'1_,(8)° the portion of I'j_, with |z — z¢| > 4,

/ dzeN/v @
Fi—p(9)°
for some p > 0.

Finally we have to evaluate the contribution coming from I'1_,(8), the portion of
', with |z — zg| < 8. The contribution of the part in y; is estimated as follows. On

Vi,

< NN O (g1 (7.33)

2
Re(fn(2) = fn(z0) — %f{é(Zo) +0a*). (7.34)

Some computations lead to fy (z0) = OWN~V3)+3P+ONB3NF24+03).
For L > 1,& <« 1, and N large enough, it follows that fy(zo) > %K3/2§1/2. On the
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other hand, the term proportional to t* is much smaller than the ¢2 term. In fact, for
0 <t <+/3z0~ 352,12 <50(1) < 5'20("?) < f(z0). Therefore

’ / dzeN/v @
Y1

In (7.33) and (7.35) we still have to evaluate fn(zo) — fv(0). A computation leads
to

< eNfN(ZO)/ dre— S THGON SeNfN(zo)/ dre— ¥y 2N
R R

— eNfN(ZO)y*1/4N*1/3O(1). (7.35)

172 2 3/2
Nfn(z0) = Nfn(©0) = —sy /" x1 +wyx2 — ERAE (7.36)

for some x1, x2, x3 which can be made as close to 1 as wanted by choosing ¢ small
enough. On the other hand, since we have y > L, for L large enough,

1
Nfn(z0) — Nfy(0) < —§y3/2. (7.37)
Thus the contributions (7.33) and (7.35) can be bounded by

(1.33) < Z(@)~ e "N e~ 0(1),

2 =140,

(7.38)
(7.35) < Z(a) "N 3

The final step is to bound the contribution coming from y, U I'1_,(8). From the
asymptotics of fixed y one has, using z = telm/3,

t
Re(fn(2) = fn(0) — (F + S"N%)E +O0@N™h (7.39)
2
+wK2N_1/3% +OE*N?3) - §z3 +O@ENIB .

In this case, the parameter ¢ takes values in 0 < 2z9 <t < §/ /3 « 1. Moreover recall
that zo > LY24=1N=1/3 In the term linear in ¢, y dominates the others for large L.
For the minimal value taken by ¢, the quadratic term is ~ LN —1 and the cubic term is
~ L3?N~! Thus for large L, the cubic term dominates the quadratic one. But since

t < 8/+/3, the quartic term is also dominated by the cubic one. Therefore,

5t wd F32 4
Re(fn(2)) < fn(0) — 76 = fn(0) — 237 T (7.40)
Thus
N 1 [P 1.3
/ dzeVIN@| < 2NV =1y / dpe—beeN
12Ul (8) 0
1 13
Z(a) e 2

From (7.38) and (7.41) the desired bound follows. 0O
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Proof of (7.3). The proof of this bound is based on the estimate (7.2). We use (7.2) for
y = ek /2 with the result

IND = IN@ 5oy =20 = 66/D) < IN@ 5y =2 eyN T,

(7.42)
because z > +/e/2«k ! and § — ek /2 > 7/2. It follows that
v tajzane+ yeN PN P Z@)| < cem N 2eVRNE
< CeVErN'/4 (7.43)

]

Proof of (7.4), (7.5), and (7.6). The asymptotics of [ are similar to the one of 7. Instead
of computing everything again, we show that, via the transformation p + 1 — p and
w — —w, one obtains essentially the same integrals as already studied for /. More
precisely, we have to estimate the asymptotics of

W(N, p,w) = Z(@kN"PIyia/2.02 + yeN'3)

N
— d —z(u(N,p,w)+yk(p)N'/3) 1/3 (1 + %)
B r e K(p)N N+a(N,p,w)
= (1 _ L)
—p
(7.44)
and
WN, p,w) = Z(@ NIy iapap+ yeN'?)
( . \Nte.p.w)
-5)
= / dZéZ(u(N’p’w)‘Fy’((p)Nl/S)K(p)N1/3 p .
- z
’ (1 + ;)
(7.45)

Here the dependence in N, p, w of u, @, k is displayed explicitly, since it is needed
below. A simple calculation shows that

WN,1=p, —w) = _/ dge 2N 1=p—w)yc(=pIN') (1 _ 5y N1/
Fi—p
(1 z>N+OZ(N,17,0,7w)

x L . (7.46)

N
(1+ %)

Letusdefine M = N +a(N, 1 — p, —w), then with an explicit but lengthy computation
one establishes

u(N,1 —p,—w) =u(M, p, w) +O(),
k(1= p)N'3 = k(p)M'? + O(1), (7.47)
N=M+aM,p,w)+ OQ).
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Equation (7.47) implies that in the asymptotics of W(N,1— 0, —w) are the same as the
asymptotics of —W (M, p, w), since the corrections of O(1) in (7.47) are negligible for
the asymptotics (7.1), (7.2), and (7.3). O

A. Scaling Functions

The scaling function g(s, w) defined in (1.18) is precisely the one derived in (6.10)
except for the shift to s > s — w?, since in (6.10) g(s + w2, w) is obtained. Below
we establish that g is identical to the Baik-Rains scaling function ggr [2]. g(s, w) is
continuous at w = 0 and even in w. gpr (s, w) has the same properties. Thus it suffices to
consider w > 0. We first rewrite (6.10) in another form by moving the factor s from the
integrand to the limit of the integral, since later on we have to deal with the derivatives
% g(s, w). Define the functions

o0 N
D (x) = / dy Ai(x + y)/ dze"? Ai(y + 2),
0 —00

0
U,y (x) = / dye™ Ai(x + y), (A.1)

—00

P, y) = (1 — PyKai P) 7 (x, ).

Then by using the representation (6.8) for S, s, (6.10) is rewritten as
1.3 § 0
gls,w) =e 3% [/ dx/ dy Ai(x + y)e? @ty
—0oQ —0o0

+ f dx / dy®; (x) 55 (x, y)iﬂw(y)}. (A.2)

The relations with the functions of (6.10) are 5S (x) = Dy ;_y2(x —9), \le x) =
1,3 ~ —
eéw \ij‘s—wz(x - S), and pS(x’ }’) = (]l - POKAi,XPO) l(x -5y - S).
Baik and Rains [2], see also [18], use the Riemann-Hilbert techniques and arrive at

a limit function, ggr, which is given as the solution of a set of differential equations.
More precisely, with a = a(s, w), b = b(s, w), g = ¢g(s), one considers

0
—a = qb,
385 (A3)
ab = qga — wb,
and
0 _ 2 /
Sl =4 a—(q" +wq)b,
5" (A4)
—b=(q —wq)a+ w>—s—q?)b.
ow

Here ¢ = g(s) is the Hastings-McLeod solution to the Painlevé II equation

q" =2q¢> + sq, (A.5)
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which is singled out by the condition ¢(s) < 0 for all s € R. The Hastings-McLeod
solution has the asymptotics ¢(s) = — Ai(s) for s — oo and u(s) = —(—s/2)1/2 for
s — —oo. Equations (A.3) and (A.4) have to be solved with the initial condition

o0
a(s,0) = —b(s, 0) = exp (/ ds’q(s’)) . (A.6)
N
The Baik-Rains scaling function is defined through
s
gBR(S, w) = / ds’a(s’, wya(s’, —w). (A7)
—00

Proposition 10. With the above definitions
g(s, w) = gpr(s, w). (A.8)
Proof. We fix w > 0. We will establish that

0
a—g(s, w) = a(s, wa(s, —w). (A.9)
S
Then
g(s, w) = gpr(s, w) +c. (A.10)
Now, by construction,
0
Fu(s) and FpR(s) = o (Fous(s + w?)gpr (s + w?, w)) (A.11)

are distribution functions with mean zero. From (A.10) we infer
BR d? 2
sdFy,(s) = | sdF,"(s)+c | dss— Fgug(w” +s). (A.12)
R R R ds?
Since Fgyug(s) is also a distribution function and % FGug(s) has a fast decay at infinity,

(A.12) amounts to 0 = 0 — ¢ and thus ¢ = 0.
To check (A.9) we will differentiate g = ew*/3 g.Itis convenient to follow the scheme

in [9], Sect. 4.2, according to which
o o0 ~
a(s, zw) =1 —/ dx/ dy Ai(x) oy (x, y) Wiy (y). (A.13)
S N

Remark that for w > 0 one can rewrite Uy, x) = fi)oo dye™ Ai(x 4 y) using (D.3).
We differentiate as

3 ~ ~ o -
gg(s, w) = e Wy, (s) — <I>s(S)/ dyps(s, y)Vu(y)

—U(s) / dx Dy (x) 75 (x, 5)

00 o0 8213 X) ~
+/ dx/ dy Ss()ps(x,yww(y)
S A

a

+/ dx/ dyas(x)waw(y). (A.14)
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The central identity for the proof is, see [9, 24],

9 9 - 0 -
35 Ps(x,y) = ——ps(x,y) — —ps(x,y) — O(x) Q(y) (A.15)
s ax ay

with
Q(X)=/ dyps(x, y) Ai(y). (A.16)

We insert (A.15) in (A.14) and integrate by parts to eliminate the terms %,& (x, y) and
8%,5; (x, ¥), which requires the derivatives

0 G ) = AiGx) — (),
dx A17)
0 ~ ~ S 0 ~ (A.
— O, (x) = wd(x) — Ai(X)/ dy Ai(y)e™ — —dy(x).

ax o0 as

In the end only four terms remain, which can be assembled as

ig(s, w):(l —foo dx@w(x)Q(x)> (/S dx Ai(x)ewx—i-/oo dxCTDS(x)Q(x)>.

as S —0o0 N
(A.18)

The first factor in (A.18) equals a(s, w). To prove Proposition 10 it thus remains to
establish that the second factor equals e%wsa(s, —w). Let ¥y, (x) = e¥*. Then

Dy = Kpith—w + (1 — Ka) Py — Pty (A.19)
and
O(x) = (1 — PyKAiPy) ' Py Ai(x). (A.20)
Thus the second factor in (A.18) is written

(W—w’ Qs Ai) + (E)m Ps Q) = <w—u1a Qs Ai> + <KAi1p—w» Ps Q> - <1ﬁ—w, PS Q)
(Y, Ps(1 — Kaj) Ps(1 — PyKai P)~ ' Py Al
= (Y, Al) + (Kai¥Y—w, Ps Q)
—(Y—w, PsQ), (A.21)

since the last term in the middle part equals (y¥_,,, Py Ai). According to (B.14)
e%wSa(s, —w) = o3’ (e%wglﬁl‘},w, P Q) (A.22)

and by (D.3) it follows that e%wS = (Y_y, Al). Moreover,

1

o
T, () = Yy (x) — €3 / dye ™ Ai(x + y). (A23)
0

An explicit computation shows that e’ fooo dye ™Y Ai(x +y) = (Kaj¥—y)(x). Thus
1,3~
ey =Yy — Kaiy—w. (A.24)

Inserting (A.24) in (A.22) one establishes that (A.21) equals e%w3a(s, —w). O
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B. Determinantal Fields: Proof of Propositions 4 and 5

B.1. No boundary sources. To prove Proposition 5 we find it computationally conve-
nient to approximate the exponential distribution through a geometric one. Then w(i, j),
i,j > 1, are independent random variables with P({w(i, j) = n}) = (1 — q)q",
0 < g < 1. The RSK construction, as explained in the main text, can be carried through
with minor modifications, compare with [9]. The lines j — hy(j, T) take values in Z
and are pinned as hy(£t,t) = £, £ = 0, —1,.... The weight of a jump of size § is
(@"”. Let us denote the corresponding point random field by ¢ (j, n), |j| < 7,n € Z,
ie.,

. 1 if there is an £ such that h,(j, ) = n,
¢4(j,n) = . e (B.1)
0 otherwise.
It is determinantal and, at equal times j = 2d, t = 2m,
M
E (]‘[ ¢?(2d, nk)> = det (Kb (i mi)) | gz (B.2)
k=1

We will first compute the kernel K zl 4 and then show that in the exponential limit, lattice
spacing e,q =1 — ¢,

lim &' K, (le'x ), le7'x']) = Kp.a(x, X)) (B.3)

e—0

for x, x’ > 0.

We have to compute ng, 4» for which we use the Fermion formalism of [20]. Let
[-N,—N+1,..., N] = Ay and F be the Fermionic Fock space over £2(Ay). If A is
a linear operator on £>(A ), then I'(A) denotes its second quantization as an operator
on F. Let PV be the projection onto [—N, ..., 0] and let Q2 be the corresponding
Slater determinant. We set, as operators in £3,

(V@)= fori > j,
79y, . — B4
(T 0 fori < j, (B.4)

and T? = (T_ﬁ)*. T_ﬁ’N, Tf’N is the restriction of Tf, T9 t0 th(Ap). Finally let a(j) be
the Fermion field with index j, | j| < N. Then

1
4 (o _ 1 4N q,N\m+d N s 4N q,N\m—d
K’"’d(l’])_zvlgnooZN(QN’r(T_ T)" a*(Na@T (T T )" Q) F
(B.5)
with the normalization
N q.N
Zy = (Qy, D@L TEY Q) £ (B.6)

Here (-, -) £ denotes the inner product in Fock space. Working out the limit, see [20],
results in

Ky 4 ) = (@@= p @y~ @G, . B
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where P_ = limy_ o PN projects onto Z_ = (..., —1,0].
In Fourier space Tf is multiplication by (1 — ﬂe‘”‘)‘l = ]A‘i (k) and T? multipli-
cation by (1 — \/ﬁe"k)’1 =79 (k). The rescaling in (B.3) amounts to replacing g by

1 — ¢ and k by k. Then
lim e7! (k) = (1 + Lik) ™!, limeT! (k) = (1 - Li™'. (B8
81_1)1})84_(5) (I + 3ik) 8%5—(8) (1 = 3ik) (B.8)

By inserting the limit (B.8) in (B.7), the claim (B.3) follows.

B.2. Boundary sources. We add boundary sources through the random variables w (0, 0),
w(j,0), w(0, j), j > 1. They are independent and geometrically distributed according
to

Pw(0,0) =n}) = (1 —ap)(@p)",
Pw(j,0) =n}) = (1 — a9 (a/q)", (B.9)
Pw(0, j) =n}) = (1 = B/ (BVD)",

with 0 < af, a/q, B /g < 1.

The corresponding random field ¢?’ p is again determinantal with defining kernel

K ;2;";1), where we set T = 2m + 1 in accordance with the convention of Sect. 3.
K;zglﬂﬂ) at equal Fermionic time 2d is computed by the same method as in Sect. B.1.

In particular we first restrict the height lines to the interval [—N, ... , N] and then take
the limit N — oo. Let

faD=ad. a(f) =Y falia() (B.10)
JEZL
and let 2 be the ground state vector with sites —N, ... , —1 filled and sites 0, ... , N

empty. Then a*(fy)2), gives the correct weight to the jump at the right boundary,
correspondingly for the left boundary. Therefore the defining kernel is given through

KV 2d, iz 24, j) = Jim %(Q;,, a(fo)r(@ N Nym+d (B 11)
a*Da(HN TV TENY = a* (f) Q) 7
with the normalization
Zy = (Qy. a(f)T (TN 1IN a* (fa)2) 7. (B.12)
We note that
['(A)a*(f) = a*(Af)T(A) (B.13)
and

Tife=U0—a 'y o, VI <a,

1
T fp = (1 - 1, —.
e =0 =BV S5 B < 7

(B.14)
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Therefore

1
2 , . . _ Nog.N
KO @d,i:2d, ) = Jim ——— (@, D@LV g Nyt (B.15)
N,apB
* e Nk 4N ¢, N\m—d ~—
a(fpla*(@a(a” (f)D T T )" Q) F
with

Znap = (Qy, TTENTEN o (fya* (f)T @OV TEN Y Q7 ) £, (B.16)
Following the steps of Sect. B.1, one concludes that
Jim Zy op = Zop = @B) ™ (fur (1 = K ) fp)es
_ _ d
— (1 —ap)! <(1 Va/B)(1 ﬁﬁ))
(1= q/)(1 = Jqa)

y <(1 - g/ - ﬁ/ﬁ))’” . (B.17)
(1= q)(d - /qB)

At this stage it is of use to recall a general property of quasifree states on CAR-alge-
bras. Let A be a CAR algebra indexed by Z and let w be a quasifree linear functional (a
state) on A, uniquely defined through

w(@(j) =w@ (j) =0, w@ (Ha(j)=Kau j) (B.18)

with K apositive linear operatoron 5, || K || <1.Let f € > anda(f) = ZjeZ f(ha()).
For fy, fr € £> we define

Z=w(@(foa*(f) = (fr., (L = K) fe)e, < 00 (B.19)

and a linear functional & through

1
w(A) = Ew(a(fe)Aa*(fr)), Ae A (B.20)
Then (1) = 1 and @ is again quasifree with @(a(j)) = @(a*(j)) = 0 and covariance

1
aa*(a(j)) = K@, j) + 7 (= K) fe@® @ = K)* fr(j). (B.21)

With the results from Sect. B.1, the limit state (B.15) is a quasifree linear functional
precisely of the form (B.20) with

K@, j)=K} ,i+1,j+1), (B.22)

see (B.7),and fo(j) = B/, f,() =/, Jg <o, B < Jg .

We take the exponential limit by choosing
1 1
g=1—¢, a=1l-—¢ea, B=1-c¢b, ) <a,b< > a+b>0. (B.23)
Then

lim fi—ca(lx/e]) = Ya(x) = e (B.24)
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and, for x, y > 0,

lim e~ K{t D (2d, e x )5 2d, |7y )

e—0

1
= Km,d(x» Y) + Z

a,b

(I = Kn,)¥p () (X — Kin,a)*Va(y) (B.25)

with Z, 5 given in (3.24). This completes the proof of Proposition 5.

B.3. Proof of Proposition 4.

Proof of Proposition 4. By Proposition 11 K, 4 is a similarity transform of the Laguerre
kernel. Therefore K,,, 4 = (Km,d)z, |Km.all =1, PyKpm a4 Py is trace class, and all ei-
genvalues of P, K,, 4P, are in the interval [0, 1]. Thus we only prove that, if u > 0, 1
is not in the spectrum of P, K,, 4 P,, which is accomplished by reductio ad absurdum.
Assume that ¥/ € L?(R, ) is an eigenfunction for eigenvalue 1,

PuKm.aPuh = . (B.26)

Then ¥ (x) = 0 for x € [0, u). On the other hand,

VI = 1 Km,aPutrll = 11l (B.27)
Hence || K, ¢ P, || = ||¥ || and, since || K, 4 P,|| = 1, one concludes that
KnaPuh = . (B.28)
—x/2

Therefore v is of the form (finite polynomial) x e
on [0, u). Thus the contradiction.
To establish the second claim we use that ¥, is eigenfunction of R to obtain

, which cannot vanish identically

(Pu(l = K a)¥a) (x) =0 (x — u) (e_‘”—Z(—a)/R dyL(x, y)%(y)) . (B.29)

Moreover, it is easy to see that |1, 4(2)| < 271Cm,de_ﬁz forany0 < B <1—p,Chn.a
being a constant (take as path I'y_, the circle centered in 1 — p of radius 1 — p — f).
Let us choose any 8 € (1/2 — p 4+ a, 1 — p). Then, foru > 0,

(Pl = Ky ) ¥a) ()| < O(x)e™ + O(x)Z(—a)Cyp ge~ P37+

x / dyeYB+r=1-a), (B.30)

,3—%+p>0,becausea>O,and,3+p—%—a>O,because,3>%—p+a.

Thus P,(1 — K;n.a)¥a € Lz(R) with norm uniformly bounded in u. The second part of
(3.22) is treated similarly. ¥, is eigenfunction of L*, thus

(Pu(1 = Kin,a)*¥a) () =O(x — u) (e“x—Z(a)1 / dyR(y. X)e“y) (B3I
R
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|I~m,d(z)| < 2nC~'m,de_ﬁZ for any O < 8 < p. Thus, by choosing 8 € (p +a — 1/2, p),
foru > 0,

|(Pu(1 = K )¥a)@)| < O()e™™ + @) Z(~a)Cypge” P37
x / dye?B—rti-a), (B.32)
which, by the choice of 8 and since @ > 0, implies P, (1 — Ky, 4)*¥, € L2(R) with
norm uniformly bounded in u. O

C. The Laguerre Kernel

Let L ff’) be the standard n'h Laguerre polynomial of integer order ., @ > 0 [16], Chapter
5.3. The Laguerre polynomials are orthogonal on R relative to the weight x“e™" as

. n! 1/2 @ m! 1/2 @
/RJr dxx“%e (m) Ln (x) (m) Lm (x) :(Sn’m. (Cl)

The Laguerre kernel is the orthogonal projection onto the first n Laguerre polynomials
and is given by

Kr(la)(L y) = :lz::; (j-{—'—!a)!L;a) ()C)Li.a)(y)x"‘/zy"‘/zeﬂc/ze*y/2 (C.2)
forx,y > 0.
Proposition 11. With definitions (3.13) and (C.2) one has
Kpn,—a(x,y) = Kpna(x,y) (C3)

and
(2d) X\
Km,a(x,y) =K, ~,(x,y) (;) (C4)
for0<d <mandx,y > 0.
Proof. Let us define
o Lom—d . \—(m—+d
o) = (L — k)"~ (L + k)",
N . d oN—(m—d
G0 = (3= )" (4 i)

Weseta =2d,n =m —d — 1. By [16], p. 244, it follows

(C.5)

/ dke™ 0 (k) = go(x) = (—1)' — =21 — 3 LO(0O()  (C.6)
R n+w)!

and

/ dkeiikxé;r(k) = gr(—x), (C.7)
R
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with

d+1

gr(0) = (3 +3:) (3 — a) T (D 2LY (e ). (C3)

g¢ is supported on [0, oo) with a discontinuity at x = 0. As a distribution g, is supported
in [0, oo) with the singular part concentrated at {x = 0}.
By [16], Sect. 5.5.2, one has the identities

(1 —0)L® = 8, L®,, 8, L& =L@V, (C.9)

Using them repeatedly in (C.6) and (C.8) yields, for x > 0,

!
g(x) = (_1)"+1ﬁe—x/z(x“aﬂfﬁl(x) +ax?L@W), (C.10)
and
&) = (=D 28, L (x). (C.11)

With these notations the integral kernel from (3.13) is expressed as

(T D p_ D=y y) = / dwge(x — w)gr(—(w — y))
R

= f dwge(x + w)gr(y +w). (C.12)
R4

Note that for x, y > 0 only the regular part of g, is used. We insert (C.10) and (C.11) in
(C.12). Then (C.4) of Proposition 11 amounts to

n

IV e @@
L G WL =

m/R dwefw(Bwalof:I(x + w))
° +

x((x + w)“awaﬁﬁl (x 4+ w)
+alx+w)*  LO(y + w)). (C.13)
We check recursively by setting the left-hand side as Z?:o J!/(j +a)!B; and the
right side as n!/(n + «)!A,. Then (C.13) is equivalent to
n! (n—1)! n!

Ao = By, A, — Ay = —2
0= T =1+ " T it )

B,, n=12,...,
(C.14)

Ao = B amounts to a partial integration. For the second equality we write

An_n+a

A = /R dwe ™ (x + w)“ (L;,H(x +w)L, (v + w)
+

n—+uo
n

L (x+w)L,(y+ w)) + / dwe ™ Va(x + w)*!

Ry

n+ao
% (Lo + W)Ly (v 4 0) = = Losi (x4 W)L+ w)).
(C.15)
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omitting the superscript «. In the second integral we use the identities L/, = L, — Ly
and xL), = nL, — (n + «)L,—1. Then the terms combine as

An_n+a

An—l

/ dwe ™ (x + w)* (L,, (x +w)L,(y +w)

Ry

—Ly,(x + w)Ly(y + w) = Ly (x + w) Ly, (y + w))

—/ dwe ™ a(x + w)* 'L, (x + w)Ly(y + w)
Ry

_ / Q- (7 )Ly (x + w) Ly + )
R, dw

— B, (C.16)

which is the recursion relation (C.14). 0O

D. Some Useful Relations

D.1. Two representations of the Airy functions. For any o < 0, define the path y, =
o + iR. Then

1
Ai(z) = — / de— 387+ (D.1)
2mi Vo
and for any u > 0, with y, = u + iR,
- ! 1z
Ai(z) = — dée3s 7%, (D.2)
2mi Yu

—2mi/3 2mi/3

One can deform y,; so that it goes from ooe to ooe and crosses the real axis
at . In this case the paths will be denoted by y,*. Similarly the deformation of Vi 8OEs
from coe /3 to coe'™/? and is denoted by y;,.

A formula which will be employed is
M(w) = / dye™ Ai(B + y) = e3% ~FY, (D.3)
R

valid for all w > 0 (for w = 0 as improper Riemann integral). To prove it one derives
the differential equation

dM (w)

= M(w)(w?* — B) (D.4)
w

by integrating twice by parts. Equation (D.3) follows from (D.4) and the initial value
Mw=0)=1.
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D.2. Two integrals around a pole. Let I, be the path enclosing z = w and anti-clock-
wise oriented. Then

e 38— Fwi ) (w—§) e 3E = W) (w—)
/ d& =Res E=w]=-—s

2mi(w — §)? (w — §)?
(D.5)
and
P LR 1 (O G e 35w ) (E-w)
/ d§ - =Res E=w|=
T 2i (& — w)? (& —w)?
(D.6)

D.3. Two equivalent expressions for S, s. Let us consider w > 0. The representation
of the Airy function (D.2) allows one to write

| 3 [ oo ., ) ,
Sw,S:s—f—e_il”/ dx/ dy Ai(w? + 5 + x + y)e? W sty

s+e” éw/ dx/ dy—/ dée%53e(w2+s+x+”(w_5). (D.7)

By choosing 1 = 2w, one obtains an integrand which is absolutely integrable. Thus by
Fubini’s Theorem we are allowed to exchange the order of the integrals and compute
first the one in (x, y) with the result

1

38— FwiH @) (w—§)
o 5 . D8
ws =S5+ /):Z,w § 2mi(w — &)2 oo

Let 'y, be as in (D.5), then

@) (w8 38 3w+ w—E)
Sw.s =s+/ d - +/ d :
o Voy2 T amiw -7 e, 2miw P

1

o3 —FW ) (w—§)
= /}/12/2 2mi(w — )2 (D.9)
On the other hand,
f dxdy®y s(x + ) =/ dxdyL dge3E =507 (=@ +s+x-+y)
R2 R2 271 Jyj24iR
e3E - Fwi @) (w—§)
N /w/2+l]R d& 2mi(w — £)2 = Sw.s (D.10)

by deforming the integral on w/2 + iR to y,, 2
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