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Abstract: The critical and super-critical dissipative quasi-geostrophic equations are
investigated in R

2. We prove local existence of a unique regular solution for arbitrary
initial data in H2−2α which corresponds to the scaling invariant space of the equation.
We also consider the behavior of the solution near t = 0 in the Sobolev space.

1. Introduction

Let us consider the two dimensional dissipative quasi-geostrophic equation:





∂θ

∂t
+ (−�)αθ + u · ∇θ = 0 in R

2 × (0,∞),

u = (−R2θ, R1θ) in R
2 × (0,∞),

θ |t=0 = θ0 in R
2,

(DQGα)

where the scalar function θ and the vector field u denote the potential temperature and
the fluid velocity, respectively, and α is a non-negative constant. Ri = ∂

∂xi
(−�)−1/2

(i = 1, 2) represents the Riesz transform. We are concerned with the initial value prob-
lem for this equation. It is known that (DQGα) is an important model in geophysical fluid
dynamics. Indeed, it is derived from general quasi-geostrophic equations in the special
case of constant potential vorticity and buoyancy frequency. Since there are a number
of applications to the theory of oceanography and meteorology, a lot of mathematical
researches have been devoted to the equation.

The case α = 1/2 is called critical since its structure is quite similar to that of
the 3-dimensional Navier-Stokes equations. The case α > 1/2 is called sub-critical
and α < 1/2 is called super-critical, respectively. In the sub-critical cases, Constan-
tin and Wu [5], Wu [15] proved global existence of a unique regular solution. How-
ever, in the critical and super-critical cases, global well-posedness for large initial
data is still open. In the critical case, Constantin, Cordoba and Wu [4] constructed a
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global regular solution for the initial data in H1 with small L∞ norm. In both criti-
cal and super-critical cases, Chae and Lee [2] and Ju [9] proved global existence of
a unique regular solution for the initial data in the Besov space B2−2α

2,1 and H2−2α

under the smallness assumption of each homogeneous norm, respectively. For large
initial data, Cordoba-Cordoba [6] proved local existence of a regular solution for the
initial data in Hs with s > 2 − α. Ju [9, 10] improved the admissible exponent up to
s > 2 − 2α.

In this paper we show local existence of a unique regular solution with initial data
in H2−2α for both critical and super-critical cases. In Ju [10], he conjectured the local
H1 solution in the critical case without smallness assumption on the initial data. Our
theorem gives a positive answer to his question. Moreover, our theorem improves the
class of initial data to construct the local regular solution. Indeed, H2−2α is larger
than Hs(s > 2 − 2α). See Remark 1 below. Here the exponent 2 − 2α is impor-
tant, because this is the borderline case with respect to the scaling. We observe that
if θ(x, t) is the solution of (DQGα), then θλ(x, t) ≡ λ2α−1θ(λx, λ2αt) is also a solu-
tion of (DQGα). Then the homogeneous space Ḣ2−2α is called scaling invariant, since
‖θλ(·, 0)‖Ḣ2−2α = ‖θ(·, 0)‖Ḣ2−2α holds for all λ > 0. The scaling invariant spaces
play an important role for the theory of nonlinear partial differential equations. If the
equation has a class of scaling invariance, then it coincides with the most suitable space
to construct the solution which is expected unique and regular. (See, e.g. Danchin [7],
Koch-Tataru [11].)

We now sketch the idea of our proof. In contrast with other equations, it seems to
be difficult to prove the local existence of regular solutions by the classical approach
such as Fujita-Kato’s argument [8]. As is pointed out in [2], we have difficulty to find
an appropriate space E which yields the following continuous bilinear estimate of the
Duhamel term:

∥
∥
∥
∥

∫ ·

0
e−(·−s)(−�)α (u · ∇θ)(s)ds

∥
∥
∥
∥E

≤ C‖θ‖2
E .

For α ≤ 1/2, we see the linear part (−�)αθ in (DQGα) is too weak to control the
nonlinear term u · ∇θ . In fact, the smoothing property of the semigroup e−t (−�)α is
not enough to overcome the loss of derivatives in the nonlinear term. To avoid this
difficulty, in [2, 9] they applied the cancellation property of the equation to construct
the small global solution. However, it seems to be difficult to adopt their method to
deal with the large initial data. So, in this paper we introduce a modified version of
Fujita-Kato’s argument. To be precise, we derive a family of integral inequalities on
the Littlewood-Paley decomposition of the solution, which makes it possible to uti-
lize the cancellation property of the equation. In the usual Fujita-Kato argument, such
cancellation property seems to be unavailable. In order to apply the cancellation prop-
erty, we establish a new commutator estimate associated with the Littlewood-Paley
operator in the Sobolev space. Such inequality plays an crucial role to estimate the
nonlinear term. Combining with the cancellation property and the commutator esti-
mate we obtain a priori estimates in the scaling invariant spaces. Thus we construct the
local solution for large initial data in H2−2α . As a byproduct of our approach, we can
obtain weighted (in time) estimates of the solution near t = 0 in higher order Sobolev
spaces.

The paper is organized as follows. In Sect. 2, we define some function spaces and the
precise statement of our theorem. Section 3 is devoted to establish some useful estimates
such as the commutator estimate. Finally in Sect. 4 we prove the theorem.
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2. Definitions and the Statement of the Theorem

In this section we define some function spaces and then state the main theorem. Through-
out this paper we deal with the two-dimensional space R

2. Let us first recall the definition
of the Sobolev space. We define Z ′ as the topological dual space of Z defined by

Z ≡ { f ∈ S; ∫
xα f (x) dx = 0 for all α ∈ N

2},
where S denotes the space of Schwartz functions.

Let {φ j }∞j=−∞ be the Littlewood-Paley decomposition of unity, i.e. φ̂ ∈ C∞
0 (R2 \

{0}), supp φ̂ ⊂ {ξ ∈ R
2; 1/2 ≤ |ξ | ≤ 2} and

∑∞
j=−∞ φ̂(2− jξ) ≡ 1 except ξ = 0. We

define the Littlewood-Paley operator � j as � j = φ j∗, where F(φ j )(ξ) = φ̂(2− jξ).
For 1 < p < ∞, we define the homogeneous and inhomogeneous Sobolev spaces

Ḣ s,p and Hs,p by

Ḣ s,p ≡





f ∈ Z ′; ‖ f ‖Ḣ s,p ≡

∥
∥
∥
∥
∥
∥
∥




∑

j∈Z

(2s j |� j f |)2





1/2
∥
∥
∥
∥
∥
∥
∥

p

< ∞





for s ∈ R,

and

Hs,p ≡ {
f ∈ S ′; ‖ f ‖Hs,p ≡ ‖ f ‖L p + ‖ f ‖Ḣ s,p < ∞}

for s > 0,

respectively. We abbreviate Ḣ s,2 = Ḣ s and Hs,2 = Hs .

Remark. Let P be the set of all polynomials. Then Z ′ 
 S ′/P holds. Since we cannot
distinguish zero from other polynomials in S ′/P , Ḣ s,p seems not to be appropriate as
function spaces to treat equations. Fortunately, if the exponents s and p satisfy the con-
dition s < 2/p, then Ḣ s,p can be regarded as a subspace of S ′. Indeed, for s < 2/p, we
have

Ḣ s,p 





f ∈ S ′; ‖ f ‖Ḣ s,p < ∞ and f =

∑

j∈Z

� j f in S ′




.

For the details, see, e.g. Kozono-Yamazaki [12].

Now we state the main theorem of this paper.

Theorem 1. Let 0 < α ≤ 1/2. Suppose that the initial data θ0 ∈ H2−2α . Then there
exist a positive constant T and a unique solution θ of (DQGα) in L∞(0, T ; H2−2α) ∩
L2(0, T ; Ḣ2−α). Moreover such a solution θ belongs to C([0, T ); H2−2α) and it satis-
fies the following estimate:

sup
0<t<T

t
β
2α ‖θ(t)‖Ḣ2−2α+β < ∞ f or 0 ≤ β < 2α. (2.1)

In particular, we have

lim
t→0

t
β
2α ‖θ(t)‖Ḣ2−2α+β = 0 f or 0 < β < 2α. (2.2)
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Remark 1. i) Ju [9, 10] proved the local existence of a unique solution for the initial
data in Hs with s > 2 − 2α. Theorem 1 improves his result on the space of initial
data. Indeed, H2−2α is larger than Hs for s > 2 − 2α.

ii) In contrast with Chae-Lee [2] and Ju [9], we make use of the Fujita-Kato type argu-
ment to construct the solution. This approach provides us the weighted estimate
(2.1) of the solution in higher order Sobolev space.

iii) Ju [9] proved global existence of a solution for the initial data in H2−2α with small
homogeneous norm. Theorem 1 can be regarded as the local version of his result. In
fact, by the argument of our proof, one can also prove the similar global existence
theorem:

Corollary 1. There exists a positive constant ε such that if the initial data θ0 ∈ H2−2α

satisfies ‖θ0‖Ḣ2−2α < ε, then one can take T = ∞ in Theorem 1.

3. Littlewood-Paley Operator and the Commutator Estimate

In this section we recall several estimates related to the Littlewood-Paley operator.
Throughout this paper we denote a positive constant by C (or C ′, etc.) the value of which
may differ from one occasion to another. On the other hand, we denote Ci (i = 1, 2, · · · )
as the certain constants. We recall Bernstein’s inequality.

Lemma 1. (i) Let s ∈ R, 1 ≤ p ≤ ∞. Then there exist positive constants C = C(s, p)

and C ′ = C ′(s, p) such that

C2 js‖� j f ‖L p ≤ ‖(−�)s/2� j f ‖L p ≤ C ′2 js‖� j f ‖L p

holds for all j ∈ Z.
(ii) Let 1 ≤ p ≤ q ≤ ∞. Then there exists a positive constant C = C(p, q) such that

‖� j f ‖Lq ≤ C2(2/p−2/q) j‖� j f ‖L p

holds for all j ∈ Z.

We prepare various product estimates in the Sobolev space. For this purpose we recall
paraproduct formula introduced by Bony [1]. Paraproduct operators are defined by

T f g ≡
∑

j∈Z

S j f � j g,

R( f, g) ≡
∑

|i− j |≤2

�i f � j g,

where S j f ≡ ∑
k≤ j−3 �k f . Then we have the formal expression for the product:

f g = T f g + Tg f + R( f, g).

The following estimates are fundamental properties for the paraproduct operators. For
the proof see, e.g. Runst-Sickel [13].

Lemma 2. (i) Let s < 1, t ∈ R. Then there exists a positive constant C = C(s, t)
such that

‖T f g‖Ḣ s+t−1 ≤ C‖ f ‖Ḣ s ‖g‖Ḣ t

holds for f ∈ Ḣ s and g ∈ Ḣ t .
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(ii) Let s + t > 0. Then there exists a positive constant C = C(s, t) such that

‖R( f, g)‖Ḣ s+t−1 ≤ C‖ f ‖Ḣ s ‖g‖Ḣ t

holds for f ∈ Ḣ s and g ∈ Ḣ t

A direct consequence is the following product estimate in the Sobolev space:

Proposition 1. Let s, t < 1 and s + t > 0. Then there exists a positive constant C =
C(s, t) such that

‖ f g‖Ḣ s+t−1 ≤ C‖ f ‖Ḣ s ‖g‖Ḣ t

holds for f ∈ Ḣ s and g ∈ Ḣ t .

Finally, we state the commutator estimate associated with the operator � j , which
plays an important role for the estimate of the nonlinear term.

Proposition 2. Let 1 ≤ s < 2, t < 1 with s + t > 1. Then there exist positive constants
C = C(s, t) such that

‖[ f,� j ]g‖L2 ≤ C2−(s+t−1) j c j‖ f ‖Ḣ s ‖g‖Ḣ t

holds for j ∈ Z, f ∈ Ḣ s and g ∈ Ḣ t with
∑

j∈Z
c2

j = 1. Here we denote

[ f,� j ]g = f � j g − � j ( f g).

Proof. Let us decompose the commutator [ f,� j ]g by paraproduct formula as follows:

[ f,� j ]g = [T f ,� j ]g + R( f,� j g) − � j R( f, g) + T� j g f − � j Tg f.

We estimate five terms on the right-hand side respectively.
By the definition of paraproduct and localization in frequency, we have

[T f ,� j ]g =
∑

|k− j |≤3

[Sk f,� j ]�k g.

Applying the mean value theorem, we see that the right-hand side is equal to

∑

|k− j |≤3

∫ ∫ 1

0
φ j (y)(y · (Sk∇ f )(x − τ y))�k g(x − y)dτdy

= 2− j
∑

|k− j |≤3

∫ ∫ 1

0
φ(y)(y · (Sk∇ f )(x − 2− jτ y))�k g(x − 2− j y)dτdy.

Since
∫ |y||φ(y)|dy < ∞, we have

‖[T f ,� j ]g‖L2 ≤ C2− j
∑

|k− j |≤3

‖Sk∇ f ‖L p‖�k g‖L p∗ ,
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where we have taken p < ∞ as s′ ≡ s + 2/p < 2 and 1/p + 1/p∗ = 1/2. We can
choose such p by the assumption of s. Then Hölder’s inequality yields

Sk∇ f =
∑

l≤k−3

2(2−s′)l2(s′−2)l�l∇ f

≤ C2(2−s′)k
(

∑

l∈Z

(2(s′−2)l�l∇ f )2

)1/2

.

Hence we have

‖Sk∇ f ‖L p ≤ C2−(s′−2)k

∥
∥
∥
∥
∥
∥

(
∑

l∈Z

(2(s′−2)l�l∇ f )2

)1/2
∥
∥
∥
∥
∥
∥

L p

≤ C2−(s′−2)k‖ f ‖Ḣ s′−1,p

≤ C2−(s′−2)k‖ f ‖Ḣ s .

By finiteness of the number of the sum on k, we can estimate as follows:

‖[T f ,� j ]g‖L2 ≤ C2−(s′−1) j‖ f ‖Ḣ s

∑

|k− j |≤3

‖�k g‖L p∗

≤ C2−(s′−1) j‖ f ‖Ḣ s ‖� j g‖L p∗

≤ C2−(s+t−1) j‖ f ‖Ḣ s 2 j (s−s′+t)‖� j g‖L p∗

≤ C2−(s+t−1) j‖ f ‖Ḣ s 2 j t‖� j g‖L2

≤ C2−(s+t−1) j c j‖ f ‖Ḣ s ‖g‖Ḣ t ,

where we define c j = (2 j t‖� j g‖L2)/‖g‖Ḣ t . Thus, we obtain the estimate for the first
term.

Let �̃k = ∑
|k− j |≤2 � j . Then we observe that

R( f,� j g) =
∑

|k− j |≤2

�̃k f �k� j g,

which yields the estimate of the second term:

‖R( f,� j g)‖L2 ≤
∑

|k− j |≤2

‖�̃k f �k� j g‖L2

≤
∑

|k− j |≤2

‖�̃k f ‖L p‖�k� j g‖L p∗

≤ 2−(s+t−1) j
∑

|k− j |≤2

2k(s′−1)‖�̃k f ‖L p 2(s−s′+t)k‖�k� j g‖L p∗

≤ C2−(s+t−1) j c j‖ f ‖Ḣ s ‖g‖Ḣ t ,

where p, s′ and c j are chosen as above.
Since s + t > 0, we can apply Lemma 2 to the third term:

‖� j R( f, g)‖L2 ≤ Cc′
j 2

−(s+t−1) j‖ f ‖Ḣ s ‖g‖Ḣ t
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with c′
j = (2(s+t−1) j‖� j R( f, g)‖L2)/‖ f g‖Ḣ s+t−1 .

For the fourth term, we observe that

T� j g f =
∑

k≥ j−2

Sk� j g�k f,

which yields

‖T� j g f ‖L2 ≤ C‖
∑

k≥ j−2

M(� j g)|�k f |‖L2

≤ ‖� j g‖L p∗ ‖
∑

k≥ j−2

|�k f |‖L p

≤ C2−(s−s′+t) j c j‖g‖Ḣ t ‖
∑

k≥ j−2

|�k f |‖L p .

In the above inequalities, we have used the L p∗
-boundedness of the Hardy-Littlewood

maximal operator M , where M f (x) ≡ supr>0 1/|B(x, r)| ∫B(x,r)
| f (y)|dy.

Since s′ = s + 2/p > 1, we have

∑

k≥ j−2

|�k f | =
∑

k≥ j−2

2−(s′−1)k2(s′−1)k |�k f |

≤ C2−(s′−1) j




∑

k≥ j−2

22(s′−1)k |�k f |2




1/2

.

Thus we can estimate the fourth term.
Finally, since t < 1, Lemma 2 shows that

‖� j Tg f ‖L2 ≤ Cc′′
j 2

−(s+t−1) j‖ f ‖Ḣ s ‖g‖Ḣ t

with c′′
j = (2(s+t−1) j‖� j Tg f ‖L2)/‖ f g‖Ḣ s+t−1 . ��

4. Proof of Theorem

4.1. Linear estimates. In this subsection, we consider the linear dissipative equation.
The following lemma is closely related to Chemin [3, Prop. 2.1], which characterizes
the evolution of the solution to the linear equation.

Lemma 3. Let e−t (−�)α a ≡ F−1(e−t |·|2α
â), where F−1 denotes the inverse Fourier

transform. Then there exist positive constants λ and λ′(λ < λ′) depending only on
α > 0 such that

e−22α j λ′t‖� j a‖L2 ≤ ‖e−t (−�)α� j a‖L2 ≤ e−22α j λt‖� j a‖L2

for all t > 0.



148 H. Miura

Proof. Let u(t) ≡ e−t (−�)α� j a. Then u satisfies





∂u

∂t
+ (−�)αu = 0 in R

2 × (0,∞),

u|t=0 = � j a in R
2.

Taking the inner product in L2 with the first equation and u, we have

1

2

d

dt
‖u‖2

L2 + ‖(−�)α/2u‖2
L2 = 0.

By Lemma 1, there exist positive constants λ and λ′(λ < λ′) such that

1

2

d

dt
‖u‖2

L2 + λ22α j‖u‖2
L2 ≤ 0,

and

1

2

d

dt
‖u‖2

L2 + λ′22α j‖u‖2
L2 ≥ 0.

Dividing the above inequalities by ‖u‖L2 and then integrating on the interval (0, t), we
have

e−22α j λ′t‖u(0)‖L2 ≤ ‖u(t)‖L2 ≤ e−22α j λt‖u(0)‖L2 .

By definition of u, we obtain the desired result. ��
Now we state the smoothing estimates.

Proposition 3. For α > 0 and s ≥ 0, there exists a positive constant C = C(s, α) such
that

sup
t>0

t
s

2α ‖e−t (−�)α a‖Ḣ s ≤ C‖a‖L2 (4.1)

for all a ∈ L2. In particular, we have

lim
t→0

t
s

2α ‖e−t (−�)α a‖Ḣ s = 0, (4.2)

for all a ∈ L2. Moreover, if 0 ≤ s ≤ α, then we have

‖e−t (−�)α a‖L2α/s (0,∞;Ḣ s ) ≤ C‖a‖L2 (4.3)

for all a ∈ L2.

Proof. We have

‖e−t (−�)α a‖Ḣ s =



∑

j∈Z

22 js
∥
∥
∥e−t (−�)α� j a

∥
∥
∥

2

L2





1/2

.
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On the other hand, it follows from the previous lemma that

‖e−t (−�)α� j a‖2
L2 ≤ e−22α j+1λt‖� j a‖2

L2 .

Here, we observe that

sup
j∈Z

22 jse−λt22α j+1 ≤ Ct−
s
α ,

which yields

sup
0<t<T

t
s

2α ‖e−t (−�)α a‖Ḣ s ≤ C




∑

j∈Z

‖� j a‖2
L2





1/2

≤ ‖a‖L2 .

To prove (4.2), for any ε > 0 we choose the function aε ∈ C∞
0 satisfying

‖a − aε‖L2 < ε/2.

Then it follows from (4.1) that

t
s

2α ‖e−t (−�)α a‖Ḣ s ≤ t
s

2α

(
‖e−t (−�)α (a − aε)‖Ḣ s + ‖e−t (−�)α aε‖Ḣ s

)

< ‖a − aε‖L2 + t
s

2α ‖aε‖Ḣ s .

Let T ′ = ε/(2‖aε‖Ḣ s ). Then the left-hand side of the above inequality is bounded
by ε if t < T ′. This proves (4.2).

Next we prove (4.3). Let v j (t) ≡ e−22α j λt‖� j a‖L2 , and v j satisfies

∂tv j + λ22α jv j = 0 for t > 0 and j ∈ Z.

Multiplying this inequality by v
2α/s−1
j and then integrating the above identity in time,

we have
∫ ∞

0
λ22α jv j (t)

2α/sdt = Cv j (0)2α/s,

that is,

‖2s jv j‖L2α/s = Cv j (0).

Taking l2-norm on both sides of this estimate, we obtain




∑

j∈Z

‖2s jv j‖L2α/s





1/2

≤ C




∑

j∈Z

v2
j (0)





1/2

.
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Since α/s ≥ 1, the left-hand side is estimated from below as follows:



∑

j∈Z

‖2s jv j‖2
L2α/s





1/2

=



∑

j∈Z

‖22s jv2
j ‖Lα/s





1/2

≥
∥
∥
∥
∥
∥
∥

∑

j∈Z

22s jv2
j

∥
∥
∥
∥
∥
∥

1/2

Lα/s

=

∥
∥
∥
∥
∥
∥
∥




∑

j∈Z

22s jv2
j





1/2
∥
∥
∥
∥
∥
∥
∥

L2α/s

.

So we have
∥
∥
∥
∥
∥
∥
∥




∑

j∈Z

22s jv2
j





1/2
∥
∥
∥
∥
∥
∥
∥

L2α/s

≤ C




∑

j∈Z

v2
j (0)





1/2

.

From Lemma 3, we obtain (4.3). ��

4.2 Proof of Theorem 1

Step 1. A priori estimates. We first show an a priori estimate in L3(0, T ; Ḣ2−4α/3). More
precisely, we will prove that there exist a positive constant C1 and a bounded function
I1 = I1(T ) with

I1(T ) ≤ C‖θ0‖Ḣ2−2α and lim
T →0

I1(T ) = 0 (4.4)

such that

‖θ‖L3
T Ḣ2−4α/3 ≤ I1(T ) + C1‖θ‖2

L3
T Ḣ2−4α/3 (4.5)

holds for all solutions θ of (DQGα). Here we write the space L p(0, T ; Ḣ s) as L p
T Ḣ s .

Applying the operator � j to (DQGα), we obtain

∂tθ j + (−�)αθ j = −� j (u · ∇θ),

where we denote θ j ≡ � jθ . Adding u · ∇� jθ on both sides, we have

∂tθ j + (−�)αθ j + u · ∇� jθ = [u,� j ]∇θ.

Taking the inner product with the above inequality and θ j , and then applying Lemma 1,
we obtain from the divergence free condition that

1

2

d

dt
‖θ j‖2

L2 + λ22α j‖θ j‖2
L2 ≤ ‖[u,� j ]∇θ‖L2‖θ j‖L2 .

Dividing both sides by ‖θ j‖L2 , we have

d

dt
‖θ j‖L2 + λ22α j‖θ j‖L2 ≤ ‖[u,� j ]∇θ‖L2 .
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Applying Proposition 2 with s = 2 − 4α/3 and t = 1 − 4α/3 and Calderón-Zygmund’s
inequality, we obtain

1

2

d

dt
‖θ j‖L2 + λ22α j‖θ j‖L2 ≤ ‖[u,� j ]∇θ‖L2

≤ Cc j 2
−(2−8α/3) j‖u‖Ḣ2−4α/3‖∇θ‖Ḣ1−4α/3

≤ Cc j 2
−(2−8α/3) j‖θ‖2

Ḣ2−4α/3 .

Integrating both sides in time on the interval (0, t), we have

‖θ j (t)‖L2 ≤ e−22α j λt‖θ j (0)‖L2 + Cc j 2
−(2−8α/3) j

∫ t

0
e−22α j λ(t−s)‖θ(s)‖2

Ḣ2−α ds.

Multiplying the above inequality by 2(2−4α/3) j and then taking the l2-norm with respect
to j , we can estimate the Ḣ2−4α/3 norm of θ as:

‖θ(t)‖Ḣ2−4α/3 ≤



∑

j∈Z

22(2−4α/3) j e−22α j+1λt‖θ j (0)‖2
L2





1/2

+C




∑

j∈Z

(

c j 2
4α j/3

∫ t

0
e−22α j λ(t−s)‖θ(s)‖2

Ḣ2−4α/3 ds

)2




1/2

≡ I + I I.

In order to show (4.5), we need to estimate L3
T norm of the right-hand side.

According to Lemma 3 and (4.3), we see that the first term is estimated as
∥
∥
∥
∥
∥
∥
∥




∑

j∈Z

(
2(2−4α/3) j e−22α j λt‖θ j (0)‖L2

)2





1/2
∥
∥
∥
∥
∥
∥
∥

L3
T

≤ C‖θ0‖Ḣ2−2α .

Let

I1(T ) ≡

∥
∥
∥
∥
∥
∥
∥




∑

j∈Z

(
2(2−4α/3) j e−22α j λt‖θ j (0)‖L2

)2





1/2
∥
∥
∥
∥
∥
∥
∥

L3
T

.

Then absolute continuity of the integral yields (4.4).
Since

sup
j

24α j/3e−22α j λ(t−s) < C(t − s)−2/3,

we can estimate the second term as:

‖I I‖L3
T

= C

∥
∥
∥
∥
∥
∥
∥




∑

j∈Z

(

c j 2
4α j/3

∫ t

0
e−22α j λ(t−s)‖θ(s)‖2

Ḣ2−4α/3 ds

)2




1/2
∥
∥
∥
∥
∥
∥
∥

L3
T

≤ C

∥
∥
∥
∥

∫ t

0
(t − s)−2/3‖θ(s)‖2

Ḣ2−4α/3 ds

∥
∥
∥
∥

L3
T

≤ C‖θ‖2
L3

T Ḣ2−4α/3 ,
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where we used Hardy-Littlewood-Sobolev’s inequality in the last inequality. Therefore
we obtain the a priori estimate (4.5).

Similarly to the previous arguments, we can also show that there exists a bounded
function I2 = I2(T ) with

I2(T ) ≤ C‖θ0‖Ḣ2−2α and lim
T →0

I2(T ) = 0

satisfying

‖θ‖L2
T Ḣ2−α ≤ I2(T ) + C‖θ‖2

L3
T Ḣ2−4α/3 . (4.6)

Moreover, we have

‖θ‖L∞
T Ḣ2−2α ≤ ‖θ0‖Ḣ2−2α + C‖θ‖2

L2
T Ḣ2−α .

Combining the above estimates with the maximum principle [6]

‖θ(t)‖L2 ≤ ‖θ0‖L2 ,

we obtain the following estimate

‖θ‖L∞
T H2−2α ≤ ‖θ0‖H2−2α + C‖θ‖2

L2
T Ḣ2−α . (4.7)

Step 2. Convergence of approximation sequences. To construct the solution, we consider
the following successive approximation:

{
∂tθ

0 + (−�)αθ0 = 0 in R
2 × R+,

θ0|t=0 = θ0 in R
2

and





∂tθ
n+1 + (−�)αθn+1 + un · ∇θn+1 = 0 in R

2 × R+,

un = (−R2θ
n, R1θ

n) in R
2 × R+,

θn+1|t=0 = θ0 in R
2,

for n = 0, 1, 2 . . . .
We will establish uniform estimates on θn . Similarly to the arguments in Step 1, we

can show that there exists a bounded function I1 with limT →0 I1(T ) = 0 such that

‖θ0‖L3
T Ḣ2−4α/3 ≤ I1(T ),

‖θn+1‖L3
T Ḣ2−4α/3 ≤ I1(T ) + C1‖θn‖L3

T Ḣ2−4α/3‖θn+1‖L3
T Ḣ2−4α/3

for n = 0, 1, 2 . . . . Taking T0 > 0 so small that I1(T0) ≤ 1/(4C1), we have

‖θn‖L3
T Ḣ2−4α/3 ≤ 2I1(T ) for T < T0.

By (4.6), we can also show that there exists a bounded function I2 with limT →0 I2(T ) = 0
such that

‖θn‖L2
T Ḣ2−α ≤ I2(T ) + C(I1(T ))2 for T < T0. (4.8)
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Moreover, (4.7) yields

‖θn‖L∞
T H2−2α ≤ ‖θ0‖H2−2α + C(I3(T ))2 for T < T0, (4.9)

where we write I3(T ) ≡ I2(T )+C(I1(T ))2. Using (4.8), we will prove the convergence
of the sequence θn in L4

T Ḣ3/4.
Let δθn+1 = θn+1 − θn, δun+1 = un+1 − un, δθ0 = θ0 and δu0 = u0, and we have

following equations of the differences:





∂tδθ
n+1 + (−�)αδθn+1 + un · ∇δθn+1 + δun · ∇θn = 0 in R

2 × R+,

δun = (−R2δθ
n, R1δθ

n) in R
2 × R+,

δθn+1|t=0 = 0 in R
2,

for n = 0, 1, 2 . . . .
Similarly to the arguments in Step 1, we have

1

2

d

dt

∥
∥
∥δθn+1

j

∥
∥
∥

2

L2
+λ22α j

∥
∥
∥δθn+1

j

∥
∥
∥

2

L2
≤−

〈
� j (u

n · ∇δθn+1) + � j (δun · ∇θn), δθn+1
j

〉
,

where δθn+1
j ≡ � jθ

n+1 − � jθ
n . Since divun = 0, we have

〈
un · ∇δθn+1

j , δθn+1
j

〉
= 0.

By Hölder’s inequality, we have

d

dt

∥
∥
∥δθn+1

j

∥
∥
∥

L2
+λ22α j

∥
∥
∥δθn+1

j

∥
∥
∥

L2
≤‖[un,� j ]∇δθn+1‖L2 + ‖� j (δun · ∇θn)‖L2 ,

which yields
∥
∥
∥δθn+1

j (t)
∥
∥
∥

L2
≤ C

∫ t

0
e−22α j λ(t−s)

(
‖ [

un,� j
]∇δθn+1‖L2 + ‖� j (δun · ∇θn)‖L2

)
ds.

(4.10)

By s = 2 − α and t = −1/4 in Proposition 2, we have
∥
∥
∥
[
un,� j

] ∇δθn+1
∥
∥
∥

L2
≤ C2−(3/4−α) j c j‖un‖Ḣ2−α‖∇δθn+1‖Ḣ−1/4

≤ C2−(3/4−α) j c j‖θn‖Ḣ2−α‖δθn+1‖Ḣ3/4 .

On the other hand, by Proposition 1, we have
∥
∥� j (δun · ∇θn)

∥
∥

L2 ≤ C2−(3/4−α) j c′
j‖δun · ∇θn‖Ḣ3/4−α

≤ C2−(3/4−α) j c′
j‖δun‖Ḣ3/4‖θn‖Ḣ2−α ,

where
∑

j c′
j
2 = 1. Multiplying (4.10) by 23/4 j , and then taking the l2-norm with respect

to j , we have

‖δθn+1(t)‖Ḣ3/4

≤ C




∑

j∈Z

(

2α j
∫ t

0
e−22α j λ(t−s)‖θn‖Ḣ2−α (c j‖δθn+1‖Ḣ3/4 + c′

j‖δun‖Ḣ3/4)ds

)2




1/2

,
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which yields

‖δθn+1‖L4
T Ḣ3/4 ≤ C

(
‖θn‖L2

T Ḣ2−α‖δθn+1‖L4
T Ḣ3/4 + ‖δθn‖L4

T Ḣ3/4‖θn‖L2
T Ḣ2−α

)

≤ C2‖θn‖L2
T Ḣ2−α

(
‖δθn+1‖L4

T Ḣ3/4 + ‖δθn‖L4
T Ḣ3/4

)
.

By (4.8), there exists T1 > 0 such that ‖θn‖L2
T Ḣ2−α < 1/(3C2) for all n = 0, 1, 2 . . . .

Hence we have

‖δθn+1‖L4
T1

Ḣ3/4 ≤ 1

2
‖δθn‖L4

T1
Ḣ3/4

≤ 1

2n+1 ‖θ0‖L4
T1

Ḣ3/4

≤ C

2n+1 ‖θ0‖Ḣ3/4−α/2

≤ C

2n+1 ‖θ0‖H2−2α .

This shows the existence of the function θ ∈ L4
T1

Ḣ3/4 satisfying limn→∞ θn = θ in

L4
T1

Ḣ3/4. Furthermore, the uniform estimates (4.8) and (4.9) show that θ also belongs

to L∞
T1

H2−2α ∩ L2
T1

Ḣ2−α . We can also prove the uniqueness by similar arguments as
above. Here we can easily check that θ satisfies (DQGα).

We next prove continuity of the solution with values in H2−2α . By the standard boot-
strap argument, it suffices to show the right continuity at t = 0. For the purpose, firstly
we prove continuity of the solution with values in Hr for 0 ≤ r < 1 − α. Indeed, since
u and θ satisfy

u, θ ∈ L2(0, T1; H2−α)

and

∂tθ = −(−�)αθ − u · ∇θ,

we easily see that the right-hand side of the above identity belongs to L1
T1

Hr for 0 ≤ r <

1 −α, which yields that θ ∈ C([0, T1); Hr ). From the fact that θ belongs to L∞
T1

H2−2α ,

Lemma 1.4 in [14, Chap. 3] shows that θ ∈ Cw([0, T ); H2−2α). By (4.7), we have

‖θ(t) − θ0‖2
H2−2α ≤ ‖θ(t)‖2

H2−2α + ‖θ0‖2
H2−2α − 2〈θ(t), θ0〉H2−2α

≤ 2‖θ0‖2
H2−2α − 2〈θ(t), θ0〉H2−2α + C‖θ‖2

L2
t H2−2α ,

where 〈·, ·〉H2−2α is the inner product of H2−2α . Since θ is weakly continuous, the second
term converges to 2‖θ0‖2

H2−2α as t tends to 0. On the other hand, the third term converges

to 0 as t tends to 0 because of absolute continuity of the L2
t -norm on t > 0. This shows

continuity of the solution at t = 0 with values in H2−2α .

Step 3. Weighted estimates. For the proof of (2.1) and (2.2), it suffices to show

lim
t→0

sup
n≥0

t
β
2α ‖θn(t)‖Ḣ2−2α+β = 0 (4.11)

for 0 < β < 2α. We divide the proof into two cases 0 < β < α and α ≤ β < 2α.
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Case 1. We prove (4.11) for 0 < β < α. For n = 0 (4.1) shows that

sup
0<t<T

t
β
2α ‖θ0(t)‖Ḣ2−2α+β ≤ C‖θ0‖Ḣ2−2α . (4.12)

In particular, it follows from (4.2) that J1(T ) ≡ sup0<t<T t
β
2α ‖θ0(t)‖Ḣ2−2α+β satisfies

J1(T ) ≤ C‖θ0‖Ḣ2−2α and lim
T →0

J1(T ) = 0.

For n ≥ 0, θn+1
j satisfies

d

dt

∥
∥
∥θn+1

j

∥
∥
∥

L2
+ λ22α j

∥
∥
∥θn+1

j

∥
∥
∥

L2
≤

∥
∥
∥[un,� j ]∇θn+1

∥
∥
∥

L2
. (4.13)

Applying Proposition 2 with s = 2 − 2α + β and t = 1 − 2α + β, we have

∥
∥
∥
[
un,� j

]∇θn+1
∥
∥
∥

L2
≤ Cc j 2

−(2−4α+2β) j‖θn‖Ḣ2−2α+β

∥
∥
∥θn+1

∥
∥
∥

Ḣ2−2α+β
.

Hence from (4.13) we obtain

‖θn+1
j (t)‖L2 ≤ e−22α j λt‖θ j (0)‖L2

+Cc j 2
−(2−4α+2β) j

∫ t

0
e−22α j λ(t−s)‖θn(s)‖Ḣ2−2α+β ‖θn+1(s)‖Ḣ2−2α+β ds.

Similarly to the arguments in Step 1, we have

t
β
2α ‖θn+1(t)‖Ḣ2−2α+β ≤ t

β
2α




∑

j∈Z

(
2(2−2α+β) j e−22α j λt ‖θ j (0)‖L2

)2




1/2

+Ct
β
2α




∑

j∈Z

(

c j 2(2α−β) j
∫ t

0
e−22α j λ(t−s)‖θn(s)‖Ḣ2−2α+β ‖θn+1(s)‖Ḣ2−2α+β ds

)2




1/2

≡ I + I I.

The first term is estimated as in (4.12). Indeed, Lemma 3 and Proposition 3 yield

I ≤ sup
0<t<T

t
β
2α




∑

j∈Z

(
2(2−2α+β) j e−22α j λt‖θ j (0)‖L2

)2





1/2

≤ C J1(T ).

Since

sup
j∈Z

2(2α−β) j e−22α j λ(t−s) < C(t − s)−1+ β
2α ,
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we can estimate the second term as follows:

I I ≤ Ct
β
2α

∫ t

0
(t − s)−1+ β

2α ‖θn(s)‖Ḣ2−2α+β ‖θn+1(s)‖Ḣ2−2α+β ds

≤ C

(

sup
0<t<T

t
β
2α ‖θn(t)‖Ḣ2−2α+β

) (

sup
0<t<T

t
β
2α ‖θn+1(t)‖Ḣ2−2α+β

)

×t
β
2α

∫ t

0
(t − s)−1+ β

2α s− β
α ds

≤ C

(

sup
0<t<T

t
β
2α ‖θn(t)‖Ḣ2−2α+β

) (

sup
0<t<T

t
β
2α ‖θn+1(t)‖Ḣ2−2α+β

)

for 0 < t < T , where we have used the assumption 0 < β < α in the last line. Thus we
have

sup
0<t<T

t
β
2α ‖θn+1(t)‖Ḣ2−2α+β

≤ C3 J1(T ) + C4

(

sup
0<t<T

t
β
2α ‖θn(t)‖Ḣ2−2α+β

)(

sup
0<t<T

t
β
2α ‖θn+1(t)‖Ḣ2−2α+β

)

.

Taking T2 > 0 sufficiently small, we obtain J1(T ) < 1/(4C3C4) for T < T2. Hence we
conclude that

sup
0<t<T

t
β
2α ‖θn(t)‖Ḣ2−2α+β ≤ 2J1(T ) for T < T2 and n = 0, 1, 2 . . . ,

which yields (4.11).

Case 2. We next prove (4.11) for α ≤ β < 2α. For n = 0, again by Proposition 3, there
exists a bounded function J2 = J2(T ) with

J2(T ) ≤ C‖θ0‖Ḣ2−2α and lim
T →0

J2(T ) = 0

such that

sup
0<t<T

t
β
2α ‖θ0(t)‖Ḣ2−2α+β ≤ J2(T ). (4.14)

For n ≥ 0, we apply Proposition 2 with s = 2 − 3α/2 + β/4 and s = 1 − 3α/2 + β/4
to the right-hand side of (4.13), and it holds

d

dt

∥
∥
∥θn+1

j

∥
∥
∥

L2
+λ22α j

∥
∥
∥θn+1

j

∥
∥
∥

L2
≤Cc j 2

−(2−3α+β/2) j‖θn‖Ḣ2−3α/2+β/4‖θn+1‖Ḣ2−3α/2+β/4 .

Similarly to the previous arguments, we have

t
β
2α ‖θn+1(t)‖Ḣ2−2α+β ≤ t

β
2α




∑

j∈Z

(
2(2−2α+β) j e−22α j λt‖θ j (0)‖L2

)2





1/2

+Ct
β
2α




∑

j∈Z

(

c j 2
(α−β/2) j

∫ t

0
e−22α j λ(t−s)‖θn(s)‖Ḣ2−3α/2+β/4‖θn+1(s)‖Ḣ2−3α/2+β/4 ds

)2




1/2

≡ I + I I.
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The first term I is estimated as in (4.14). So we need to treat only the second term I I .
Since

sup
j∈Z

2(α−β/2) j e−22α j λ(t−s) < C(t − s)−
1
2 − β

4α ,

we have

I I ≤ Ct
β
2α

∫ t

0
(t − s)−

1
2 − β

4α ‖θn(s)‖Ḣ2−3α/2+β/4‖θn+1(s)‖Ḣ2−3α/2+β/4 ds

≤ C

(

sup
0<t<T

t
1
4 + β

8α ‖θn(t)‖Ḣ2−3α/2+β/4

) (

sup
0<t<T

t
1
4 + β

8α ‖θn+1(t)‖Ḣ2−3α/2+β/4

)

for 0 < t < T . Since 0 < 1/4 + β/(8α) < α, it follows from the previous case that

sup
0<t<T

t
1
4 + β

8α ‖θn(t)‖Ḣ2−3α/2+β/4 ≤ 2J1(T ) for T < T2.

Hence the second term is bounded by 4C(J1(T ))2 for T < T2.
From the above estimates, we see estimate (4.11) holds for α ≤ β < 2α. ��
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