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Abstract: This paper attempts to develop a theory of sufficiency in the setting of non-
commutative algebras parallel to the ideas in classical mathematical statistics. Suffi-
ciency of a coarse-graining means that all information is extracted about the mutual
relation of a given family of states. In the paper sufficient coarse-grainings are charac-
terized in several equivalent ways and the non-commutative analogue of the factorization
theorem is obtained. As an application we discuss exponential families. Our factoriza-
tion theorem also implies two further important results, previously known only in finite
Hilbert space dimension, but proved here in generality: the Koashi-Imoto theorem on
maps leaving a family of states invariant, and the characterization of the general form
of states in the equality case of strong subadditivity.

1. Introduction

A quantum mechanical system is described by a C*-algebra, the dynamical variables (or
observables) correspond to the self-adjoint elements and the physical states of the system
are modelled by the normalized positive functionals of the algebra, see [4, 5]. The evolu-
tion of the system M can be described in the Heisenberg picture in which an observable
A ∈ M moves into α(A), where α is a linear transformation. α is an automorphism in
the case of the time evolution of a closed system but it could be the irreversible evolution
of an open system. The Schrödinger picture is dual, it gives the transformation of the
states, the state ϕ ∈ M∗ moves into ϕ ◦ α. The algebra of a quantum system is typi-
cally non-commutative but the mathematical formalism supports commutative algebras
as well. A simple measurement is usually modelled by a family of pairwise orthogonal
projections, or more generally, by a partition of unity, (Ei)ni=1. Since allEi are supposed
to be positive and

∑
i Ei = I , β : C

n → M, (z1, z2, . . . , zn) �→ ∑
i ziEi gives a
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positive unital mapping from the commutative C*-algebra C
n to the non-commutative

algebra M. Every positive unital mapping occurs in this way. The essential concept
in quantum information theory is the state transformation which is affine and the dual
of a positive unital mapping. All these and several other situations justify the study of
positive unital mappings between C*-algebras from a quantum statistical viewpoint.

If the algebra M is “small” and N is “large”, and the mapping α : M → N sends
the state ϕ of the system of interest to the state ϕ ◦ α at our disposal, then loss of
information takes place and the problem of statistical inference is to reconstruct the real
state from partial information. In this paper we mostly consider parametric statistical
models, a parametric family S := {ϕθ : θ ∈ �} of states is given and on the basis of the
partial information the correct value of the parameter should be decided. If the partial
information is the outcome of a measurement, then we have statistical inference in the
very strong sense. However, there are “more quantum” situations, to decide between
quantum states on the basis of quantum data, see Example 4 below. The problem we
discuss is not the procedure of the decision about the true state of the system but the
circumstances under which this is perfectly possible.

The paper is organized as follows. In the next section we summarize the relevant
basic concepts both in classical statistics and in the non-commutative framework. The
first part of Sect. 3 is about sufficient subalgebras, or subsystems of a quantum sys-
tem. The second part is devoted to sufficient coarse-grainings. Most of the result of this
section has been known in a more restricted situation of faithful states, see Chap. 9 in
[12]. The importance of the multiplicative domain of a completely positive mapping is
emphasized here. This concept allows us to give a sufficient subalgebra determined by
a sufficient coarse-graining.

The quantum factorization theorem of Sect. 4 is the main result of the paper. The fac-
torization of the states corresponds to a special structure of the algebras and the sufficient
coarse-grainings. We use the properties of the von Neumann entropy and of the modular
group to prove this result in some infinite dimensional situations (where the essential
condition is the finiteness of the von Neumann entropy). The factorization implies a
generalization of the Koashi-Imoto Theorem [7].

In Sect. 5 the equality case in the strong subadditivity of the von Neumann entropy
is discussed in a possibly infinite dimensional framework and the factorization result is
applied.

2. Preliminaries

In this paper, C*-algebras always have a unit I . Given a C*-algebra M, a state ϕ of M
is a linear function M → C such that ϕ(I) = 1 = ‖ϕ‖. (Note that the second condition
is equivalent to the positivity of ϕ.) The books [4, 5] – among many others – explain the
basic facts about C*-algebras. The class of finite dimensional full matrix algebras form a
small and algebraically rather trivial subclass of C*-algebras, but from the view-point of
non-commutative statistics, almost all ideas and concepts appear in this setting. A matrix
algebraMn(C) admits a canonical trace Tr and all states are described by their densities
with respect to Tr . The correspondence is given by ϕ(A) = TrDϕA (A ∈ Mn(C))
and we can simply identify the functional ϕ by the density Dϕ . Note that the density is
a positive (semi-definite) matrix of trace 1.

Let M and N be C*-algebras. Recall that 2-positivity of α : M → N means that
[
α(A) α(B)

α(C) α(D)

]

≥ 0 if

[
A B

C D

]

≥ 0
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for 2×2 matrices with operator entries. It is well-known that a 2-positive unit-preserving
mapping α satisfies the Schwarz inequality

α(A∗A) ≥ α(A)∗α(A). (1)

A 2-positive unital mapping between C*-algebras will be called coarse-graining.
Here are two fundamental examples.

Example 1. Let X be a finite set and N be a C*-algebra. Assume that for each x ∈ X a
positive operator E(x) ∈ N is given and

∑
x E(x) = I . In quantum mechanics such a

setting is a model for a measurement with values in X .
The spaceC(X ) of function on X is a C*-algebra and the partition of unityE induces

a coarse-graining α : C(X ) → N given by α(f ) = ∑
x f (x)E(x). Therefore a coarse-

graining defined on a commutative algebra is an equivalent way to give a measurement.
(Note that the condition of 2-positivity is automatically fulfilled on a commutative alge-
bra.) �	
Example 2. Let M be the algebra of all bounded operators acting on a Hilbert space H
and let N be the infinite tensor product M ⊗ M ⊗ . . .. (To understand the essence of
the example one does not need the very formal definition of the infinite tensor product.)
If γ denotes the right shift on N , then we can define a sequence αn of coarse-grainings
M → N :

αn(A) := 1

n

(
A+ γ (A)+ · · · + γ n−1(A)

)
.

αn is the quantum analogue of the sample mean. �	
Let (Xi,Ai , µi) be a measure space (i = 1, 2). Recall that a positive linear map

M : L∞(X1,A1, µ1) → L∞(X2,A2, µ2) is called a Markov operator if it satisfies
M1 = 1 and fn ↘ 0 implies Mfn ↘ 0. For mappings defined between von Neumann
algebras, the monotone continuity is called normality. In the case that M and N are von
Neumann algebras, a coarse-graining M → N will be always supposed to be normal.
Our concept of coarse-graining is the analogue of the Markov operator.

We mostly mean that a coarse-graining transforms observables to observables corre-
sponding to the Heisenberg picture and in this case we assume that it is unit preserving.
The dual of such a mapping acts on states or on density matrices and it will be called
coarse-graining as well.

We recall some well-known results from mathematical statistics, see [24] for details.
Let (X,A) be a measurable space and let P = {Pθ : θ ∈ �} be a set of probability

measures on (X,A). A sub-σ -algebra A0 ⊂ A is sufficient for P if for allA ∈ A, there
is an A0-measurable function fA such that for all θ ,

fA = Pθ(A|A0) Pθ − almost everywhere,

that is,

Pθ(A ∩ A0) =
∫

A0

fAdPθ (2)

for all A0 ∈ A0 and for all θ . It is clear from this definition that if A0 is sufficient then
for all Pθ there is a common version of the conditional expectation Eθ [g|A0] for any
measurable step function g, or, more generally, for any function g ∈ ∩θ∈�L1(X,A, Pθ ).

In the most important case, the family P is dominated, that is there is a σ -finite
measure µ such that Pθ is absolutely continuous with respect to µ for all θ , this will be
denoted by P << µ. The following lemma is a useful tool in examining sufficiency.
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Lemma 1. If P is dominated, then there is a countable subset {P1, P2. . . .} ⊆ P such
that Pθ(A) = 0 holds for all θ ∈ � if and only if Pn(A) = 0 holds for all n ∈ N.

It follows that if P is dominated then there is a (possibly infinite) convex combination
P0 = ∑

n cnPn, Pn ∈ P , such that P ≡ P0, that is, Pθ << P0 and P(A) = 0 for all θ
implies P0(A) = 0.

For our purposes, it is more suitable to use the following characterization of suffi-
ciency in terms of randomization.

Let Pi = {Pi,θ : θ ∈ �} be dominated families of probability measures on (Xi,Ai ),
such thatPi ≡ µi , i = 1, 2.We say that (X2,A2,P2) is a randomization of (X1,A1,P1),
if there exists a Markov operatorM : L∞(X2,A2, µ2) → L∞(X1,A1, µ1), satisfying

∫

(Mf )dPθ,1 =
∫

f dPθ,2 (θ ∈ �, f ∈ L∞(X2,A2,P2)).

If also (X1,A1,P1) is a randomization of (X2,A2,P2), then (X1,A1,P1) and (X2,A2,

P2) are statistically equivalent.
For example, let P ≡ P0 and let A0 ⊆ A be a subalgebra. Then (X,A0,P|A0) is

obviously a randomization of (X,A,P), where the Markov operator is the inclusion
L∞(X,A0, P0|A0) → L∞(X,A, P0). On the other hand, if A0 is sufficient, then the
map

f �→ E[f |A0], E[f |A0] = Eθ [f |A0], Pθ almost everywhere,

is a Markov operator L∞(X,A, P0) → L∞(X,A0, P0|A0) and
∫

E[f |A0]dPθ |A0 =
∫

f dPθ (f ∈ L∞(X,A, P0), θ ∈ �).

We have the following characterizations of sufficient subalgebras.

Proposition 1. Let P be a dominated family and let A0 ⊆ A be a subalgebra. The
following are equivalent.

(i) A0 is sufficient for P .
(ii) There exists a measure P0 such that P ≡ P0 and dPθ/dP0 is A0-measurable for

all θ .
(iii) (X,A,P) and (X,A0,P|A0) are statistically equivalent.

Let F be a family of measurable mappings (X,A) → (X1,A1), then the σ -algebra
generated by F is the sub-σ -algebra in A, generated by {f−1(B) : f ∈ F, B ∈ A1}.
It follows from the above proposition that if P ≡ P0, then the σ -algebra generated by
{dPθ/dP0 : θ ∈ �} is sufficient for P , moreover, it is contained in any other sufficient
subalgebra in A. Such subalgebras are called minimal sufficient.

A classical sufficient statistic for the familyP is a measurable mappingT : (X,A) →
(X1,A1) such that the sub-σ -algebra generated by T is sufficient for P . To any statistic
T , we associate a Markov operator

T̃ : L∞(X1,A1, P
T
0 ) → L∞(X,A, P0), (T̃ g)(x) = g(T (x)).

Obviously, (X1,A1,PT ) is a randomization of (X,A,P). As in the case of subalgebras,
we have

Proposition 2. The statistic T : (X,A) → (X1,A1) is sufficient for P if and only
if (X,A,P) and (X1,A1,PT ) are statistically equivalent.
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Proposition 3. (Factorization criterion). Let P << µ. The statistic T : (X,A) →
(X1,A1) is sufficient for P if and only if there is an A1-measurable function gθ for all
θ and an A-measurable function h such that

dPθ

dµ
(x) = gθ (T (x))h(x) Pθ − almost everywhere.

We describe an important example of a dominated family.

Example 3. A set of measures P = {Pθ , θ ∈ �} << µ is an exponential family if there
are functions ξ1, . . . , ξm : � → R and measurable functions T1, . . . , Tm : X → R

such that for all θ ∈ �,

dPθ

dµ
(x) = 1

Z(θ)
exp

(
m∑

i=1

ξi(θ)Ti(x)

)

h(x) ,

where Z(θ) = ∫
exp

(∑m
i=1 ξi(θ)Ti(x)

)
h(x)dµ. The parameter space � is usually

supposed to be an open set such that the integral Z(θ) converges for θ ∈ �.
All elements in an exponential family P are mutually equivalent, that is, Pθ1 << Pθ2

for all θ1, θ2 ∈ �. We therefore have P ≡ P0 := Pθ0 for arbitrary θ0 ∈ �. If P << µ

is a family of probability measures such that the elements are mutually equivalent, then
P is an exponential family if and only if the linear space spanned by the functions
{log dP

dµ
, P ∈ P}, is finite dimensional.

From Proposition 2 and the remarks following it, it is clear that (T1, . . . , Tn) is a
sufficient statistic and the σ -algebra generated by the functions {T1, . . . , Tn} is minimal
sufficient for P . More about exponential families can be found, for example, in [2]. �	

Next we formulate the non-commutative setting. Let M be a von Neumann algebra
and M0 be its von Neumann subalgebra. Assume that a family S := {ϕθ : θ ∈ �}
of normal states are given. (M,S) is called statistical experiment. The subalgebra
M0 ⊂ M is sufficient for (M,S) if for every a ∈ M, there is α(a) ∈ M0 such that

ϕθ (a) = ϕθ (α(a)) (θ ∈ �) (3)

and the correspondence a �→ α(a) is a coarse-graining. (Note that a positive mapping
is automatically completely positive if it is defined on a commutative algebra.)

Example 4. Consider a bipartite system H = HA ⊗ HB and a family {ϕθ : θ ∈ �}
of states on H. Assume that the expectation value of all observables localized at A is
known to us, that is, we know the restriction of ϕθ ’s to B(HA) (or the reduced density
matrices). This information is not sufficient in general to decide about θ . We impose the
further condition that HA = HL ⊗ HR and the factorization

ϕθ = ϕ0
θ ⊗ ϕRB,

where ϕ0
θ is a state on B(HL) and the state ϕRB of B(HR)⊗ B(HB) is independent of

the parameter θ . In this case the restriction of the unknown state to B(HL) determines
the true value of the parameter θ and ϕθ is recovered uniquely. Even in the case that
we do not know all expectations of observables on A, sufficiency of B(HL) means that
having access to L is as good as having access to all of AB, for any estimation task.

This example is close to typical. In the general case, however, the relation of the
subalgebras B(HL) and B(HA) is more subtle. �	
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For a normal state ϕ on a von Neumann algebra, we denote its support projection by
suppϕ. The following lemma is a quantum version of Lemma 1.

Lemma 2. Assume that the von Neumann algebra M admits a faithful normal state ψ .
Let S = {ϕθ : θ ∈ �} be a family of normal states on M. Then there is a sequence
(ϕn) of states in S and a normal state

ω =
∞∑

n=1

λnϕn

such that suppϕθ ≤ suppω for all θ ∈ �.

Proof. Let {pi : i ∈ I } be a set of pairwise orthogonal projections in M, thenψ(pi) > 0
and ψ(

∑
i pi) ≤ 1, therefore any such set must be at most countable.

We set

P = {pθ = suppϕθ : θ ∈ �}
and show that there is a countable subset {p1, p2, . . .} ⊂ P , such that supθ pθ = supn pn.

Let C be the set of at most countable subsets in P , ordered by inclusion. Consider
all chains in C, such that if C ⊂ D in the chain, then supC �= supD. It is clear that
each such chain has at most countably many elements. Let {C1, C2, . . .} be a maximal
such chain and let C = ∪nCn = {p1, p2, . . .}. Then supn pn = supθ pθ . Indeed, if
supn pn �= supθ pθ , then there is an element p ∈ P , such that supC �= supC ∪ {p},
which contradicts the maximality of {C1, C2, . . .}.

Let now ϕ1, ϕ2, . . . be elements in S such that suppϕn = pn. Choose a sequence
λ1, λ2, . . . such that λn > 0 for all n and

∑
n λn = 1 and put ω = ∑

λnϕn. Then it is
clear that suppω = supn pn and suppϕθ ≤ suppω for all θ . �	

Throughout the paper, we suppose that the hypothesis of the above lemma is satisfied,
that is, the von Neumann algebras considered admit a faithful normal state. The algebra
B(H) satisfies this condition if and only if the Hilbert space H is separable.

When the states ϕn belong to S and for

ω :=
∞∑

n=1

λnϕn

the condition suppϕθ ≤ suppω holds for all θ ∈ �, we say that S is dominated by ω.

3. Sufficient Subalgebras and Coarse-Grainings

In the study of sufficient subalgebras monotone quasi-entropy quantities play an impor-
tant role. The relative entropy and the transition probability are examples of those
[15, 12].

Let ϕ and ω be normal states of a von Neumann algebra and let ξϕ and ξω be the
representing vectors of these states from the natural positive cone (see below). Then the
transition probability is defined as

PA(ϕ, ω) = 〈ξϕ, ξω〉.

In case of density matrices this reduces to PA(D1,D2) = Tr(D1/2
1 D

1/2
2 ).

The next theorem is essentially Thm 9.5 from [12].
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Theorem 1. Let (M, {ϕθ : θ ∈ �}) be a statistical experiment and let M0 ⊂ M be
von Neumann algebras. Assume that {ϕθ : θ ∈ �} is dominated by a faithful normal
state ω. Then the following conditions are equivalent:

(i) M0 is sufficient for (M, ϕθ ).
(ii) PA(ϕθ , ω) = PA(ϕθ |M0, ω|M0) for all θ .
(iii) [Dϕθ ,Dω]t = [D(ϕθ |M0),D(ω|M0)]t for every real t and for every θ .
(iv) [Dϕθ ,Dω]t ∈ M0 for all real t and every θ .
(v) The generalized conditional expectation Eω : M → M0 leaves all the states ϕθ

invariant.

We omit the proof but explain the conditions. Since ω is assumed to be faithful and
normal, it is convenient to consider a representation of M on a Hilbert space H such that
ω is induced by a cyclic and separating vector . Given a normal state ψ the quadratic
form a �→ ψ(aa∗) (a ∈ M) determines the relative modular operator �(ψ/ω) as

ψ(aa∗) = ‖�(ψ/ω)a‖2 (a ∈ M).

The vector �(ψ/ω)1/2 is the representative of ψ from the so-called natural positive
cone (which is actually the set of all such vectors). The Connes’ cocycle

[Dψ,Dω]t = �(ψ/ω)it�(ω/ω)−it

is a one-parameter family of contractions in M, unitaries whenψ is faithful. The modular
group of ω is a group of automorphisms defined as

σt (a) = �(ω/ω)ita�(ω/ω)−it (t ∈ R).

The Connes’ cocycle is the quantum analogue of the Radon-Nikodym derivative of
measures.

The generalized conditional expectation Eω : M → M0 is defined as

Eω(a) = J0PJa,

where J is the modular conjugation on the Hilbert space H, J0 is that on the closure H0
of M0 and P : H → H0 is the orthogonal projection [1] . There are several equiv-
alent conditions which guarantee that Eω is a conditional expectation, for example,
σt (M0) ⊂ M0 (Takesaki’s theorem, [12]).

More generally, let M1 and M2 be von Neumann algebras and let σ : M1 → M2
be a coarse-graining. Suppose that a normal state ϕ2 is given and ϕ1 := ϕ2 ◦σ is normal
as well. Let �i be the representing vectors in given natural positive cones and Ji be the
modular conjugations (i = 1, 2).

From the modular theory we know that

pi := JiMi�i

is the support projection of ϕi (i = 1, 2).
The dual σ ∗

ϕ2
: p2M2p2 → p1M1p1 of σ is characterized by the property

〈a1�1, J1σϕ2(a2)�1〉 = 〈σ(a1)�2, J2a2�2〉 (ai ∈ Mi , i = 1, 2) (4)

(see Prop. 8.3 in [12]).
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Example 5. Let M be a von Neumann algebra and ω be a normal state. For a ∈ Msa

define the state [ωa] as the minimizer of

ψ �→ S(ψ, ω)− ψ(a). (5)

We define the quantum exponential family as

S = {ϕθ := [ω
∑
i θiai ], θ ∈ �}, (6)

where a1, a2, . . . , an are self-adjoint operators from M and � ⊆ R
n is the parameter

space. Let M be finite dimensional, and assume that the density of ω is written in the
form eH , H = H ∗ ∈ M. Then the density of ϕθ is nothing else but

Dθ = exp
(
H +∑

i θiai
)

Tr exp
(
H +∑

i θiai
) , (7)

which is a direct analogue of the classical exponential family.
Returning to the general case, note that the support of the statesϕθ is suppω. For more

details about perturbation of states, see Chap. 12 of [12], here we recall the analogue of
(7) in the general case. We assume that the von Neumann algebra is in a standard form
and the representative of ω is from the positive cone. Let�ω be the modular operator
of ω then ϕθ of (6) is the vector state induced by the unit vector

�θ :=
exp 1

2

(
log�ω +∑

i θiai

)


∥
∥
∥ exp 1

2

(
log�ω +∑

i θiai

)


∥
∥
∥
. (8)

(This formula holds in the strict sense if ω is faithful, since�ω is invertible in this case.
For non-faithful ω the formula is modified by the support projection.)

In the next theorem σωt denotes the modular automorphism group of ω, σωt (a) =
�it
ωa�

−it
ω .

Theorem 2 ([14]). Let M be a von Neumann algebra with a faithful normal state ω and
M0 be a subalgebra. For a1, a2, . . . , an ∈ Asa the following conditions are equivalent:

(i) M0 is sufficient for the exponential family (6).
(ii) σωt (ai) ∈ M0 for all t ∈ R and 1 ≤ i ≤ n.
(iii) For the generalized conditional expectation Eω : M → M0, Eω(ai) = ai holds,

1 ≤ i ≤ n.

Note that Theorem 1 (iv) and Theorem 2 implies that if the subalgebra M0 is suffi-
cient for the finite set of states {[ωa1 ], . . . , [ωan ]}, then it is sufficient for the whole
exponential family (6).

We will now define sufficient coarse-grainings. Let N , M be C*-algebras and let
σ : N → M be a coarse-graining. By Proposition 2, the classical definition of suffi-
ciency can be generalized in the following way: we say that σ is sufficient for the
statistical experiment (M, ϕθ ) if there exists a coarse-graining β : M → N such that
ϕθ ◦ σ ◦ β = ϕθ for every θ .

Let us recall the following well-known property of coarse-grainings, see 9.2 in [23].
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Lemma 3. Let M and N be C*-algebras and let σ : N → M be a coarse-graining.
Then

Nσ := {a ∈ N : σ(a∗a) = σ(a)σ (a)∗ and σ(aa∗) = σ(a)∗σ(a)} (9)

is a subalgebra of N and

σ(ab) = σ(a)σ (b) and σ(ba) = σ(b)σ (a) (10)

holds for all a ∈ Nσ and b ∈ N .

We call the subalgebra Nσ the multiplicative domain of σ .
Let now N and M be von Neumann algebras and let ω be a faithful normal state on

M such that ω ◦ σ is also faithful. Let

N1 = {a ∈ N , σ ∗
ω ◦ σ(a) = a}.

It was proved in [16] that N1 is a subalgebra of Nσ , moreover, a ∈ N1 if and only if
σ(a∗a) = σ(a)∗σ(a) and σ(σω◦σ

t (a)) = σωt (σ (a)). The restriction of σ to N1 is an
isomorphism onto

M1 = {b ∈ M, σ ◦ σ ∗
ω(b) = b}.

The following theorem was proved in [16] in the case when ϕθ are faithful states.

Theorem 3. Let M and N be von Neumann algebras and let σ : N → M be a
coarse-graining. Suppose that (M, ϕθ ) is a statistical experiment dominated by a state
ω such that both ω and ω ◦ σ are faithful and normal. Then the following properties are
equivalent:

(i) σ(Nσ ) is a sufficient subalgebra for (M, ϕθ ).
(ii) σ is a sufficient coarse-graining for (M, ϕθ ).
(iii) PA(ϕθ , ω) = PA(ϕθ ◦ σ, ω ◦ σ).
(iv) σ([Dϕθ ◦ σ,Dω ◦ σ ]t ) = [Dϕθ ,Dω]t .
(v) M1 is a sufficient subalgebra for (M, ϕθ ).
(vi) ϕθ ◦ σ ◦ σ ∗

ω = ϕθ .

Proof. Suppose (i), then there is a coarse-graining γ : M → σ(Nσ ), preserving ϕθ . It
is easy to see that the restriction of σ to Nσ is invertible. Let α be the inverse of this
restriction and put

β = α ◦ γ.
Then β : M → N is a coarse-graining such that ϕθ ◦ σ ◦ β = ϕθ and (ii) is proved.

The implication (ii) ⇒ (iii) follows from monotonicity of the transition probability,
(iii) ⇒ (iv) was proved in [12, 16] (faithfulness of ϕθ is not needed in that proof).

Suppose (iv) and denote ut = [Dϕθ ◦ σ,Dω ◦ σ ]t , vt = [Dϕθ ,Dω]t . Then we have
σ(ut ) = vt for all t . Let pθ = suppϕθ , qθ = suppϕθ ◦σ . Putting t = 0 in the condition
(iv), we get σ(qθ ) = pθ and

σ(utu
∗
t ) = σ(qθ ) = pθ = vtv

∗
t = σ(ut )σ (ut )

∗ .

On the other hand, σ(ut )∗σ(ut ) ≤ σ(u∗
t ut ) by Schwartz inequality and from

ω(σ(ut )
∗σ(ut )) = ω(v∗

t vt ) = ω(σωt (pθ )) = ω(pθ ),

ω(σ (u∗
t ut )) = ω ◦ σ(u∗

t ut ) = ω ◦ σ(σω◦σ
t (qθ )) = ω(pθ ),
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we get σ(u∗
t ut ) = σ(ut )

∗σ(ut ). Hence ut ∈ Nσ for all t . Further, by the cocycle
condition and Lemma 3,

σ(σω◦σ
s (ut )) = σ(u∗

s us+t ) = v∗
s vt+s = σωs (σ (ut )),

therefore vt ∈ M1 and by Theorem 1, M1 is sufficient and (v) is proved. As M1 is a
subalgebra in σ(Nσ ), this implies (i).

Finally, we prove that (ii) is equivalent to (vi). First, note that a coarse-graining is
sufficient for (M, ϕθ ) if and only if it is sufficient for (M, ψθ ), where

ψθ = εϕθ + (1 − ε)ω

for some 0 < ε < 1.
As the states ψθ are faithful and ω = ∑

n λnψn, it follows from the results in [16]
that σ is sufficient if and only if ψθ ◦ σ ◦ σ ∗

ω = ψθ for all θ . Since, by definition,
ω ◦ σ ◦ σ ∗

ω = ω, this is equivalent to (vi). �	

The previous theorem applies to a measurement which is essentially a positive map-
ping N → M from a commutative algebra. The concept of sufficient measurement
appeared also in [3]. For a non-commuting family of states, there is no sufficient mea-
surement.

We also have the following characterization of sufficient coarse-grainings in terms
of relative entropy, see [14].

Proposition 4. Under the conditions of Theorem 3, suppose that S(ϕθ , ω) is finite for
all θ . Then σ is a sufficient coarse-graining if and only if

S(ϕθ , ω) = S(ϕθ ◦ σ, ω ◦ σ).

The equality in inequalities for entropy quantities was studied also in [19, 20]. For
density matrices, it was shown that the equality in Proposition 4 is equivalent to

σ(log σ ∗(Dθ )− log σ ∗(Dω0)) = logDθ − logDω,

where σ ∗ is the dual mapping of σ on density matrices.
Let us now show how Theorems 1 and 3 can be applied if the dominating state ω

is not faithful. Suppose that p = suppω, q = suppω ◦ σ . We define the map α :
qNq → pMp by α(a) = pσ(a)p. Then α is a coarse-graining such that α∗

ω = σ ∗
ω and

ϕθ ◦ σ(a) = ϕθ ◦ α(qaq) for all θ . We check that α is sufficient for (pMp, ϕθ |pMp)

if and only if σ is sufficient for (M, ϕθ ). Indeed, let β̃ : pMp → qNq be a coarse-
graining such that ϕθ |pMp ◦ α ◦ β̃ = ϕθ |pMp and let β : M → N be defined by

β(a) = β̃(pap)+ ω(a)(1 − q).

Then β is a coarse-graining and

ϕθ ◦ σ ◦ β(a) = ϕθ ◦ σ(qβ(a)q)) = ϕθ ◦ α ◦ β̃(pap) = ϕθ (pap) = ϕθ (a).

The converse is proved similarly, taking β̃(a) = qβ(a)q for a ∈ pMp.
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4. Factorization

Let M be a von Neumann algebra and let ω be a faithful state on M. Let M0 ⊂ M
be a subalgebra and assume that it is invariant under the modular group σωt of ω. Let
M1 = M′

0 ∩ M be the relative commutant. We show that M1 is invariant under σωt as
well. If a ∈ M0 and b ∈ M1, then for t ∈ R, we have

aσωt (b) = σωt
(
σω−t (a)b

) = σωt
(
bσω−t (a)

) = σωt (b)a.

Hence M1 is invariant under σωt . Let ω0, ω1 be the restrictions of ω to M0 and M1.
Then σωt |M0 = σ

ω0
t and σωt |M1 = σ

ω1
t are known facts in modular theory.

Recall that the entropy of a state ϕ of a C*-algebra is defined as

S(ϕ) := sup
{∑

i

λiS(ϕi, ϕ) :
∑

i

λiϕi = ϕ
}
,

see (6.9) in [12]. For the sake of simplicity, we will suppose in the rest of this section
that the state ω has finite von Neumann entropy S(ω). Then M must be a countable
direct sum of type I factors, see Theorem 6.10. in [12]. Let τ be the canonical normal
semifinite trace on M and let Dω be the density of ω with respect to τ , then

σωt (a) = Ditω aD
−it
ω , a ∈ M.

As the subalgebras M0 and M1 are invariant under σωt , we have by
Proposition 6.7. in [12] that S(ω0), S(ω1) ≤ S(ω) < ∞. It follows that both M0
and M1 must be countable direct sums of type I factors as well.

Let Dω0 ∈ M0 and Dω1 ∈ M1 be the densities of ω0 and ω1 with respect to the
canonical traces τ0 := τ |M0 and τ1 := τ |M1. Then for a ∈ M0,

Ditω aD
−it
ω = σωt (a) = σ

ω0
t (a) = Ditω0

aD−it
ω0
.

It follows thatwt := D−it
ω0
Ditω is a unitary operator in M1 and the operatorsDitω0

andDisω
commute for all t, s ∈ R. It is easy to see thatwt is a strongly continuous one-parameter
group. Moreover, we have for a ∈ M1,

wtaw
∗
t = Ditω aD

−it
ω = σ

ω1
t (a) = Ditω1

aD−it
ω1
.

Therefore, the unitary zt = D−it
ω1
wt is in the center of M1. Again,wt andDisω1

commute
for all t , s and it is easy to see that zt = zit for some positive element z in the center of
M1. Putting all together, we get

Dω = Dω0Dω1z . (11)

The following theorem is a generalization of the classical factorization theorem.

Theorem 4. Let (M,S) be a statistical experiment dominated by a faithful normal state
ω such that S(ω) < ∞. Let M0 ⊂ M be a von Neumann subalgebra invariant with
respect to the modular group σωt . Then M0 is sufficient for S if and only if

Dθ = Dθ,0Dω1z, (12)

where Dθ , Dθ,0 and Dω1 are the densities of ϕθ , ϕθ |M0 and ω|M′
0 ∩ M, respectively

and z is a positive operator from the center of M′
0 ∩ M.
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Proof. By the assumptions and (11), we have Ditω = Ditω0
Ditω1

zit . If M0 is sufficient,
then

ut := Ditθ D
−it
ω = [Dϕθ ,Dω]t = [Dϕθ |M0 ,Dω0]t = Ditθ,0D

−it
ω0
,

hence Ditθ = utD
it
ω = Ditθ,0D

it
ω1
zit and (12) follows.

Conversely, let (12) be true, then ut = Ditθ,0D
−it
ω0

and M0 is sufficient. �	
The essence of the factorization (12) is that the first factor is the reduced density and

the rest is independent of θ .
From Theorem 1 (iv), it follows that the subalgebra generated by the partial isometries

{[Dϕθ ,Dω]t : t ∈ R} is minimal sufficient, that is, it is sufficient and contained in any
sufficient subalgebra. Moreover, it is invariant under σωt . We will denote this subalgebra
by MS . By Theorem 4, we have the decompositions:

Dθ = DS,θDRzS , Dω = DS,ωDRzS , (13)

whereDS,θ ,DS,ω are the densities of the restrictions ϕθ |MS andω|MS with respect to
the canonical trace τS , it will be called the S-decomposition. The next theorem shows
that each decomposition of the form (12) is given by an invariant sufficient subalgebra
and (13) is the maximal one.

Theorem 5. Let us suppose that there is a decompositionDθ = LθR, with some positive
operators Lθ , R in M, such that suppR = I and R commutes with all Lθ . Let ML

be the von Neumann algebra generated by {Lθ : θ ∈ �}. Then ML is sufficient and
invariant under σωt . Moreover,

Lθ = DS,θR0 ,

where DS,θ is given by (13) and R0 ∈ ML is a positive element commuting with all
DS,θ .

Proof. We haveDω = ∑
n λnDθn = ∑

n λnLθnR, hence
∑
n λnLθn converges strongly

to some positive operator Lω ∈ ML, such that Dω = LωR. For a ∈ ML, we get

Ditω aD
−it
ω = LitωaL

−it
ω ∈ ML,

and ML is invariant under σωt . It follows also that there is a density operatorDωL ∈ ML

of the restriction ωL := ω|ML, such thatDωLc = Lω for some c ∈ M′
L ∩ ML. More-

over, it is easy to see that MS ⊂ ML, so that ML is sufficient and the densities of
ϕθ |ML satisfy

Ditθ,Lc
it = [Dϕθ |ML,DωL]tD

it
ωL
cit = [Dϕθ ,Dω]tL

it
ω = Litθ .

By Theorem 4, there is a decomposition Dθ,L = DS,θDR,LzL, such that DR,LzL ∈
M′

S ∩ ML. Putting all together, we get

Lθ = Dθ,Lc = DS,θR0 ,

where R0 = DR,LzLc ∈ M′
S ∩ ML. �	
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It is easy to see that the S-decomposition is, up to a central element in MS , the
unique decomposition having the property described in the previous theorem.

Keeping the assumptions of Theorem 4, let us suppose that M acts on some Hilbert
space H. The relative commutant M1 := M′

0 ∩ M is a countable direct sum of factors
of type I, hence there is an orthogonal family of minimal central projections pn such
that

∑
n pn = 1. Therefore, z = ∑

n znpn, with some zn > 0. Moreover, there is a
decomposition

H =
⊕

n

HL
n ⊗ HR

n , pn : H → HL
n ⊗ HR

n (14)

such that, up to isomorphism,

M1 =
⊕

n

CIHL
n

⊗ B(HR
n ), (M1)

′ =
⊕

n

B(HL
n )⊗ CIHR

n

From Dω1 ∈ M1 and Dθ,0 ∈ M0 ⊆ (M1)
′, we have

pnDω1 = cRn (IHL
n

⊗DRn ), pnDθ,0 = cLn (θ)(D
L
n (θ)⊗ IHR

n
),

where DRn is a density operator in B(HR
n ), D

L
n (θ) is a density operator in B(HL

n ) and
cRn , c

L
n (θ) > 0. From this, we get

Dθ = Dθ,0Dω1z =
∑

n

znpnDθ,0pnDω1 =
∑

n

ϕθ (pn)D
L
n (θ)⊗DRn (15)

Let now M = B(H) for some Hilbert space H and let MS ⊆ B(H) be the min-
imal sufficient subalgebra. From (14) and (15), we obtain the following form of the
S-decomposition:

H =
⊕

n

HS
n ⊗ HR

n , pS
n : H → HS

n ⊗ HR
n ,

Dθ = DS,θDRzS =
∑

n

ϕθ (p
S
n )D

S
n (θ)⊗DR

n .

Note that if the dimension of H is finite, then it can be shown from Theorem 5 that this
gives the maximal decomposition, obtained by Koashi and Imoto in [7].

Let K be a Hilbert space. The next theorem shows how sufficient mappings B(K) →
B(H) can be characterized in terms of the S-decomposition.

Theorem 6. A coarse-graining α : B(K) → B(H) is sufficient for the experiment
(B(H),S) if and only if there is a decomposition K = ⊕

nKL
n ⊗ KR

n , qn : K →
KL
n ⊗ KR

n , unitaries Un : KL
n → HS

n and coarse-grainings α2,n : B(KR
n ) → B(HR

n )

such that

(i) for all n, α(qn) = pS
n and the restriction αn := α|qnB(K)qn has the form

αn = α1,n ⊗ α2,n, α1,n(a) = UnaU
∗
n , a ∈ B(KL

n ),

(ii) the densities are decomposed as

α∗(Dθ ) = α∗
ω(DS,θ )α∗(DRzS) =

∑

n

ϕθ (p
S
n )U

∗
nD

S
n (θ)Un ⊗ α∗

2,n(D
R
n ).
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Moreover, (ii) is the S ◦ α-decomposition of α∗(Dθ ).

Proof. Let MS◦α ⊂ B(K) be the minimal sufficient subalgebra for the experiment
(B(K),S ◦ α). If α is sufficient, then by Theorem 3, MS◦α is in the multiplicative
domain of α and the restriction α|MS◦α is a *-isomorphism onto MS . Hence, MS◦α
has the same structure as MS . Namely, there is a decomposition K = ⊕

nKL
n ⊗ KR

n

such that

MS◦α =
⊕

n

B(KL
n )⊗ CIKR

n

and the corresponding central projections satisfy α(qn) = pS
n . Moreover, there are uni-

tariesUn : KL
n → HS

n , such that if a ∈ MS◦α , a = ∑
n an⊗IKR

n
for some an ∈ B(KL

n ),
then α(a) = ∑

n UnanU
∗
n ⊗ IHR

n
.

Let b ∈ M′
S◦α , then for a ∈ MS ,

α(b)a = α(b)α(α−1(a)) = α(bα−1(a)) = α(α−1(a)b) = aα(b),

so that α(b) ∈ M′
S . Consequently, α(bqn) = α(b)pS

n ∈ M′
Sp

S
n and if bn ∈ B(KR

n ),
then αn(IKL

n
⊗ bn) = IHS

n
⊗ b′

n for some b′
n ∈ B(HR

n ). It is clear that the map α2,n :

bn �→ b′
n is a coarse-graining B(KR

n ) → B(HR
n ). We also have

αn(an ⊗ bn) = αn((an ⊗ IKR
n
)(IKL

n
⊗ bn)) = αn(an ⊗ IKR

n
)αn(IKL

n
⊗ bn)

= UnanU
∗
n ⊗ α2,n(bn),

hence αn = α1,n ⊗ α2,n and (i) is proved.
Let Dθ,1 be the density of the restriction of ϕθ ◦ α to MS◦α with respect to the

canonical trace τ1 = τS ◦ α. Then it is clear that Dθ,1 = α−1(DS,θ ) = α∗
ω(DS,θ ). Let

a ∈ B(K), then

Trα∗(Dθ )a = TrDθα(a) = Trα(Dθ,1)DRzSα(a) = TrDθ,1α
∗(DRzS)a

and (ii) follows.
Conversely, if (i) and (ii) are satisfied, then it is quite clear that the Connes’ cocycles

satisfy α([Dϕθ ◦ α,Dω ◦ α]t ) = [Dϕθ ,Dω]t and α is sufficient. �	

Corollary 1. Let H and K be finite dimensional and suppose that α : B(K) → B(H)
is a completely positive map, with the Kraus representation α(a) = ∑

i ViaV
∗
i . Then α

is sufficient for (B(H),S) if and only if there is a decomposition K = ⊕
nKL

n ⊗ KR
n

and

Vi =
∑

n

Un ⊗ Li,n,

where Un : KL
n → HS

n are unitary and Li,n : KR
n → HR

n are linear maps such that∑
i Li,nL

∗
i,n = IHR

n
.
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Proof. By Theorem 6, if α is sufficient, then there is a decomposition K = ⊕
nKL

n ⊗KR
n

and the corresponding projections qn satisfy α(qnaqm) = pS
n α(a)p

S
m. Consequently

α(a) =
∑

n,m

pS
n α




∑

k,l

qkaql



pS
m =

∑

n,m

pS
n α(qnaqm)p

S
m

=
∑

i

(
∑

n

pS
n Viqn

)

a

(
∑

m

qmV
∗
i p

S
m

)

Let Vi,n := pS
n Viqn, then Vi,n : B(KL

n ⊗ KR
n ) → B(HS

n ⊗ HR
n ) and

∑

i

Vi,naV
∗
i,n = αn(a), a ∈ B(KL

n ⊗ KR
n ).

Moreover, there are unitaries Un : KL
n → HS

n and coarse-grainings α2,n : B(KR
n ) →

B(HR
n ) such thatαn = α1,n⊗α2,n, in fact, it is easy to see thatα2,n have to be completely

positive. This implies that there are linear mapsKi,n : KR
n → HR

n ,
∑
i Ki,nK

∗
i,n = IHR

n
,

such that

αn(a) =
∑

i

(
Un ⊗Ki,n

)
a(Un ⊗Ki,n)

∗

is another Kraus representation of αn. Hence there are {µni,j },
∑
i µ

n
i,j µ̄

n
i,k = δj,k , such

that Vi,n = Un ⊗∑
j µ

n
i,jKj,n. Similarly, there are νi,j ,

∑
i νi,j ν̄i,k = δj,k , such that

Vi =
∑

j

νi,j (
∑

n

Vj,n) =
∑

n

Un ⊗ Li,n,

where Li,n = ∑
j,k νi,jµ

n
j,kKk,n. The converse is obvious. �	

As another corollary, we obtain a result previously proved in [7].

Corollary 2. Let H be a finite dimensional Hilbert space and let α : B(H) → B(H)
be completely positive, with Kraus representation α(a) = ∑

i ViaV
∗
i . Then α preserves

all states ϕθ ∈ S if and only if

Vi =
∑

n

IHS
n

⊗ Li,n,

where
∑
i Li,nL

∗
i,n = IHR

n
and Li,n commutes with DR

n for all i, n.

Proof. Let α satisfy ϕθ ◦α = ϕθ for all θ , then α is obviously sufficient and by Theorem
6 and Corollary 1, Vi = ∑

n Un ⊗ Li,n and

Dθ = α∗(Dθ ) =
∑

n

ϕθ (p
S
n )U

∗
nD

S
n (θ)Un ⊗ α∗

2,n(D
R
n ).

It follows that UnDS
n (θ)U

∗
n = DS

n (θ) and α∗
2,n(D

R
n ) = ∑

i L
∗
i,nD

R
n Li,n = DR

n for all

θ and n. By construction of the S-decomposition, the operatorsDS
n (θ) generateB(HS

n ),
hence Un = IHS

n
. Moreover, the operator DR

n is in the fixed point space of α∗
2,n if and

only if it commutes with the Kraus operators Li,n for all i, [6].
The converse statement is obvious. �	
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5. Strong Subadditivity of Entropy

Let H = HA ⊗ HB ⊗ HC and let ωABC be a normal state on B(H) with restrictions
ωB,ωAB and ωBC . The von Neumann entropies satisfies the strong subadditivity

S(ωABC)+ S(ωB) ≤ S(ωAB)+ S(ωBC) , (16)

which was obtained by Lieb and Ruskai [8]. A concise proof using the Jensen operator
inequality is contained in [15] and [11] is a didactical presentation of the same ideas.
As we want to investigate the case of equality mostly, we suppose below that all the
involved entropies are finite. The case of equality was studied in several papers recently
but always restricted to finite dimensional Hilbert spaces [6, 9]. Our aim now is to allow
infinite dimensional spaces.

The strong subadditivity is equivalent to

S(ωAB, ϕ ⊗ ωB) ≤ S(ωABC, ϕ ⊗ ωBC), (17)

where ϕ is any state on B(HA) of finite entropy. This inequality is a consequence of
monotonicity of the relative entropy. Clearly, the equality in (16) is equivalent to equality
in (17).

Theorem 7. Let ωABC be a normal state on B(H) such that the von Neumann entropies
S(ωABC), S(ωBC) and S(ωB) are finite. Suppose that

S(ωABC)+ S(ωB) = S(ωAB)+ S(ωBC).

Then there is a decomposition pBHB = ⊕
nHL

nB ⊗ HR
nB , pB = suppωB , such that the

density operator of ωABC satisfies

DABC =
∑

n

ωB(pn)D
L
n ⊗DRn , (18)

where DLn ∈ B(HA) ⊗ B(HL
nB) and DRn ∈ B(HR

nB) ⊗ B(HC) are density operators
and pn ∈ B(HB) are the orthogonal projections HB → HL

nB ⊗ HR
nB .

Proof. Let ϕ be a faithful state onB(HA)with finite entropy. Then equality in the strong
subadditivity is equivalent to

S(ωAB, ϕ ⊗ ωB) = S(ωABC, ϕ ⊗ ωBC).

Let p and q be the support projection of ϕ ⊗ ωBC and ϕ ⊗ ωB , respectively. Then p =
IA ⊗pBC and q = IA ⊗pB , where pBC = suppωBC and pB = suppωB . Consider the
restricted experiment (pB(H)p,S), where S := {ωABC |pB(H)p, ϕ⊗ωBC |pB(H)p}.
Then S is dominated by the faithful state ϕ⊗ωBC |pB(H)p with finite entropy, and the
results of Sect. 4 apply.

Let α : qB(HAB)q → pB(H)p be the map

α : a �→ p(a ⊗ IC)p,

then α is a coarse-graining and

S(ωABC |pB(H))p, ϕ ⊗ ωBC |pB(H)p)
= S(ωABC |pB(H))p ◦ α, ϕ ⊗ ωBC |pB(H)p ◦ α).
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By Proposition 4, α is sufficient for the experiment (pB(H)p,S), equivalently, the
subalgebra M1 is sufficient for this experiment, by Theorem 3, (v). Since M1 is invari-
ant under σϕ⊗ωBC

t , the factorization results now imply that

DABC = DLDRz,

where DL ∈ M1, DR ∈ M′
1 are density operators and z ≥ 0 is in the center of M1.

We will now investigate the subalgebra M1.
Let N1 = {a ∈ qB(HAB)q, α

∗
ϕ⊗ωBC ◦ α(a) = a}, then M1 = α(N1). Each a ∈ N1

is in the multiplicative domain of α, that is

p(a∗a ⊗ IC)p = p(a∗ ⊗ IC)p(a ⊗ IC)p. (19)

This implies (I − p)(a ⊗ IC)p = p(a ⊗ IC)(I − p) = 0, hence (19) is satisfied
if and only if p commutes with a ⊗ IC . There is some DL0 ∈ N1, such that DL =
p(DL0 ⊗ IC)p = (DL0 ⊗ IC)p. Further, we clearly have pM′

1p ⊆ (N1 ⊗ IC)
′. From

this and from suppωABC ≤ p we get

DABC = pDABCp = (DL0 ⊗ IC)pD
Rpz = (DL0 ⊗ IC)D

R
0 z0,

where DR0 is an element in N ′
1 ⊗ B(HC) and z0 is in the center of N1 ⊗ IC .

On the other hand, N1 is the algebra of elements a ∈ qB(HAB)q, satisfying (19) and

p(σ
ϕ⊗ωB
t (a)⊗ IC)p = σ

ϕ⊗ωBC
t (a ⊗ IC).

Since p = IA ⊗ pBC , q = IA ⊗ pB and N1 is invariant under σϕ⊗ωB
t , it is easy

to see that N1 = B(HA) ⊗ NB , where NB is a subalgebra in pBB(HB)pB , invari-
ant under σωBt . Therefore, S(ωB |NB) ≤ S(ωB) < ∞ and we obtain a decomposition
pBHB = ⊕

nHL
nB ⊗ HR

nB such that

NB =
⊕

n

B(HL
nB)⊗ CIHR

nB
N ′
B =

⊕
CIHL

nB
⊗ B(HR

nB),

which implies (18). �	
The structure (18) of the density matrix ωABC is similar to the finite dimensional

situation discussed in [6, 9], however the direct sum decomposition may be infinite.
When the stateωABC is pure, Eq. (18) simplifies. In this case, the strong subadditivity

reduces to

S(ωAC) ≤ S(ωA)+ S(ωC),

which is simply the subadditivity. The equality holds here if ωAC = ωA ⊗ ωC . Since
the purification of a product state is a product vector, we have the product structure (18),
without the summation over n. Note that this kind of states were discussed in [21].

The decomposition (18) has a continuous version formulated in terms of direct inte-
grals (see [13] for references about the direct integral of fields of Hilbert spaces and
operators or [22]). Let (X,µ) be a measure space. Assume that for x ∈ X density matri-
cesDL(x) ∈ B(HA)⊗B(HL(x)) andDR(x) ∈ B(HR(x))⊗B(HC) such that HL(x)

and HR(x) are measurable fields of Hilbert spaces and the operator fields DL(x) and
DR(x) are measurable as well, x ∈ X. Given a probability density p(x) on X,

ωABC :=
∫

⊕
p(x)DL(x)⊗DR(x) dµ(x) (20)
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is a density on the Hilbert space HA ⊗ HB ⊗ HC , where

HB :=
∫

⊕
HL(x)⊗ HR(x) dµ(x) .

Then B(HA)⊗B(HB) is a sufficient subalgebra for the states ωABC and ωA ⊗ωBC . If
the measure µ is not atomic, then S(ωABC) = ∞.
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