
Abstract Foundations of sputtering profile evaluation
are discussed, which allow the conversion of a measured
sputtering profile, I = f(t), to a true element concentration
profile celem. = f(z), or in special cases to a phase profile
cphase = f(z). As a relatively new method for quantitative
thin film analysis, glow discharge optical emission spec-
trometry (GDOES) has the special advantage of a narrow
depth resolution function. Growing sputter crater profiles
can be eliminated by a deconvolution algorithm, as is
shown for TiN/TiAlN multilayers. The sputtering rate as a
function of depth may be also deduced by a special wedge
crater profile, which is sputtered into the material by an
ion beam under suitable beam control. Further informa-
tion on a phase depth profiling may be obtained by princi-
pal component analysis, as is discussed for AES and XPS
investigations of P implanted Ti. A special technique of
cross section imaging of thin layers is the analytical TEM,
which allows the parallel investigation of microstructure
and element distribution, as illustrated for a Cr-Fe multi-
layer.

1 Introduction

Thin layers and their structural and chemical characteriza-
tion have become more and more important during recent
years. This concerns, for example, gradient layers and al-
ternating layers in multilayer systems. Also the under-
standing of interface structures is of growing interest. These
arrangements are not only determined by the depth profile
of element concentrations but also by that of phase con-
centrations, as it can be evaluated by modern principal
component analysis. Because thin films down to mono-
layers are of growing interest, problems of layer influence
during sputtering by mixing, implantation and similar

processes become more and more awkward. From these
problems follows the demand for a low information depth
and for a good depth profile resolution down to one mono-
layer.

As to the obtained depth profile I(t) or c(z), modern
methods for depth profiling may be divided into 4 groups:

1. The surface layer is uncovered by ion sputtering and
then analyzed by means of Auger- or photoelectron
spectrometry (AES, XPS).

2. The sputtered part of the surface is immediately used
for depth profile analysis. This is the case for secondary
ion and sputter neutral mass spectrometry (SIMS,
SNMS) and for glow discharge optical emission spec-
trometry (GDOES).

3. Non-destructive depth profiling methods as total re-
flection X-ray fluorescence (TXRF) and Rutherford
backscattering (RBS).

4. A special method is the analytical TEM (ATEM),
which allows section analysis by EDXS and EELS af-
ter a complicated sample preparation.

Each of these methods has special advantages. AES com-
bines a depth resolution of only few nm with best lateral
resolution values of about 20 nm [1]. The main advantage
of XPS is the possibility to obtain chemical bonding in-
formation. Trace analyses down to hydrogen (Z = 1) with
detection limits below the ppm range can be obtained with
SIMS and SNMS. GDOES is a quick method with sput-
tering rates up to 100 nm/s [2], that does not need high
vacuum. On the other hand, one must renounce micro-
scopic lateral resolution. The special advantage of cross-
section analysis in ATEM lies in its excellent layer depth
resolution, which acts here as lateral resolution with val-
ues of few nm.

2 Evaluation of concentration – depth profiles

The following expositions shall be limited to sputtering
methods as AES, XPS, SIMS, SNMS and GDOES. The
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concentration-depth profile c = f(z) must be evaluated
from the measured intensity-time profile I = f(t). Gener-
ally, c is the element concentration, but in some cases it
can also be interpreted as a phase concentration, because
of different bonding states, resulting in different peak
shapes. Figure 1 illustrates these facts for a TiC-C multi-
layer system. Because C exists in both phases, C and TiC,
its element concentration celem.(z) is always different from
zero. An interesting fact is the non-linear transformation
from the t-axis to the z-axis because of different sputter-
ing rates of the individual layers. The phase-depth profile
interprets the real C concentrations in the alternating TiC
and graphitic C layers.

Two steps are necessary to receive the c(z) profile from
the measured I(t) profile:

– depth calibration z = f(t),
– elemental or phase concentration calibration c = f(I).

The sputtering process results in a variation of composi-
tion and morphology of the surface layer which must be

taken into account to reveal the true profile c = f(z) [3].
The eroded depth z is determined by the sputtering rate ż
according to

t
z(t) = ∫ żdt. (1)

o

Assuming a constant sputtering rate, (1) can be written as

zoż = — = const. (2)
to

and the calibration is carried out by a crater depth mea-
surement. However, usually ż varies with composition
and the relation between sputtering time and depth be-
comes non-linear. Even for a constant composition the
sputtering rate changes until the dynamic equilibrium is
reached. Therefore ż must be measured during the sput-
tering process, e. g. by in situ laser interferometry.

For multicomponent targets, in the simplest case a bi-
nary system A/B, the sputtering process is determined by
the sputtering yields YA, YB, depending on both A and B
components. In the steady state the mass fluence of the
components A and B is proportional to their concentra-
tions, however the surface concentration may differ from
the bulk value as the ratio YA/YB is not equal to 1 (so-
called preferential sputtering) [4–6].

The preferential sputtering and the electron escape
depth, both limit the concentration calibration for meth-
ods investigating the remaining surface material (AES,
XPS). Because both depth dependences are in the same
order of magnitude – some nm – this task can only be
solved for some special cases [7]. For methods that ana-
lyze sputtered material directly (GDOES, SIMS, SNMS)
the proportionality between mass flux and concentration
can be advantageously used if material density and sensi-
tivity factors are known.

An important parameter for the accuracy in the depth
profile is the depth resolution ∆z, due to surface roughen-
ing, atomic mixing and sputtering parameters [8]. Its
value must be minimized. Because of the non-directed
and low energetic sputtering process a narrow depth reso-
lution function is available with plasma SNMS and with
GDOES.

3 Depth profiling by GDOES

Therefore, in the recent time GDOES has been proved to
be a very useful technique for fast depth profile analysis
of thin layers and layer systems. In a glow discharge spec-
tral emission line intensities of all sample constituents are
measured simultaneously during the sputtering process.
Afterwards, the measured intensity-time profiles have to
be converted for quantitative analysis into concentration-
depth profiles. For that purpose the quantification by
Bengtson [9] is commonly used very successfully.

Generally, for a quantification procedure in GDOES
mostly two important concepts are used. Firstly, using the
concept of constant emission yields, i.e. at constant
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Fig. 1 Determination of concentration-depth profiles for a TiC-C
multilayer system (schematically)



plasma parameters the measured intensities Ii are assumed
to be proportional to the concentration of the elements in
the plasma, the concentration of the elements in the sam-
ple can be calculated as a function of the sputtering time.
The corresponding basic equation (3) is independent of
the matrix type and therefore especially suitable for quan-
tification of layer structures. The emission yield Si and its
dependence on the discharge parameters, described by an
excitation function Ei, are determined during a calibration
procedure using certified reference material with known
concentrations ci and sputtering rates q:

Ii = q · ci · Ei · Si (3)

Secondly, the achieved depth can be determined accord-
ing to the concept of integrated intensities, which means
that the integrated intensities correspond to the total sput-
tered mass. For the calculation of depth, the partial densi-
ties of the elements in the sample must be known, e.g. by
X-ray diffraction methods, or estimated from a suitable
density or lattice model.

Measured intensity-time profiles are affected in GDOES
as in other related analytical methods by the shape of the
erosion crater during sputtering. The resulting depth reso-
lution suffers from these crater effects since it is impossi-
ble to optimize the discharge parameters to an ideally flat
crater shape. Therefore, it is a substantial improvement by
Präßler et al. [10] for the quantification procedure to im-
plement in the time-to-depth transformation information
on the crater formation process. The introduced iterative
deconvolution technique takes numerically into consider-
ation for the calculation of the signal response:

1. The sputtering process can be described by an ion cur-
rent density distribution function, which is indepen-
dent of time and rotationally symmetrics.

2. The measured intensity is among others proportio-
nal to the actually sputtered area of the appropriate 
layer.

3. The signal response depends on the transfer of sput-
tered particles into the plasma. That means, particles
sputtered at the crater edge will be detected only with
the intensity half of that of particles sputtered in the
crater center [11].

For the relation of sputtering time and depth it is assumed
that the true mass-depth profile is linearly convoluted by a
two-dimensional function on to the measured mass-time
profile (for details see [10]). The matrix elements of this
function can be calculated using the assumptions men-
tioned above and the measured final crater shape. Because
the sputtering process and thereby the time-to-depth trans-
formation itself depend very strongly on the unknown
layer structure, the calculation of the matrix elements
must be improved iteratively.

In [10] the mathematical handling was demonstrated
for the analysis of a multilayer sample with sharp concen-
tration profiles. The achieved improvement was qualita-
tively shown by the comparison of concentration-depth
profiles with and without deconvolution technique.

Because of a non-Gaussian relation for the signal re-
sponse, the quantitative evaluation of depth resolution in
GDOES may be carried out using:

(4)

Whereas the depth resolution in Fig. 2 grows in a
straight line up to 80 nm in 1 µm depth, it remains con-
stant at 20 nm using the deconvolution technique. That
means, the depth resolution and thereby also the quantifi-
cation become then almost independent of the sputtering
depth.

Similar results were achieved by application of the de-
convolution algorithm to the analysis of applied materials.
Figure 3 shows the intensity-time profile of a 4 µm thick
TiN/TiAlN multilayer system made by PA-CVD. Because
of the curved crater shape, the depth resolution decreased
with increasing depth. The comparison of the concentra-
tion-depth profiles in Fig. 4 clearly demonstrates that the
differentiation between real concentration gradients and
the influence of crater effects is only possible by use of
the deconvolution technique. The deconvoluted profile
confirms constant concentration ratios in the multilayer

∆ ∆z =  c/
dc
dz max






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Fig. 2 Comparison of the depth resolution of a Cu/CrNi multi-
layer system [10] with and without deconvolution technique (dis-
charge gas: Ar, gas pressure: 770 Pa)

Fig. 3 Intensity-time profile of a hard-coating multilayer system
of TiN/TiAlN. The depth resolution becomes worse with increas-
ing depth because of crater effects (discharge gas: Ar, gas pressure:
770 Pa)



structure. Finally, due to the roughness of the steel surface
of about 0.5 µm, no sharp interface to the substrate exists.

As a result, with GDOES it is possible to calculate the
concentration-depth profile from the measured intensity-
time behaviour: For that purpose, at the beginning the to-
tal sputtered mass per time is determined from the total in-
tensities and by inclusion of the density the erosion rate,
i.e. the depth of erosion per time, is achieved. This proce-
dure is also known from SNMS [12], but cannot be trans-
ferred to most other sputtering techniques, because of the
matrix effect (SIMS) or the measurement at the remaining
surface (AES, XPS).

4 Wedge crater sputtering

An effective method for the determination of the sputter
rate-depth function of complex layer systems with only
one sputtering experiment is the so-called “wedge crater
sputtering“ proposed by Voigtmann [13]. The principle is
based on the sputtering of a bevelled crater prepared by a
computer controlled saw-tooth like current density profile
of the sputtering ion beam. Thus a two layer system with
different sputter rates is reflected by a crater bottom with
two different slopes (see Fig. 5), which may be deter-
mined by a surface profilometer measurement. Main ad-
vantage of such a bevelling experiment is that the ion
beam parameters are very close to that used in the depth
profiling measurement.

In the real case, in general, some further facts have to
be considered:

– the real ion beam profile is not an ideal saw tooth (see
also Fig. 5) because of the limited diameter of the used
ion beam,

– an exact digitalized surface profilometer measurement
has to be used,

– the sputter-rate depth function results from the solution
of an integral equation.

To consider this, a crater shape simulation program first
established for the consideration of crater distortion in
SIMS [14] was modified for the purpose of the proposed
experimental set-up [15].

As Fig. 6 shows, further problems occur if the proce-
dure is used for investigations at real world samples (e.g.
layer system Al/WTi/CrSi/SiO2) [16]. The quantitative
result is limited by the roughness of the sample (from
preparation and ion induced), by interface artefacts and
the general non-accuracy of the crater-profilometer mea-
surement. Nevertheless, the differences of the sputter rates
of the first two layers (Al and WTi) are clearly visible.
The interfaces are characterized by peaks in the sputter
rates (new implantation steady state). Whereas on the
base of such results the computer simulation of depth pro-
file measurement is possible, the aim of the computation
of the concentration-depth-distribution from the measure-
ments is still not reached.

5 Investigation of chemical states

Investigation of chemical states is the field of the electron
spectroscopies (AES, XPS). The following example shows
the application of principal components analysis to detect
different peak shapes in depth profiles. The investigations
were directed to surface modifications by ion implanta-
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Fig. 4a, b Calculated concentration-depth profiles of the I(t)-pro-
file in Fig. 3. a) without deconvolution technique, b) with decon-
volution technique

Fig. 5a–c Wedge crater sputtering technique. a) Ion current density,
b) Sputter depth in a two-layer system, c) Wedge crater topography



tion of titanium implants for medical purposes [17]. We
have investigated the depth distribution of phosphorus im-
planted in polished titanium at 20 keV with doses from 
1 · 1015/cm2 to 3 · 1017/cm2 by AES and XPS [18].

Phosphorus was detected by AES for all doses. The
depth profiles are given in Fig. 7. The native oxide layer
on titanium is thinned with increasing ion dose. With doses
≥ 1017/cm2 in the near-surface region, a P-rich phase is
formed which contains ca. 20 % oxygen, and oxygen is
enriched in the maximum implantation depth, probably
due to O2

+ implanted together with 31P+. It was impossible
to calibrate the depth scale by surface profilometry of sput-
ter craters, because the sample roughness exceeds implan-
tation and sputter depth. Calculations of the implantation
parameters by means of the TRIM program yield a pro-
jected range for P in Ti of 25 nm and showed that under
our conditions sputtering cannot be neglected. In the sam-
ples implanted with high doses, depth profiles of P(L2,3VV)
peak displays change in shape and position (Fig. 8a). At
low concentrations the detection of phosphorus is limited
by noise. To analyze peak shapes, the P(L2,3VV) spectra
recorded on all samples were evaluated by principal com-
ponents analysis (PCA).

The principles of the method are summarized in [19].
Shortly, the data are assumed to be a linear combination
of unknown basic spectra. They are determined by com-
puting the eigenvalues of the data sets’ covariance matrix.
PCA assumes that large eigenvalues represent significant
spectral information and small eigenvalues are connected
with noise. Because the eigenvectors span an orthogonal
space, their shape does not match the shape of the mea-
sured spectra (so-called abstract basic spectra). The linear
combination of the basic spectra, however, restores the
spectral shape. There is no exact criterion to distinguish
between relevant spectral shapes and noise. The number
of significant eigenvectors is determined using the magni-
tude or certain functions of the eigenvalues [19] and the
precision of data reconstruction. Abstract basic spectra
have to be transformed into spectroscopically relevant
peak shapes by means of matrix rotation.

For our P(L2,3VV) data set we found three eigenvectors
to be necessary (Fig. 8b) to keep the spectral information.
The lines in Fig. 8a show how the reconstructed spectra fit
the spectral shape. The separation of the spectral shape
from noise by PCA is visible in the case of the smallest
Auger peak. It should be noted here that this is an im-
provement in signal-to-noise ratio without a-priori infor-
mation (models, peak shapes, standard spectra) or filter
functions.
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Fig. 6 Calculated sputter rate-
depth function from a wedge
crater experiment of an
Al/WTi/CrSi/SiO2 multilayer
system (primary ions 16O2

+,
normal incidence, 18.5 keV)

Fig. 7 AES depth profiles of titanium samples implanted with
31P+ and sputtered by 4 keV argon ions. Ion dose: a) 3 · 1017/cm2;
b) 1 · 1017/cm2; c) 1 · 1016/cm2; d) 1 · 1015/cm2

Fig. 8a, b Characteristic peak shapes of P(L2,3VV) Auger electron
spectra. a) Spectra recorded on the sample implanted with 3 ·
1017/cm2 P ions after the displayed sputter times (circles) and the
result of data reconstruction using 3 eigenvectors (lines). The dif-
ferent peak positions at 117.5 and 119.5 eV are marked. b) Shape
of the most prominent orthonormal eigenvectors. The numbers are
the eigenvalues



Rotation of the abstract basic spectra produced two P-
rich spectra (Fig. 9d). For the weaker P(KLL) transition
only one peak shape was found. The depth profiles of
both P(L2,3VV) components together with P(KLL) are
shown in Fig. 9a–c. The first component displays a distri-
bution similar to an implantation profile. When the ion
dose is increased from 1 · 1016/cm2 to 1 · 1017/cm2, the
maximum is found after a longer sputter time. This is the
depth where the sample is enriched in oxygen bound to ti-
tanium. The second component appears in the surface re-
gion for doses ≥ 1017/cm2. When the ion dose is increased
from 1 · 1017/cm2 to 3 · 1017/cm2, the amount of this phase
increases, partially at the expense of the area under the
first curve, whereas the maximum intensity of the first
component remains constant. The single P(KLL) compo-
nent behaves like the sum of both components. XPS depth
profiles on the samples implanted with 1 · 1016/cm2 and 
3 · 1017/cm2 ions showed differences in the P 2p photo-
electron peak. It can be assumed that at higher concentra-
tions Ti-P bonds are formed. Using small TiP single crys-
tals as a standard, both AES and XPS showed that the sur-
face layer is similar to TiP, but contained a certain amount
of implanted oxygen. From the pure elements TiP is
formed only at high temperature (about 900°C [20]). A
certain amount of P, however, remains on interstitial sites
in a depth similar to the ion range, i.e. in the region of
maximum lattice distortion. For P implanted in Ti at high
energy (130 keV, 5 · 1016/cm2), no significant shift of the
P 2p peak compared to TiP is observed [20, 21]. For the
titanium Auger and photoelectron peaks only small varia-
tions were found. Because changes of the spectral shape
appear only in the P(L2,3VV) transition and not in the

peaks involving only core levels (P(KLL) Auger and P 2p
photoelectron), we conclude that this is caused by differ-
ences in the valence band structure of bound and intersti-
tial phosphorus.

6 Cross-section analysis with the analytical TEM

A special technique for thin layer depth profiling is the
analytical TEM, which allows section imaging and analy-
sis by EDXS and by EELS after a complicated sample
preparation [22]. As an example, Fig. 10a shows a Cr-Fe-
multilayer system, where the imaging electrons sustained
characteristic energy losses at the ionization edges of
layer atoms [23]. The broad bands reflect the density of
electrons with a characteristic energy loss of 574 eV (Cr L-
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Fig. 9a–d Result of principal components analysis of the phos-
phorus Auger transitions. Depth profiles of the P(KLL) transition
(dotted) and the two main components of the P(L2,3VV) transition
attributed to interstitial P (broken line) and a TiP-like phase (solid
line). Ion dose: a) 3 · 1017/cm2; b) 1 · 1017/cm2; c) 1 · 1016/cm2; 
d) Basic spectra of the P(L2,3VV) Auger transitions attributed to
interstitial P (#1) and the TiP-like phase (#2). The different peak
positions at 117.5 and 119.5 eV are marked

Fig. 10a, b Analytical electron microscopic investigation of a Cr-
Fe multilayer system. a) Energy selected imaging of the Cr and Fe
layers; b) Energy loss spectra by parallel EELS technique

a

b



edge); that means they depict Cr layers with 11 nm thick-
ness. The smaller speckled bands are Fe layers with 8 nm
thickness. The depth resolution of all other profiling
methods is here immediately visible as lateral resolution.
Further analysis of the depth profiles is possible by the si-
multaneous registration of energy loss spectra with paral-
lel EELS technique (Fig. 10b). Besides the intensity peaks
characterizing the L ionization edges of Fe and Cr, respec-
tively, one can see a fine structure which provides knowl-
edge on chemical bonding of the individual layer [24, 25].
This method passes through a rapid process of develop-
ment, and in future it will contribute to interesting results
in the field of quantitative depth profiling of thin layer
systems.
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