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Abstract Attenuated total reflectance mid-infrared spectra
of serum and blood samples were obtained from 4,000 to
600 cm ™!, Models for the determination of albumin, immu-
noglobulin, total globulin, and albumin/globulin coefficients
were established for serum samples, using reference data
obtained by capillary electrophoresis. Based on the use of
the amide bands I and II regions, the relative root mean
square error of prediction (RRMSEP) was 4.9, 14.9, 4.5, and
7.1 % for albumin, immunoglobulin, total globulin, and
albumin/globulin coefficients, respectively, determined in
an independent validation set of 120 samples using 200
samples for calibration. Additionally, the use of Kennard—
Stone method for the selection of a representative calibra-
tion subset of samples provided comparable results using
only 60 samples. For whole blood analysis, hemoglobin was
determined in 40 validation samples using models built
from 40 calibration independent samples with RRMSEP of
8.3, 5.5, and 4.9 % with models built from direct spectra in
the first case and from sample spectra recorded after lysis by
sodium dodecyl sulfate and freezing, respectively, for the
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last two ones. The developed methodologies offer green
alternatives for patient diagnosis in a few minutes, minimiz-
ing the use of reagents and residues and being adaptable for
its use as a point-of-care method.
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Introduction

Fourier transformed infrared spectroscopy (FTIR) is a prom-
ising technique to complement or replace the current com-
mercial methods used in clinical laboratories for the
determination of biochemical parameters in clinical samples
[1]. The measurement of the mid-infrared (MIR) spectrum
trough attenuated total reflectance (ATR) could be carried
out by using low-cost and potentially compactable equip-
ment, which can be easily adaptable for point-of-care anal-
ysis, avoiding the weaknesses of the current clinical
techniques, such as the use of costly equipment, the utiliza-
tion of expensive reagents, the production of high volumes
of toxic residues, and the difficulties in the compaction of
the highly sophisticated instruments. Additionally, with a
simple and direct measurement of the IR infrared spectrum
of clinical samples, very useful information about the major
and minor compounds present in the sample, which neces-
sitate in many cases the use of chemometric tools for the
correct extraction of as much information as possible from
the samples [2], can be obtained.

There are precedents for the use of direct measure-
ments of MIR spectra of serum [3] and blood [4] sam-
ples for the determination of essential parameters of the
comprehensive metabolic panel, such as glucose, urea,
creatinine, albumin, and total proteins, besides other
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important analytes, such as triglycerides, cholesterol, HDL,
and LDL. The measurements of dry plasma samples [5]
have been used for the determination of numerous analytes
including immunoglobulin and other protein parameters
providing good results. The evidenced capability of the
MIR spectrum of untreated serum samples to provide infor-
mation about biochemical parameters justifies the explora-
tion of the simultaneous determination of additional
parameters of clinical interest. In this sense, albumin, o-
globulin, x,-globulin, (3-globulin and immunoglobulin, to-
tal globulin, and the albumin/globulin coefficient are serum
protein parameters commonly determined through capillary
electrophoresis which offer interesting data for the diagnosis
of different diseases. Furthermore, the concentration of
some of these parameters is high enough to overcome the
lack of sensitivity of direct ATR measurements. For the
direct analysis of the aforementioned parameters related to
the proteins present in sera, fluorescence spectroscopy [6]
and also near-infrared spectroscopy [7—10] have been used.
However, the utilization of these techniques is not effective
for the simultaneous determination of several parameters in
a same sample.

ATR-FTIR measurements directly made on serum sam-
ples can provide quantitative or at least semiquantitative
data of many parameters related to the presence of proteins
in serum and blood. Changes on the amide bands of the MIR
spectrum are very specific among the different secondary
structure [11], and these differences could be used for the
identification of changes in the protein composition of
sera and for the prediction and determination of different
secondary structure proportions [12]. Considering that
serum proteins under study have different proportions of
secondary structures [13, 14], the use of these bands
could be useful for the modelization of those parameters,
based on both intrinsic and extrinsic information on the
size and shape of amide bands, suitable to be modelized
by chemometrics.

Another protein susceptible to be determined by FTIR
in blood is hemoglobin. Its common determination is
based on transmittance measurements made with cytome-
ters. However, there are recent attempts to determine
hemoglobin by ATR-FTIR through the use of partial least
squares and multiple linear regression (MLR) data treat-
ments [15]. Although the aforementioned study provides
promising results, the evaluation of the model was carried
out with the same set of samples used for model optimi-
zation and thus there is no evidence on the validation of
prediction capability of the method for an independent set
of samples.

Additionally, in order to minimize the required number of
samples for model building the models, randomly selection
of samples to be employed as a calibration subset was
compared with two methods of sample subset selection as
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Kennard—Stone [16, 17] and successive projections algo-
rithm (SPA) [18].

In short, the aim of this work has been the evaluation of
the capability of the partial least squares (PLS)-ATR-FTIR
for the prediction of serum protein parameters. Moreover, a
preliminary study of the determination of hemoglobin in
whole blood was also made.

Materials and methods
Sample description

Three hundred twenty serum samples and 80 blood samples
employed through this study were provided by the Hospital
Dr. Peset Alexandre in Valencia (Spain) from the Protein
Analysis Department and the Hematology Department re-
spectively. Serum samples were characterized using a cap-
illary electrophoresis equipment Paragon from Beckman-
Coulter Inc. (Brea, CA, USA) while hemoglobin in blood
samples was determined optically based on transmittance
measurements after RBC lysis, in a GenS Beckman-Coulter,
Inc. cytometer (Brea, CA, USA). The spectra of samples
were obtained with a maximum delay of 7 days after to be
taken and analyzed by the hospital through the reference
procedures. Prior to ATR-FTIR analysis, samples were
stored in glass tubes at 4 °C. Samples were chosen randomly
and encompassed a wide range of concentrations (see
Table 1).

Apparatus and reagents

Sodium dodecyl sulfate (SDS; >98 %), albumin (human
serum, 97-99 %), and immunoglobulin (human serum,
>95 %) were purchased form Sigma-Aldrich (St. Louis,
MO, USA). SDS solution was prepared by dissolving the
appropriate amount of SDS in a sodium chloride 0.9 % (w/v)
solution. The homogenization of solutions and samples was
carried out in all cases with a Velp Scientifica Vortex
(Usmate, Italy) at 2,400 rpm for 5 s.

FTIR spectra for serum samples were measured using a
Bruker (Bremen, Germany) Tensor 27 FTIR spectrometer
equipped with a temperature-stabilized deuterated lantha-
num tryglycine sulphate detector and for whole blood spec-
tra measurements were made with a Bruker IFS 66/v FTIR
spectrometer equipped with a liquid nitrogen-refrigerated
mercury—cadmium—telluride detector, a vacuum system, and
a dry air purged sample compartment. In all cases, an in-
compartment ATR DuraSamplelR accessory with a nine re-
flection diamond/ZnSe DuraDisk from Smiths Detection Inc.
(Warrington, UK) was adapted to the spectrophotometer. The
OPUS software version 6.5 from Bruker was employed for the
acquisition and handling of spectra and for data treatment.
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Table 1 Descriptive statistical

Validation

Minimum  Maximum Average SD  Minimum Maximum

parameters of the sample refer- Analyte Calibration
ence data used through this study

Average SD
All ‘v‘alues are in grams per Albumin 391 0.49
deciliter lobuli 1.04 030
SD standard deviation, 4/G rglobuii ) ’ ’
coefficient albumin/globulin Total globulin 3.05 0.42
coefficient, N number of A/G coefficient 1.29 0.25
samples, Min minimum value, Hemoglobin 13.34 1.84

Max maximum value

2.05 4.89 3.86 0.51 1.90 4.71
0.44 2.79 1.07 0.36 0.54 2.75
2.03 4.74 3.04 0.44 2.15 4.83
0.53 4.46 1.33 0.25 0.64 2.12
7.00 17.50 13.39 1.42 10.00 15.90

Measurement of ATR-FTIR spectra

Fifty microliters of each sample were deposited in the ATR
crystal cell and covered using an N-BK7 PCV lens as a
dome to avoid sample evaporation. Spectra were recorded in
the range between 4,000 and 600 cmfl, with a resolution of
4 cm', averaging 100 scans/spectrum and making ATR
correction. A spectrum of the clean ATR crystal, obtained
immediately before acquiring the spectrum of each sample,
was used as a background. Spectra were measured in triplicate
and a water spectrum, obtained in the same experimental
conditions, was subtracted to the average spectrum of each
sample. A spectrum of the empty cell was measured after
cleaning the cell between measurement series of each three
samples in order to verify the absence of memory effects on
the ATR crystal. The cell was cleaned mechanically with a soft
cellulose paper after each measurement using a solution of
0.9 % (w/v) sodium chloride in order to avoid protein precip-
itation and, finally, with Milli-Q water. Three samples could
be measured in 20 min using the Tensor 27 spectrophotometer
and in 3 min using the IFS 66/v instrument.

Direct spectra of untreated samples were obtained for
serum sample analysis. For blood samples, three aliquots
of each sample were taken for the obtention of the spectra
from: i) untreated samples, ii) samples lysed by simple freez-
ing overnight and iii) samples lysed by shaking in a vortex
175 uL of sample with 25 uL. of SDS 7 % (w/v) solution.

PLS modeling of ATR-FTIR spectra

OPUS software version 6.5 from Bruker and MatLab 7.7.0
from Mathworks (Natick, MA, USA) were employed to
build the PLS calibration models from the obtained ATR-
FTIR spectra and to evaluate their prediction capability. Se-
rum sample dataset were randomly divided into a calibration
set with 200 samples and a validation set with 120 samples.
For hemoglobin modelization, 40 samples were randomly
chosen for calibration and the rest were included in the vali-
dation set. Different number of latent variables (LV; from 1 to
10), wavenumber spectrum ranges, and diverse preprocessing
methods were considered for choosing the best calibration
model that provides the smallest value of root mean square

error of cross validation (RMSECV) for each analyte under
study leaving out six samples as the selection criterion.

Study of the selection of a representative sample subset

For PLS model building to determinate proteins in serum
samples, aleatory selection, Kennard—Stone, and SPA
methods were assayed to select an appropriate sample cali-
bration set. In all cases, first derivative and mean centering
of data was applied before selection of representative subset.
The aim was to compare the models built from a calibration
set composed with m samples selected through the three
methods above commented and to validate those models with
the rest of 320 m samples. The number of samples in the
calibration set was increased in ten samples each time from
20to 170. The RMSECYV was calculated using venetian blinds
with (m/10) splits. For the validation, the number of LV which
reached the minimum RMSECV from a maximum of 9 was
used. All the MatLab codes employed for the calculations are
available in the Electronic supplementary material.

Aleatory selection

PLS models were built using from 20 to 170 samples in the
calibration set and validating with the rest of samples (from
300 to 150). The RMSECV and the RMSEP values were
monitored as a function of the number of samples in the
calibration set. As the evolution of those errors was strongly
dependent to the nature of samples included in the calibra-
tion sets, this experiment was repeated several times modi-
fying randomly the composition of the calibration and
validation sets. The average of the prediction parameters
obtained for each calibration size was determined.

Kennard—Stone

Kennard—Stone is a well-known method for the selection of
representative subset of samples based only on the instrumen-
tal response matrix. The selected subset should cover the
experimental region homogeneously by choosing objects
which are “uniformly” distributed in the experimental space.
The first sample selected is the closest to the mean of all the
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samples and the following objects were selected sequentially,
based on the squared distances to the objects already assigned
to the calibration set. Further information can be obtained in
the literature [16—18].

Kennard—Stone algorithm was applied to the raw set of
samples for the selection of the most representative m samples
and a PLS model was built with the m selected samples and
validated with the rest of 320 m objects, being m augmented
again 20 to 170 increasing ten samples each time.

SPA

SPA is an iterative forward selection method that was pro-
posed to minimize collinearity problems. The method uses a
first sample data set (K;) and searches an additional one
which has the largest projection on the subspace orthogonal
to Koy. Then, this new sample is included in the representa-
tive subset and it becomes K, for the selection of a third
object. SPA was originally used for the variable selection in
the instrumental response matrix (X). Araujo et al. [17]
applied the algorithm to the transpose of X for the selection
of a representative sample subset for calibration. Further
information can be obtained in Ref. [17]

In this study, SPA was applied considering each sample
as K and selecting from 20 to 170 samples for calibration of
different PLS models. The K, which raised the lowest
RMSECV was chosen for each m samples and the model
was validated with the rest of (320 m) samples for calculat-
ing the RMSEP.

Results and discussion

FTIR spectra of standards and samples

The huge similarities found among protein and sera spectra
after water subtraction (Fig. 1) evidences the high proportion

Fig. 1 ATR spectra of human 035+
serum albumin at 3 g/dL (solid

line) and immunoglobulin at 03}
1 g/dL (dotted line) (1) and raw

sample spectra (2). Note: < 0.25F
spectra were shift on the y-axis s

to clearly show their bands. In ° 026
all cases, water blank was e -
subtracted. /nsert, regression g 015+
coefficients divided by 1,000 5

for the PLS models of human 3 0.1
serum albumin (solid line) and < )
immunoglobulin (dotted line)

of protein in the non-aqueous portion (=90 %) of serum.
Great differences between the whole spectra of those pro-
teins standard, being the major dissimilarities in the position
of the amide bands I, II, and III, especially in the peak
maximum of amide band I (in albumin at 1,653 cm ' and
in immunoglobulin at 1,635 ¢cm™') can be appreciated.
Those differences may be ascribed to the different second-
ary structures of globulin and albumins; while human serum
albumin is mainly composed by «-helix [14], 3-sheet is the
most common secondary structure in immunoglobulin [12].
According to the literature [11], the position of this band is
strongly affected by the secondary structure of the protein,
differing between the reported interval position for «-helix
(1,648-1,657 cm ') and that for immunoglobulin (1,623—
1,641 cmfl). Thus, the aforementioned differences could be
very useful for the discrimination of samples and the correct
selection of the interval range to be used in our predictive
purpose.

In the case of whole blood (Fig. 2), spectra present
typical protein bands, evidencing a major presence of pro-
teins in the samples. Spectra of untreated and lysed sam-
ples evidence problems of hemoglobin detection in
untreated blood samples being similar the absorbance of
the amide bands in untreated samples to that in serum
spectra. In fact, the absorbance of protein bands in untreat-
ed samples is significantly lower than for lysed ones, being
the spectra very similar for both lysis preprocesses
employed through this study. This fact could be interpreted
considering the low penetration depth of the infrared light
in the ATR cell. In the case of the direct measurements, the
light cannot reach the hemoglobin confined inside the
erythrocytes. When the erythrocytes are lysed, free he-
moglobin in dissolution is efficiently detected as well as
all other blood proteins. Consequently, the difficulties
expected for the correct modelization of hemoglobin in
direct measurements were solved by means of a previous
cell lysis.

I I I I
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Fig. 2 Comparison between
spectra of untreated blood
sample and the same sample
after SDS and freezing
treatment. Note: spectrum
obtained with SDS was
multiplied by 1.125 in order to
correct the dilution. In all cases,
water blank was subtracted
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PLS models of serum parameters

For x-1 globulins, «-2 globulins, and (3-globulin, prediction
errors equal or higher than 30 % were found thus evidencing
that PLS-ATR-FTIR has a low prediction capability for
these parameters. This fact can be explained considering
that the aforementioned parameters are composed by a
series of different proteins whit nonspecific spectra for each
group.

The parameters and results obtained for albumin,
globulin, immunoglobulin, and albumin/globulin coeffi-
cient are reported in Table 2. Regions used for modeli-
zation were different among the analytes, however the
region of the amide bands I and II (1,400-1,700 cm ")
was included in all the cases. The importance of those
bands is confirmed by the regression coefficients values
obtained for albumin and immunoglobulin (see the inset
of Fig. 1).

Final models provide correlation values higher than 85 %
for the calibration of all analytes and a number of latent
variables between 4 and 6. The prediction of the indepen-
dent set of samples showed residual prediction deviation
(RPD) values upper than 2.2 for all parameters considered.

1
1700

1 1 1 1 1 1 |
1500 1400 1300 1200 1100 1000 900

Wavenumber (cm™)

1
1600

Data in Table 2 show that the prediction capability of
models in the case of albumin and globulin was better than
for immunoglobulin and the coefficient albumin/globulin.
Taking into account the relative root mean square error of
prediction (RRMSEP) values obtained for albumin and total
globulin, this technique can be used as a routine assay, with
errors lower than 5 % while relative errors for immunoglob-
ulin and A/G coefficient were between 7 and 14 %. Never-
theless, in all the cases, results obtained evidenced that PLS-
ATR-FTIR provides a good tool for protein determination in
serum samples, at least as a screening level. As compared
with results previously reported for the direct analysis of
protein serum parameters, it can be seen that the method
proposed provides, comparable or lower errors for immuno-
globulin and albumin than those obtained by NIR spectrom-
etry for real [10] or artificial samples [9]. The use of
fluorescence spectroscopy in artificial samples improved
the sensitivity [6] but the capability ATR-FTIR for the
simultaneous determination of serum parameters is a key
factor. A slight enhancement of sensitivity can be also
achieved when plasma is dried before measurement [5].
However, the pre-processing step reduces the precision of
the method and increases the time of analysis.

Table 2 Parameters and results obtained for the PLS-ATR-FTIR models for the prediction of serum parameters

Analyte LV DP Interval em') R> RMSEC (g/dL) RMSECV (g/dL) RMSEP (g/dL) RRMSEP (%) RPD RSD (%)

Albumin 6 FD  1,024-1228 932 0.128 0.126 0.191 4.9 3.33 1.2
1,294-1,363
1,429-1,701

y-globulin 6 FD  1392-1,024 85.0 0.120 0.138 0.160 14.9 226 33
1,537-1,759

Total globulin 4 FD  1,018-1,440 88.6 0.087 0.095 0.093 7.1 339 27
1,510-1,581
1,651-1,722

A/G coefficient 5 FD  1,242-1,531  90.0 0.136 0.149 0.135 45 2.68 8.3
SNV 1,577-1,676

LV latent variables chosen through cross validation leaving six samples out, DP data preprocessing, FD first derivate, SNV vector normalization, R’
regression coefficient of calibration, RMSEC root mean square error of calibration, RMSECV root mean square error of cross validation, RMSEP
root mean square etror of prediction, RRMSEP relative root mean square error of prediction, RPD residual prediction deviation of the prediction set.
RSD relative standard deviation (N=12: 2 days, 2 runs/day, and three replicates per run)
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Studies on different alternatives for the selection
of a representative sample subset for calibration

The evolution of the RMSEP with the size of the calibration
set was different among the different strategies used for
selection of the calibration set. As it can be seen in Fig. 3,
the prediction error decreases slightly when increasing the
number of samples employed for calibration, being this
evolution slower for the use of an aleatory selection. Models
constructed were not improved by using SPA regarding the
RMSERP in spite of the fact that this method provided the
best RMSECYV (see Fig. 4).

The best models were achieved with the Kennard—Stone
method, which improves in most of the cases the prediction
capability also reducing the number of required calibration
samples. In short, with only 60 samples and using the
Kennard—Stone algorithm, prediction errors of 0.19, 0.16,
0.18, and 0.12 g/dL. were obtained for albumin, immuno-
globulin, globulin, and albumin/globulin coefficient,
respectively.

PLS models for determination of hemoglobin in blood
samples

The parameters chosen for the best modelization of hemo-
globin in blood and the values of the obtained errors are
reported in Table 3. In this table, the expected differences

between models based on ATR-FTIR measurements made
on untreated and lysed samples can be seen.

In all three cases considered, the region of amide I band
was selected, confirming the high importance of this interval
in protein determination in blood. In the case of the mode-
lization of spectra of untreated blood samples, a good cor-
relation was found in the calibration set as it is indicated by
the values of R? and the calibration error obtained. Never-
theless, when the model was validated with and independent
set of samples, the prediction error increased till 1 g/dL and
a RPD value of 1.3 was obtained, thus evidencing a poor
prediction capability. On the contrary, models built from
spectra of lysed blood samples provided a low number of
optimal LV and better prediction capability than the previous
one. On considering the treatment of samples with SDS,
good correlations and good prediction capability of PLS-
ATR-FTIR were observed as it was evidenced by the low
RRMSEP and the high RPD results found. It must be
noticed that the interval selected in this case includes the
region between 1,076 and 1,231 cm !, while the SDS spec-
tra provide a strong band from 1,180 till 1,280 cm™'. How-
ever, the concentration of SDS was enough low to avoid any
contribution of lysis reagent to the ATR spectra. The best
prediction capability was found for models realized from
spectra of previously freezing blood samples, where a
relative prediction error lower than 5 % and a RPD value
of 2.2 were found. However an excellent repeatability was

Fig. 3 Evolution of the Albumin 0.35 Immunoglobulin
RMSEP as a function of the
size of the calibration set for 0.26 0.l
different strategies used for :
its selection: randomly = 024 =
selection (green asterisks), 3 3 0.25
)] =) O
Kennard—Stone (red cross), b o g +
and SPA (blue circles) W o022 u *
= o s 02 ©
@) ®
[ ST [ ® 0o o
+ + 4 9 ® .
(] ® ¢
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Fig. 4 Evolution of the Energy
RMSECYV for the modelization Operator consumption
of albumin as a function of the risk
size of the calibration set for the 0.28 -
different strategies used in this T
study: mean of the aleatory 0.26 -
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Kennard—Stone (red cross), and 0.24- +
. . N
SPA (blue circles). Insert, green 3 022t . + High Medium Low
pictogram of the methods 5 + +
developed > o2f * . . . " N .
7 O S T L *
= o018 °© 6 © o © o o o
o o (@] O O O @] O
016
0.14 -
0.12
0_1 1 1 | 1 | | | |
20 40 60 80 100 120 140 160 180

obtained after sample lysing with SDS. This fact could be
explained because SDS breaks the erythrocytes membrane
but, in addition, produces the denaturalization of proteins.
However, it also eliminates the information associated to the
secondary structure and, because of that, the prediction
capability found by measurements made after sample freez-
ing provides a better prediction capability than the SDS
treatment.

In the case of the determination of hemoglobin, mode-
lization based on direct measurement of spectra provided
comparable results to those obtained by PLS modelization
reported from recent studies. On the other hand, the
modelization based on MLR of selected wavenumber
[15] provided better results than ours. Nevertheless, it
has to be considered that these results were obtained
without using any independent validation set, and thus

Number of samples used for calibration

the selection of the number of latent variables and wavenum-
bers regions in MLR was based on the date provided by the
prediction set.

Environmental side effects of method proposed

Inset in Fig. 4 evidences that the developed procedures
agree well with the Green Analytical Chemistry objectives
[19] being the operator risk medium, based on the intrinsic
nature of blood and sera and their potential infectious char-
acter. On the other hand, the energy consumed, the absence
of the use of additional reagents except for SDS solutions,
and the fact that the total volume of waste, for the three
replicate analysis of each sample, also including the clean-
ing of the cell, is less than 10 mL, justify that the present
FTIR procedure is a green method.

Table 3 Parameters and results obtained using PLS-ATR-FTIR models for the determination of hemoglobin in blood samples treated by different

lysis methods

Treatment LV DP Interval (cm ') R?

RMSEC (g/dL) RMSECV (g/dL) RMSEP (g/dL) RRMSEP (%) RPD RSD (%)

Untreated 7 COE 1,132-1,294
1,531-1,612
1,689-1,770
1,076-1,231
1,308-1,462
1,693-1,770
1,018-1,440
1,510-1,581
1,651-1,722

93.18 0.542

SDS 4 FD SLS 91.61 0.58

Freezing/unfreezing 4 92.66 0.51

0.729 1.08 8.3 1.3 6.9

0.83 0.71 5.5 2.02 0.9

0.58 0.63 4.9 2.19 4.1

LV latent variables chosen through cross validation leaving six samples out, DP data preprocessing, FD first derivate, SNV vector normalization,
COE constant offset elimination, R? regression coefficient of calibration, RMSEC root mean square error of calibration, RMSECV root mean square
error of cross validation, RMSEP root mean square error of prediction, RRMSEP relative root mean square error of prediction, RPD residual
prediction deviation of the prediction set, RSD relative standard deviation (N=12: 2 days, 2 runs/day, and three replicates per run)
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Conclusions

In this work, PLS-ATR-FTIR methods have been suc-
cessfully employed for the determination of many impor-
tant protein parameters, such as total albumin, total
globulin, immunoglobulin, and albumin/globulin coeffi-
cient in serum samples as well as total hemoglobin in
whole blood. Considering the serum parameters, the
modelization was possible based on the huge differences
found in the amide I region between the FTIR spectra of
the different target proteins. The determination of albu-
min and total globulin provided low relative errors of
prediction to be considered as a good alternative to the
current commercial methods for their quantitative deter-
mination while for the determination of immunoglobulin
and the albumin/globulin coefficient the method can be
used only as a screening tool. On the other hand, our
study has evidenced that the hemoglobin determination
by PLS-ATR-FTIR based on direct measurements provide
a bad prediction capability and a previous sample lysis
was required to improve this methodology. Modelization
of samples defrosted or pre-treated with SDS raised
relative prediction errors lower than 5.5 %. Nevertheless,
whereas the calibration and validation sets were integrated by
only 50 samples, additional studies are required for a correct
evaluation of this technique as an alternative to the existing
methods.

In short, methods proposed offer green alternatives to the
traditional ones used in hospitals because they do not in-
volve the use of reagents, not a chemical sample pretreat-
ment and provide clinical data in a fast and safe way and
from measurements made by a relatively simple and low-
cost instrumentation. The weakness of the method being
basically the need of a previous signal modelization from a
series of samples analyzed by a reference procedure and, as
it has been indicated through this study, the higher is the
number of samples used for calibration the powerful is the
prediction capability of the method. However, it has
been also evidenced that with the use of Kennard—Stone
strategy for calibration sample subset selection it can be
obtained a representative calibration set with a reduced
number of samples. So, it is our own opinion that the
opportunities offered by this kind of methods concern
the possibility to develop diagnostic analytical tools for
the point-of-care determination of clinical parameters
without using any additional reagent [20].
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