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Abstract In metabonomics it is difficult to tell which peak
is which in datasets with many samples. This is known as
the correspondence problem. Data from different samples
are not synchronised, i.e., the peak from one metabolite
does not appear in exactly the same place in all samples.
For datasets with many samples, this problem is nontrivial,
because each sample contains hundreds to thousands of
peaks that shift and are identified ambiguously. Statistical
analysis of the data assumes that peaks from one metabolite
are found in one column of a data table. For every error in
the data table, the statistical analysis loses power and the
risk of missing a biomarker increases. It is therefore
important to solve the correspondence problem by synchro-
nising samples and there is no method that solves it once
and for all. In this review, we analyse the correspondence
problem, discuss current state-of-the-art methods for syn-
chronising samples, and predict the properties of future
methods.
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Introduction

This critical review focuses on the correspondence problem
and its properties for metabonomics datasets. Starting from
the properties of NMR and chromatography–mass spec-
trometry data, a selection of current state-of-the-art syn-
chronisation methods are discussed. This review is intended
as a guide to the problem and to the current attempts at

solving it. Recent reviews dealing with this problem are
Listgarten and Emili [1] and Vandenbogaert et al. [2]. The
review of Listgarten has a wider scope—statistical methods
for comparative proteomic profiling. Vandenbogaert reviews
alignment of LC–MS images with focus on proteomics and
detection of biomarkers. In this review we give a more in-
depth description of the correspondence problem with focus
on metabonomics data from NMR and LC–MS.

What is correspondence?

The correspondence problem is about arranging things in
their proper place, i.e. putting the right values in the right
rows and columns of a data table. An illustrative example is
shown in Fig. 1. Suppose you want to compare suppliers of
fruit baskets to your office and you have a preference for
green apples. You would like to get the most fruit for your
money but there must not be too few green apples. The fruit
is sorted according to category and weighted. The weight
data are summarized in a data table on which you are going
to base your decision on which supplier to use. The table in
Fig. 1 cannot be used for reliable decision-making because
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of errors with fruits in the wrong columns. The problem
with statistical analysis of metabonomics datasets is fully
analogous, but the errors are less obvious because you
cannot tell the identity of a metabolite by looking at a peak.
In real metabonomics datasets (to be distinguished from
datasets constructed to test biomarker detection) there is no
known ground truth and the integrity of the data table can
only be checked for obvious errors by inspecting the raw
data. A synchronisation method should be without obvious
errors, although, in our experience, obvious errors appear
with most methods. It is often not feasible to check all the
columns of the data table. Obvious assignment errors reduce
the confidence in the assignments that cannot be judged.

What is metabonomics?

Metabonomics is concerned with non-targeted analysis of
biofluids to obtain quantitative or semi-quantitative infor-
mation about as many metabolites as possible. The
biofluids most commonly analysed are plasma, serum, and
urine [3–5], although in the literature there are also reports
of analyses of, e.g., cerebrospinal fluid [6], sweat [7], and
saliva [8].

Whenever non-targeted data are generated, the analysis
is less controlled compared with targeted analyses and the
correspondence problem becomes relevant. Shotgun, or
label-free, proteomics has the same problem with assigning
correspondence.

Metabonomics data and its properties

The most commonly used analytical platforms of metabo-
nomics are NMR, LC–MS, and GC–MS [9]. The data from

the different platforms are associated with their particular
properties and problems. The correspondence problem is
similar for all platforms but there are differences. Whenever
samples are measured there will be positional uncertainty in
the signals. When only a few analytes are targeted this can
be handled by the experimental procedure. In non-targeted
analysis, it is more difficult to optimise the experimental
procedure. The samples cannot be prepared by purification
in the same way and, therefore, the sample matrix will have
a greater effect on the observed data.

1D 1H NMR

One-dimensional 1H NMR spectra of blood plasma or urine
takes the form of a forest of peaks in the region between 0
and 9 ppm. The widths of the peaks are mainly dependent
on the field strength of the magnet (measured in MHz).
Peak shapes are distorted from the ideal Lorentzian shape to
something less symmetric by an inhomogeneous magnetic
field or incomplete phase correction. The positions of peaks
along the ppm axis are sensitive to, e.g., temperature, pH,
and ionic strength [10]. It is, therefore, standard procedure
to buffer the samples and control the temperature during
data acquisition. More about the practical and instrumental
issues of NMR for metabonomics can be found in a recent
review by Fan and Lane [10].

Important properties of 1D 1H NMR data:

& Peak shifts are so large that peaks change order along
the ppm axis.

& Peak-shape distortion by an inhomogeneous magnetic
field may cause problems with peak detection—decon-
volution may give false-positive peaks if a symmetrical
peak shape is assumed.

& Limit of detection is quite high compared with, e.g.,
mass spectrometry.

& A metabolite usually has many different protons giving
rise to several peaks in the NMR spectrum; many peaks
will be also be split into multiplets.

The problem of correspondence for NMR is illustrated in
Fig. 2, in which two extreme spectra are shown in (a) and a
heat map of spectra in order of acquisition is shown in (b).
In (c), the samples of (b) have been ordered on the basis of
the histidine peak at approximately 7.03 ppm. The sorting
reveals that the shifts are structured and that some peaks
change order along the ppm axis.

LC–MS and GC–MS (full-scan MS)

Metabonomics data from LC–MS instruments are often
acquired with electrospray ionization and a high-resolu-
tion mass analyser, e.g. time-of-flight, orbitrap, or ion-
cyclotron-resonance. With GC–MS it is common to use

Fig. 1 Fruit data that illustrate the correspondence problem and
different errors in peak alignment. The amount of fruit is proportional
to the size of the image in the table
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electron ionisation with a quadrupole mass analyser
giving unit resolution in the m/z dimension. The data
have two measurement dimensions: retention time and m/
z, where the retention time dimension has the most peak-
shift problems.

Metabonomics LC–MS data are closely related to
shotgun or label-free proteomics data. The basic data
structure and problems with the data are the same. A
difference is that for metabonomics a protein precipitation
step may be performed rather than protein digestion. The
observed mass range may differ—normally approximately
50–1000 m/z in metabonomics whereas in proteomics data
is acquired in higher mass regions. The low-mass region is

advantageous because mass uncertainty increases with
increasing m/z.

Properties of chromatography-MS data:

& Peaks seldom change order along the retention time
axis, at least not peaks with the same m/z. It can happen
for peaks with different m/z (an example is given in
Fig. 3).

& A metabolite can have multiple signals in the m/z
dimension. These signals come from isotopes, adducts,
and fragments.

& The limit of detection of MS is generally lower than
that of NMR.
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Fig. 2 NMR spectra viewed as
heat maps in which a row repre-
sents a sample and each column
is a ppm value; the intensity is
colour coded. (a) Spectra from
the top and bottom rows of (c).
(b) Spectra in order of acquisi-
tion. (c) Spectra ordered by the
position of the histidine peak at
about 7.03 ppm
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& Chromatography–MS instruments are less stable than
NMR instruments which may cause increased run-to-
run variability.

& The chromatographic separation can be affected by
changes in pH, solvent composition, temperature, col-
umn ageing, etc. Also, the sample matrix is an important
factor in retention-time differences between samples.

The correspondence problem for chromatography–MS
data is less complicated than for NMR in respect of peaks
changing order. On the other hand there are two dimensions
to consider. Keeping isotopes, adducts, and fragments of a
single metabolite together, while allowing peaks to change
elution order may be difficult to combine in an algorithm.

Sources of peak shift

Peak shift can be attributed to three sources:

& instrument drift,
& the chemistry of the sample (matrix) and separation

system (if any), or
& random variation.

Instrument drift as a source of peak shift should be
relatively small; otherwise the experimental procedure
could probably be improved. Nevertheless, there will
always be an element of instrument drift in the data.

The largest source of peak shift is probably the
chemistry of the sample matrix and the separation system.
It is well known that peaks shift more in liquid chroma-
tography than in gas chromatography. In GC the chemical
processes are limited to the interaction between the
stationary phase and the sample constituents. In LC there
is an additional interaction with one or more solvents. The
solvents may undergo changes with time. For instance, the
pH may change slightly as a result of uptake of carbon

dioxide from air, and this could, in turn, affect the retention
behaviour of an acidic compound with pKa close to the pH
of the solvent. This kind of instrument-related chemistry
can be controlled. Thus, a good experimental procedure
minimizes peak shift because of instrument-related chem-
istry. For both GC and LC, column degradation can cause
peak shift and this cannot be prevented. There can also be
an effect of column-to-column differences in the retention
time of the same peak.

The chemistry of the sample cannot be controlled. The only
way to obtain similar properties for different samples is to
dilute them with buffer so that the original sample is a
negligible fraction of the prepared sample. This ruins the
possibility of detecting low-abundance metabolites irrespective
of instrumental technique. The practical compromise is to add a
small volume of buffer to the samples. This will not completely
buffer the sample. A good example is the pH-sensitive citrate
peaks which are notorious for shifting in 1D 1H NMR spectra.
They always shift, even when the samples are buffered.

The situation is not hopeless, chemistry is predictable
and, therefore, there is a possibility of correcting shifts of
chemical nature by the synchronisation method.

The part of the shift that cannot be attributed to either
instrument drift or chemistry can be regarded as random. The
random shift is, hopefully, small and can be handled with
more or less any existing alignment or warping method.

1D 1H NMR presents the greatest synchronisation
challenge where peaks frequently change order along the
ppm axis. In chromatography–MS data, the challenge is to
effectively use the information provided by the mass axis in
the best way, and to handle the larger amount of data.

The correspondence problem and methods
for alignment

Ambiguous correspondence

Although most peaks may have an obvious correspondence,
there are peaks for which there will be a question about
which assignment is correct.
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Fig. 4 Three cases of ambiguous assignments. (a) One peak in the
first sample can match either of two peaks in the second sample. (b)
Should both peaks be matched or just one? (c) Peaks changing order
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Fig. 3 Heatmap of 34 samples analysed by LC MS. The two peaks
have different masses, m/z = 316 for the shifting peak and m/z = 512
for the non-shifting peak. Data from Ref. [11]

154 K.M. Åberg et al.



We have identified three basic cases of ambiguous
correspondence:

1. One peak in sample A can match either of two peaks in
sample B (Fig. 4a).

2. Two peaks in sample A can match two peaks in sample
B, but with little or no shifting of the peaks the last
peak in A matches the first peak in B (Fig. 4b).

3. Peaks change order between samples A and B
(Fig. 4c).

If there are only two samples one can probably afford to
try all the different assignments. It is not feasible to try all
assignments with multiple samples, because the number of
possible combinations grows too rapidly.

The local environment of other nearby peaks may affect
which assignment is made by the alignment or warping
method. This can lead to the correct assignment but not

always—there are cases where the local environment makes
a method assign the wrong correspondence (Fig. 5).

Information that can help (use of supporting information)

For two-dimensional data, the second dimension (m/z in
chromatography–MS) can contain information that can
facilitate correct peak assignment [12, 13]. Curve resolution
is a good choice for GC–electron ionization MS in which
several metabolites have mass peaks in common because of
extensive fragmentation [13]. In LC–electrospray MS, in
which fragmentation is limited, deisotoping and deadducting
can help produce second-order support. Unfortunately,
isotope ratios are similar for metabolites of similar mass
and exactly the same for metabolites with the same elemental
composition. Adduct formation may be more discriminative
between different chemical species, although the discrimina-
tory power is likely to be low. An advantage of deisotoping

a  Binning

S
am

p
le

10

20

30

40

50

60

70

80

90

100

110

b  COW

10

20

30

40

50

60

70

80

90

100

110

c  PTW–2

S
am

p
le

10

20

30

40

50

60

70

80

90

100

110

d  PTW–8

10

20

30

40

50

60

70

80

90

100

110

e  PARS–Warping

S
am

p
le

ppm
3.043.063.083.13.123.143.163.183.2

20

40

60

80

100

ppm

f  GFHT

3.043.063.083.13.123.143.163.183.2

10

20

30

40

50

60

70

80

90

100

110

0.04 ppm

Fig. 5 Heatmaps of NMR spectra for 112 samples for comparison of alignment methods: (a) raw spectra (bin limits are shown as grey lines), (b)
COW, (c) PTW-2, (d) PTW-8, (e) PARS warping, and (f) FGHT with corresponding peaks are connected by grey lines
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and deadducting is that isotopes and adducts can be kept
together as pseudo-metabolites. The risk that monoisotopic
peak and peaks of higher isotopes or adducts are aligned
differently is eliminated and signal-to-noise is also improved.

The sample dimension can also be helpful. It may be
difficult to discover which the adduct peaks are, but
differences in retention time and intensity between
samples can help. Tentative adduct, fragment, and isotope
peaks can be tested by correlating the retention time
pattern and the intensity pattern with those of the
monoisotopic peak. If correlations are high, the tentative
peak belongs to the same pseudo-metabolite with high
probability, otherwise not. An example, and more detail,
are given in Ref. [14].

Inclusion of information about sample grouping in the
alignment algorithms is recommended in Ref. [1]. This
information can indeed improve the alignment results but
needs to be used with care because it can introduce bias
into subsequent statistical analysis. In the extreme, the
peaks of a differently expressed metabolite may end up as
two different metabolites because of the grouping of the
intensities. The reader with a bias towards statistical
subtleties might enjoy the book “Subset selection in
regression” by Miller [15] in which he analyses the subject
of bias in estimation.

In NMR, all the peaks of a multiplet will have the same
shift. The multiplet structure of proton signals can be used
to improve the possibility of correct assignment.

Methods for solving the correspondence problem

Most methods for solving the correspondence problem can
be classified into one of the following different approaches,
some more naive than others: binning, nearest-neighbour
clustering, warping, and combinations of these.

Every method that compares different alternatives has an
objective function that may be explicitly or implicitly
defined. Explicit objective functions are to be preferred
because they make the algorithms easier to understand
mathematically. If the warping alternatives are evaluated by
algorithmic rules, the objective function is implicitly
defined. That may be the natural human way of trying to
solve the problem by reasoning but it makes the methods
less transparent and more difficult to understand.

Binning

The simplest and most naive method is binning. In the past,
binning has been used frequently, and it still is [16–21]. In
binning, the measurement dimensions are divided into
segments and each segment is assigned a single number
that summarizes the data. The number can, for instance, be
the integral of the intensity or the maximum intensity. Bin

widths are chosen to be greater than the expected peak
shifts. For NMR metabonomics, the golden standard was
binning with bins 0.04 ppm wide. Recent improvements to
binning include mean filtering before using bilinear
modelling (e.g. PCA) [20] and adaptive binning in which
bin limits are located in minima of superpositioned data
[19]. Binning can circumvent ambiguity of type 1 by
combining the two peaks in B in the same bin. This will
partly destroy the information about the individual peaks
and hamper statistical analysis. If the same metabolite has
many peaks, as in NMR, information about the individual
peak intensities can be revealed by use of bilinear
modelling. Bilinear modelling can only partially overcome
the problem with multiple peaks in a single bin. For
example, information about a small peak next to a large
peak may be completely lost because of fluctuations of the
intensity of the larger peak. Binning can also avoid
ambiguity of type 2 by use of large enough bins. If both
peaks in the two samples end up in the same bin, the
problem is solved. In the same way, ambiguity of type 3
can be avoided. The problem with binning is the trade off
between loss of information and solving the correspon-
dence problem. Information is lost when one bin contains
more than one peak. To solve the correspondence problem
the bin limits must be chosen with care. It may even be that
correspondence is impossible to achieve with reasonable
bin sizes. The special case of a single bin always solves the
correspondence problem but is useless for data analysis.
Uniformly distributed bins of the same size will almost
certainly split peaks so that they end up in two adjacent
bins. Using minima of a superposition or another combi-
nation of data from all samples is not guaranteed to solve
ambiguous correspondences correctly.

Binning can be excellent for quickly obtaining an overall
picture of a dataset. One can only expect to find big
changes using binning. Small but significant changes will
probably be obscured because of loss of information. Many
methods have been compared with binning and shown to be
superior [22–24]. The reason why binning is still used
today is that, so far, no method has proven to be sufficiently
easy to use and sufficiently successful in producing better
results. An example is seen in Prince et al. [25], in which
the authors use the method ChAMS [26], which performs
poorly with obvious and gross errors. It is obvious that
ChAMS has a warp path which is too flexible (Fig. 6).
Examples of this kind may scare the non-expert from using
warping or peak alignment methods for sample synchroni-
sation. The non-expert sticks with binning because it is the
“fast food” of synchronisation (you know what you get and
that you get it right away) rather than trying to be chefs of
haute cuisine by using state-of-the-art methods. Binning is
not the best approach but has acceptable worst-case
performance.
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Nearest-neighbour clustering

Next to binning, perhaps the most common way of solving
the correspondence problem is by nearest-neighbour clus-
tering. In many papers different forms of clustering is used
[7, 14, 27–30]. Some methods allow assignment of two or
more peaks from one sample to a cluster [28, 30], resolving
this “collision” later [28]. Not all methods needing collision
resolution use it [31]. Clustering is normally performed on
peak lists and is closely related to binning in minima of
superpositioned data.

When it comes to handling the three cases of ambiguous
correspondence, clustering is quite a naive method. For the
first case the results will be sensitive to the exact position of
the peak in sample A and the peak is likely to get different
assignments in different samples. In the second case, the
last peak in Awill always match the first peak in B whether
this is correct or not. The third case where peaks change
order cannot be assigned correctly. At most, one of the
peaks can be correctly assigned.

Warping

Warping is the term for transforming the measurement
dimension of samples to achieve correspondence. The
simplest example of warping is to offset the retention-time
axis of one sample so that the retention times of the peaks
better match those in a second sample, called the reference
sample. More advanced transformations can, e.g., be linear
[32], a second order polynomial [33], piece-wise linear [34–
36], or based on b-splines [37]. Warping functions are nor-
mally required to be monotonous. Otherwise, loops can be
created on the measurement axis. Loops are undesirable and
lack physical meaning. Warping methods make sense phy-
sically and chemically because peak shifts in, e.g., chroma-

tography are often correlated. If one peak shifts to a later
retention time, neighbouring peaks are likely to do the same,
especially if the peak shift depends on instrument-related
chemistry such as a slight difference in LC gradient or
column degradation. For NMR the situation is more compli-
cated. Some peaks may shift substantially whereas others
with almost the same ppm do not shift at all (Fig. 5). The
warping function can be estimated from the raw data [38, 39],
from peak lists with pre-specified correspondences [40], or
from peak lists without pre-specified correspondences [41].

Warping using raw data Many warping methods which use
the raw data are based on dynamic programming to
evaluate different solutions. Dynamic programming (DP)
is a method of solving optimisation problems by dividing it
into smaller subproblems and using recursion to construct
the globally optimum solution [42]. The typical DP
problem is to find the shortest path between two points in
a connected graph and the solutions to the correspondence
problem can be posed as a graph. Early examples of DP-
based warping for synchronising samples in chemistry is
dynamic time warping (DTW) [38] and correlation opti-
mised warping (COW) [39]. A very good introduction to
both methods is available elsewhere [34]. There are a
number of recent uses and modifications of DTW [25, 26,
43] and COW [37, 44–46].

There are a few methods that are based on local
segment-wise optimisations without trying to achieve a
globally optimum solution [23, 47, 48]. Compared with the
most closely related DP-based method COW, their only
merit is perhaps their computational speed. For compre-
hensive separations, e.g. LC × LC, this seems to be the only
type of method available [49, 50].

Parametric time warping [33] and semi-parametric time
warping [37] use continuous functions to warp the time

Fig. 6 Comparison of OBI-
Warp and ChAMS, where
ChAMS is obviously too flexi-
ble. Known correspondences are
marked with × symbols.
(Reproduced with permission
from Anal Chem (2006)
78:6140 6152. Copyright 2006
American Chemical Society)
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dimension by iteratively minimising the squared difference
between a reference and a sample chromatogram.

The continuous profile model (CPM) method by
Listgarten et al. [51, 52] is a hidden-Markov model for
estimating a true unobserved chromatogram using expecta-
tion maximization. The method was initially designed to
align replicate samples but has been extended to align
samples of different origin [52]. The method is perhaps the
only example of a warping method that does not use a
reference sample—a very tractable feature.

Warping of peak lists Warping using data in the form of
peak lists is perhaps the most diverse field of warping. Two
different approaches can be identified—the landmark peaks
approach and the tentative assignment approach. In the
landmark peaks approach, the warping function is estimated
from landmark peaks with known correspondence. After
warping peak correspondences are reassigned. Some algo-
rithms stop here [40], others refine the warping function
iteratively. The first landmark peaks can be found by
clustering [40, 53, 54] or, in proteomics, by LC–MS–MS
identification [55–57]. The tentative assignment approach
makes a list of possible assignments and uses this list to
estimate the warping function by robust regression [35, 55].

Warp2D [46] extends COW into two dimensions with
overlap between Gaussians in the objective function.

A few methods use successive pair-wise alignments to
avoid specifying a reference sample [58–60].

Peak alignment followed by warping All methods that align
peaks in one dimension can be used for computing a
warping function. Johnson et al. [61] use nearest-neighbour
clustering followed by piecewise linear interpolation be-
tween matched peaks to find a warping function. PARS [24]
uses tentative assignments and constructs a graph problem
that mimics DTW and is solved by dynamic programming.
It is not originally a warping method but a peak alignment
method. For PARS, linear interpolation between matched
peaks produces a piecewise linear warping function.

Warping and ambiguous correspondence For the first case
of ambiguous assignment, warping methods have a greater
chance of finding the correct correspondence than cluster-
ing methods—if there is local support from nearby peaks
with unambiguous correspondence. Then, warping methods
can be expected to find the true solution. If the warping
function is too flexible, however, the warping will collapse
to a nearest-neighbour method.

The second case of ambiguous assignment can, often,
also be handled by warping, again because of support from
unambiguous matches.

The main drawback of warping methods is the necessary
requirement of a monotonic warping function. Warping can,

therefore, not find the correct correspondence for the third
case with peaks changing order. The exception is if peaks
change order in LC–MS and the peaks have different
masses and the mass channels are warped independently.

Warping does not always completely solve the corre-
spondence problem. If the data are to be modelled by bi or
trilinear methods warping the raw data is sufficient. For
further statistical analysis of peak lists, peak detection may
be needed and nearest-neighbour clustering is always
needed. In many warping methods for peak lists, nearest-
neighbour clustering is included in the method and need not
be performed explicitly after warping.

Image-processing methods An interesting and promising,
but currently immature, approach inspired by image regis-
tration is amsrpm [41] which uses robust point matching [62]
to align peak lists. The method is very slow and it is,
therefore, difficult to optimise its parameters [56]. Amsrpm
uses fuzzy correspondence and simulated annealing to match
samples to a reference. The method can also align total-ion
chromatograms. Its ambiguity-resolving properties are sim-
ilar to those of other warping methods.

The generalized fuzzy Hough transform method [22]
(GFHT) is based on a method for detecting shapes and
objects in images which has been adapted for NMR-data.
The key features of the GFHT method is that it can solve all
three ambiguities by pre-calibrating the model on the shifts
of peaks with known correspondence.

Algorithm/method symmetry The methods derived from
DTW use one sample as a target to which all other samples
are aligned. This makes the algorithms simple to understand
and implement. The drawback is that the method becomes
asymmetric in relation to the samples. Choosing a different
target sample may affect the alignment or warping results.
It is a desirable feature that an algorithm solving the
correspondence problem is symmetric so that there is a
unique solution that does not depend on an arbitrary choice
of target. Creating compound targets based on all samples
is likely to degrade the results unless performed carefully.
Shifting peaks will be blurred or even lost if averaging over
NMR-spectra or TICs is used.

Today, there are a few symmetric methods available for
more than two samples. The GFHT [22] and CPM [52] are
examples of symmetric methods. Some warping methods
that use tentative assignments of peak lists and regression to
fit warping functions are symmetric, e.g. XCMS [40] has
symmetric warping as an option.

Using raw data vs. peak lists There are alignment methods
that use the raw data and methods that use peak lists. The
main argument for using the raw data is that you are not
dependent on a peak-detection step which might introduce
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errors by failing to detect peaks. The reasons for using peak
lists are that they present the relevant information more
compactly and with improved signal-to-noise ratio from
averaging when integrating a peak.

From experience, we have observed that the number of
peaks increases with decreasing intensity approximately as
#peaks ∝ 1/intensity. Pushing the limit of data analysis
requires that you accurately detect, align, and further
analyse peaks very close to the limit of detection. Accurate
detection would mean that an experienced experimentalist
confirms that you have very few false positive and very few
false negative peaks in your peak list. A high fraction of
false positives and false negatives will severely disturb the
alignment results. Small peaks may be difficult to align
using raw data, unless they are automatically aligned by
surrounding larger peaks.

The ambiguity where peaks change order can possibly
be resolved by aligning peak lists with support from an
extra dimension. By warping the raw data, peaks can never
be shifted around each other. For LC–MS, warping the raw
data often requires binning of the m/z axis which destroys
information that can be used for alignment.

Example of warping 1D 1H NMR data A dataset consisting
of NMR spectra from 112 replicate quality-control samples
of human plasma [22] is used to demonstrate different
methods assigning correspondence in NMR data. In this
data there are approximately 30 peaks and several examples
of peaks changing order along the ppm axis. The methods
demonstrated are: binning, PTW (second-order polynomi-
al), PTW (eighth-order polynomial), COW, PARS-warping,
and GFHT. The results are shown as heat maps in Fig. 5.
Notice how 0.04-ppm-wide bins all contain more than one
peak. A trained eye can find ten peaks in the third bin from
the right. PTW-2 improves the alignment but is not flexible
enough. With PTW-8 it seems that most peaks are properly
aligned but there are a number of erroneous assignments.
The same is true for COW, which performs well for most
samples but gives strange results for some of the extreme
samples. PARS-warping performs worse than COW by
being too flexible, which results in alignment errors. PARS-
warping is performed on peak list data with about 25 peaks
per sample. The GFHT is calibrated on the pattern of peak
shifts of the histidine peaks at 7.03 ppm and it finds the true
correspondence in most cases. Note especially how it
handles the peaks changing order along the ppm-axis. For
NMR, it is important how the correspondence problem is
solved. The large fraction of peaks changing places (up to
30%, not shown [22]) may be one explanation of why
NMR is losing ground to LC–MS in metabonomics. It has
been impossible to get the correspondence right for NMR
datasets. Another explanation is the relatively low sensitiv-
ity of NMR.

Example of warping LC–MS data The example of warping
LC–MS data is limited to comparing the warping functions
of seven different methods for warping two samples of
blood plasma [14]. There is no ground truth other than that
which can be guessed from the chromatograms. The point
here is to show how similar the warping functions of
different methods are. The methods included in this example
are: 1. PTW-2, 2. PTW-8, 3. COW-TIC, 4. CPM, 5. Trac-
Mass [14], a nearest neighbour assignment on peak lists
followed by least-squares fit of a twelfth-order polynomial (a
naive warping method), 6. XCMS, which aligns approxi-
mately 3,000 peaks and computes a warping function using
robust regression, and 7. amsrpm-TIC.

The warping results are presented in Fig. 7. TICs of a
sample and a reference are overlaid in Fig. 7a, and the
TICs of the sample warped by PTW-8 and the reference
sample are overlaid in Fig. 7b. The warped time difference
is shown in Fig. 7c (positive values mean peaks are shifted
to later time points). It is obvious that the warping
function is non-linear, and that most methods find more
or less the same solution. PTW-2 is very good in the first
half of the chromatogram but cannot follow the transition
at 375 s. The differences between the other methods are
relatively small. XCMS and TracMass compute a warp-
ing function which is too constrained; peak correspon-
dence is much improved but is implied rather than there
being complete overlap of peaks (not shown). It is
definitely not good enough for bi or trilinear modelling.
With COW, PTW-8, and CPM most high-intensity peaks
overlap almost completely. Amsrpm is the only method
that disagrees on the warping function. The chromato-
grams warped by amsrpm look quite good but amsrpm
has been run with suboptimum parameters because the
sampling rate differed between the example data and our
data. We find the method is slow and therefore difficult
to optimise.

Validation of alignment results

Alignment results are inherently difficult to validate. The
best validation is to compare the assignments of a method
to a known ground truth. Because the instruments create
the correspondence problem it is impossible to obtain real
data with known ground truth. The value of using
synthetic data is limited, because of the difficulty in
accurately reproducing all the peak-shift artefacts present
in real data. Still, it may be one of the most illustrative
ways of demonstrating the properties of a synchronisation
method. The second best method is to use spike-in
experiments where the spike-in mixture is analysed
separately and samples are analysed both with and
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without the spike-in mixture [40, 52]. The problem with
spike-in experiments is that the results for the alignment
method become confounded with all other data-processing
steps. Spike-in experiments are ideal for validating an
entire pipeline for biomarker detection. Two public spike-
in datasets are available—one for metabonomics by
Nordström et al. [63] and one for proteomics by Listgarten
et al. [52].

De Souza et al. [30] validate their results on a subset
where the ground truth was manually defined by visual
inspection. It is not a bad approach if the subset is
representative of the whole dataset. Manual alignment
can be as good as any other alignment method in use
today.

Many papers use other indirect methods of validation
that may not be completely relevant in that they are not
based on the number of correct and erroneous assignments
[24, 31, 54, 58, 64, 65].

In proteomics it is not uncommon to perform LC–
MS–MS on some peaks. The results can be used by
the alignment method [55–57] or for checking the
alignment results from aligning only on the LC–MS part
of the data [25].

For NMR (and LC–MS) the samples can be sorted on
the position of a shifting, yet easily assigned, peak. This

can give a very good indication of the ground truth for peak
correspondence, c.f. Fig. 2 and Fig. 5.

If I were hunting for biomarkers today (and not
researching the correspondence problem) (Conclusions)

For NMR the correspondence problem is more difficult
than for chromatography–MS because in NMR changes
in peak order are common whereas in chromatography–
MS they are uncommon. As far as we are aware, there is
only one method that can handle changes in peak order
for 1D data and that is the GFHT method. For
chromatography–MS the competition is harder—many
methods are almost equally good. A combination of non-
linear warping and peak alignment is probably the way
to go.

To identify biomarkers, we recommend that:

& Several methods are used, at least one working on peak
lists and one working on the raw data (warping). Do not
forget to use binning for a preliminary investigation and
to protect against a worst-case scenario.

& The method variables are adjusted for the analytical
platform in question using two or more data sets.
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Fig. 7 Comparison of warping
functions for LC MS data. (a)
Uncorrected sample (black) and
target (red) TICs. (b) Warped
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TICs. (c) Warping functions
computed by different methods
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& With every new dataset the methods are run quick-and-
easy with the pre-adjusted variables.

& Top candidate biomarkers from each method are
checked manually using the raw data.

Future outlook

For NMR we expect the future holds methods competing
with the generalized fuzzy Hough transform by being able
to correctly assign peaks that change order along the ppm
axis.

For chromatography–MS, we believe that more warping
methods that warp both time and mass will appear. The
field seems to progress toward multistage alignment
methods where the warping function is iteratively refined
by steps of warping and reassignment.
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