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Abstract This work itemizes and critically assesses sev-
eral 1D and multi-dimensional nuclear magnetic resonance
(NMR) techniques, in both the liquid (solvent suppression,
APT, DEPT, INEPT, COSY, TOCSY, HSQC, HMQC,
HMBC, NOESY, ROESY and others) and solid states 
(DP, SACP, RAMP-CP, CP-TOSS, MQ-DEPT, 2D 1H–13C
HETCOR and others), which are relevant to the charac-
terization of natural organic matter (NOM). The pros and
cons of many of the discussed techniques are compared in
an effort to provide guidance to the most beneficial uti-
lization of these NMR instrumental techniques for re-
searchers interested in gaining insight into various aspects
of NOM.

Keywords Natural organic matter · Humic acid · Fulvic
acid · Solid state · Liquid state · Multi-dimensional · 
Nuclear magnetic resonance

Abbreviations 1D One dimensional · 2D Two 
dimensional · APT Attached proton test · BIRD Bilinear
rotation decoupling · CP Cross polarization · 
COSY Correlation spectroscopy · CSA Chemical shift
anisotropy · DEPT Distortionless enhancement by
polarization transfer · DMSO Dimethyl sulfoxide · 
DOSY Diffusion ordered spectroscopy · DP Direct 
polarization · DQ Double quantum · FID Free induced
decay · FT Fourier transform · FT-ICR-MS Fourier 
transform-ion cyclotron resonance-mass spectroscopy ·
HETCOR Heteronuclear correlation · HH Hartmann–
Hahn · HMBC Heteronuclear multiple bond correlation ·
HMQC Heteronuclear multiple quantum coherence ·
HSQC Heteronuclear single quantum coherence · 
INEPT Insensitive nuclei enhanced by polarization 
transfer · LR-COSY Long-range COSY · MAS

Magic-angle spinning · MQ Multiple quantum · MS Mass 
spectroscopy · NMR Nuclear magnetic resonance · 
NOE Nuclear Overhauser enhancement · NOESY Nuclear
Overhauser enhanced spectroscopy · NOM Natural 
organic matter · PASS Phase adjustment of spinning 
sidebands · RAMP Ramped amplitude · RESTORE
Restoration of spectra via TCH and T one rho (T1ρH) 
editing · r.f. Radio frequency · ROESY Rotating frame
Overhauser enhancement spectroscopy · SACP Single
amplitude cross polarization · SOM Soil organic matter ·
SS Spinning sideband · TMS Tetramethylsilane · 
TOCSY Total correlation spectroscopy · TOSS Total 
suppression of sidebands · TPPM Two-pulse phase 
modulation · VCT Variable contact time · VSL Variable
spin lock · WATERGATE Water suppression by gradient
tailored excitation

Introduction

NOM plays a multitude of roles in the environment. These
roles include soil fertility, pollutants’ fate and transport in-
cluding bioavailability, nutrient cycling, metal speciation,
and carbon and nitrogen cycling, to name a few [1]. How-
ever, due to its complex nature, NOM has always posed
challenges to analytical chemists. NOM appears to be more
challenging to analyze than any biomolecule or family of
biomolecules, such as proteins. In addition, there is no ba-
sis on which to isolate, separate, or purify all of the com-
ponents of a NOM sample. In addition, even if one could
separate NOM into individual components, one would not
be able to model the NOM mixtures as one would have
eliminated the properties which emerge via interactions.
This reality is countered by the desire to derive molecular
level models of NOM for modeling purposes. Thus, the
ideal method for the analytical characterization of NOM
interrogates the sample as a whole, but also allows one to
obtain molecular level information. Although no analyti-
cal technique is perfect, as this would require one to mon-
itor the sample without perturbing it at concentrations of
environmental relevance, two analytical methods have
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emerged as very promising [2]. The first is Fourier trans-
form ion cyclotron resonance mass spectroscopy (FT-ICR-
MS) as it allows one to use very small sample amounts
and obtain mass data at a high enough resolution to assign
exact empirical formulae to NOM samples. The other
emerging technique is NMR. The combination of state-of-
the-art FT-ICR-MS and NMR holds the promise of greatly
advancing our molecular level understanding of NOM.
While FT-ICR-MS is not the subject of this work, the
reader is encouraged to read a recent review by Kujawin-
ski [3] as well as the most recent papers on the subject by
Cooper and co-workers [4, 5, 6], Hatcher and co-workers
[2, 7] and others [8, 9, 10].

The focus of this work is the recent advancement in the
application of NMR to NOM, discussed from a critical
point of view. In putting this review together, a series of
literature searches was carried out using both Sci-Finder®

and Web of Science®, however, in all probability some
work was missed, for which the author apologizes. Also,
the number of papers in which NMR has been applied to
the characterization of NOM is so vast that a complete
survey is well beyond the scope of this review. Thus, only
a select number of works will be presented here, with the
author again apologizing in advance for any omissions.

There have been a large number of very good reviews
written on the applications of NMR in the characterization
of NOM [11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21]. One
of the most encompassing, insightful, and referenced was
written by Caroline Preston in 1996 [18]. However, the
field of NMR has advanced greatly since that publication.
These advances include new pulse sequences, two dimen-
sional (2D) solid-state spectra, and 2D and 3D liquid-state
studies of NOM (although the majority of the studies re-
viewed here have been on a class of NOM known as hu-
mic materials, NOM has been chosen as a universal de-
scriptor). The aim of this review is to critically assess and
provide some insight into these recent advances as well as
the associated pros and cons of applying them to NOM
samples.

Setting the scene

The recent acceleration in the application of NMR to the
study of NOM and the sophistication of the methods be-
ing used is derived from the great advances in NMR the-
ory and hardware. The most obvious way in which these
advances have helped in the study of NOM is through the
introduction of high-field instruments, inverse probes, cryo-
genic probes, more sensitive solid-state probes, and high
speed magic-angle spinning (MAS) probes, on the hard-
ware side, as well as new pulse sequences and techniques
such as shaped pulses and high resolution magic-angle
spinning NMR. In addition, these advances have freed up
NMR time on somewhat less cutting edge NMR equip-
ment meaning that more NMR instrument time is avail-
able for NOM characterization and method development.
Subsequently, the NMR characterization of NOM has ad-
vanced at a breathtaking pace, so much so that references

written as little as two years ago are no longer current. In
all probability, the same fate will befall this piece of work.
As mentioned above, a survey of the literature was carried
out from which it was determined that the current “state-
of-the-art” in the characterization of NOM by NMR was
in need of critical evaluation, especially in the area of
solid-state NMR, but also in the area of liquid-state NMR.

This work concentrates on 1H and 13C NMR, and thus,
it mentions 15N or 31P NMR only in passing. Also, the ap-
plication of NMR in the study of pollutants and metal ions
will not be covered as these areas deserve dedicated re-
views.

Solid-state NMR of NOM

The most used NMR method for the characterization of
NOM is solid-state NMR, namely via cross polarization-
magic-angle spinning (CP-MAS) 13C NMR [18]. Solid-
state NMR has many advantages over its liquid-state
counterpart which include:

1. no concentration limit,
2. no solvent effects,
3. no concern in regards to heterogeneous sample disso-

lution,
4. minimal sample handling,
5. the capability of analyzing highly insoluble fractions

such as humin and black carbon,
6. the stability of samples in the solid state, and
7. whole soils can be analyzed.

The CP-MAS NMR technique is deceivingly simple [22,
23, 24; the reader is referred to these monographs for
more comprehensive explanations than are presented here]
and consists of three parts. In the first part, known as cross
polarization, the protons’ (or, more correctly stated, the
abundant spins, I) polarization is transferred to the car-
bons (or, more correctly stated, the rare spins, S). In the
second part, the sample is physically spun at the magic-
angle to the static magnetic field (it should be stated that
the sample is spun at this angle for the entire experiment),
while the third part involves decoupling the proton spins
during acquisition. The cross polarization step can be ex-
pressed mathematically as γ IB1

I=γ SB1
S, where γ is the gy-

romagnetic ratio of the nuclei and B1 is the applied field.
In the case of 1H→13C cross polarization a theoretical en-
hancement of the 13C signal by a factor of four can be
achieved, due to the fact that the gyromagnetic ratio of
protons is four times that of carbons. In addition, the re-
cycling delay between pulses in the CP experiment is dic-
tated by the spin–lattice relaxation (T1) of the protons
rather that the carbons. In extreme cases (e.g. crystalline
polyethylene) this can translate into a thousand or more
scans being collected in the same amount of time only one
scan would take be if one was to excite the carbons with a
90° pulse to obtain a 13C spectrum [21]. Thus, CP based
techniques give a double benefit in terms of signal en-
hancement, and it is this increased signal that has made
CP based methods standard for the NMR characterization
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of NOM. The quest for signal in the characterization of
NOM stems from the complex and heterogeneous nature
of NOM. Typically, only very little signal arises from any
given entity in the sample as such an entity is always very
low in concentration. In addition, these entities are further
diluted if one is analyzing a soil rather than an isolated
fraction of NOM (e.g. humic acid).

MAS is used to alleviate line broadening to a large ex-
tent, if not entirely, due to chemical shift anisotropy
(CSA), which arises from a non-spherical electron density
distribution around the nucleus (this is especially impor-
tant in 13C NMR for aromatic, carboxyl, and alkene moi-
eties) as well as, to some level, line broadening due to di-
pole–dipole interactions (Zeeman energy levels are shifted
slightly by local fields around the nucleus, due to neigh-
boring nuclei). In both cases these effects are removed in
liquid-state NMR by the rapid and random tumbling of
molecules induced by Brownian motions. In the solid state
this rapid and random molecular tumbling does not occur.
However, it can be shown that both of the abovemen-
tioned effects have a (3cos2θ–1) term in their mathemati-
cal descriptions. When this term is equal to zero one ob-
tains the conditions found in the liquid state, that is if one
can spin the sample at a high enough speed. The “magic”
angle that this happens at is θ=54.7°, and thus, the name:
magic-angle spinning. Although commercially available
probes allow sample spinning speeds (ωr) in excess of 
30 kHz, and samples have been spun at speeds in the vicin-
ity of 50 kHz, the proton pool still needs to be decoupled
to remove dipole–dipole interactions to obtain high reso-
lution 13C solid-state spectra.

Quantification and CP-MAS

CP dynamics

The above discussion presents CP-MAS 13C NMR to be a
three-part technique, but it is, in fact, a four-part experi-
ment, i.e.:

1. preparation of the protons,
2. polarization transfer,
3. acquisition (proton decoupling), and
4. MAS during the entire experiment.

Compared with most modern NMR experiments this cor-
responds to a simple pulse sequence, however, the sim-
plicity of the pulse sequence is deceiving. The reason for
this is that the dynamics of polarization transfer from pro-
tons to carbons is very complex, and can be expressed
mathematically (with some assumptions) as follows [25]:

(1)

where I(t) is the observed intensity with a contact time
during the CP process of t, I0 is the ideal intensity, TIS is
the CP time constant whose reciprocal is the rate at which
CP takes place, T1ρ

I and T1ρ
S are spin–lattice relaxation

rates in the rotating frame for the I (abundant spins) and S
(rare spins), respectively. Finally, t is the time allowed for

the I and S spin pools to be in contact during the CP (only
Hartman–Hahn CP is discussed here). One of the assump-
tions used to obtain the Eq. (1) is that TIS/T1ρ

S≈0. In addi-
tion, the efficiency of the cross polarization is related to
the number of protons directly bound to the carbons in
question or in their close spatial proximity [25], and for a
complex sample such as NOM may require an even fur-
ther expansion to take into account discretely fast and slow
components. However, Eq. (1) demonstrates the double
exponential behavior of the CP intensity, I(t), versus con-
tact time, t. This double exponential nature arises from the
fact that it takes a finite amount of time for the polariza-
tion to be transferred from the protons to the carbons (TIS)
and increase the carbon signal, however, during this
process protons are also relaxing (due to spin–lattice re-
laxation in the rotating frame T1ρ

I). The exact time con-
stants of TIS and T1ρ

I depend on the types of carbons and
protons involved. If TIS<<T1ρ

I, then the CP experiment
can yield quantitative or very close to quantitative results.
However, if TIS<T1ρ

I, or worse, TIS=T1ρ
I or TIS>T1ρ

I then
CP experiment will yield non-quantitative results [26, 27,
28, 29].

MAS and spinning sidebands

In addition to the dynamic concern addressed above, spin-
ning the sample at the magic angle can interfere with the
quantitation of a spectrum. To fully understand why this
comes about one must first examine what is taking place
when a sample is macroscopically spun at high speeds. This
macroscopic spinning introduces a time dependence, which
also leads to the strength of interactions under MAS being
described by terms which oscillate at ±ωr and ±2ωr. For
NOM by far the most important oscillating terms are
those associated with CSA. These oscillating terms can be
viewed as echoes, which arise from a refocusing of the
magnetization due to the macroscopic spinning of the sam-
ple (a similar phenomenon can be seen in liquid-state
NMR when a sample is poorly shimmed and spun, albeit
at much lower speeds). When the free induced decay (FID)
is transformed from the time domain to the frequency do-
main these oscillations manifest themselves in the spec-
trum as a series of spinning sidebands (SS) flanking the
central isotropic line at intervals equal to ωr. For NOM
samples SS can underlie unrelated isotropic lines resulting
in an intensity distorted spectrum. In theory, if all species
and CSA were known then these SS distortions could be
eliminated and one would obtain a quantitative spectrum
after making the appropriate corrections. However, in
practice this is impossible for NOM as its exact molecular
make-up is still unknown and sample dependent.

MAS and the Hartmann–Hahn matching condition

In addition to SS, MAS also affects cross polarization. As
a sample is spun at higher and higher speeds the profile of
the Hartmann–Hahn (HH) match breaks down into a se-

( ) ( ) ( ) ( )�

� � �
� � ��� � ��� �� �

�� ��� � � � � � � � �ρ ρ
−= − − − −  
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ries of discrete peaks (fingers) in the frequency domain
where the maxima are located at 0ωr, ±ωr, and ±2ωr. The
MAS speed at which the HH matching profile transitions
from a continuum to a series of fingers is dictated by the
strength of the local heteronuclear (I–S) and homonuclear
(I–I) interactions and will be different for different chem-
ical groups [30, 31]. It is also important to note that, as the
sample spinning speed increases, the central (0ωr) match
condition becomes less and less effective and succumbs to
the first sideband (±ωr) match condition in terms of both
efficiency and rate [31].

Other considerations in terms of quantification

Paramagnetic centers

The use of paramagnetic relaxation agents has a long his-
tory in the field of chemistry as these agents allow one to
obtain a spectrum in a fraction of the time required with-
out them. This time saving arises from the fact that one
can perform many more scans in a set amount of time due
the more rapid relaxation induced by the relaxing agent.
The use of relaxation agents in NMR assumes a homoge-
neous effect across the whole sample, and such an as-
sumption can be made for simple organic molecules or
even a simple mixture of them. Unfortunately, in the field
of NOM NMR the naturally occurring paramagnetic cen-
ters lead to non-quantitative spectra. This arises from the
fact that the paramagnetic centers are not evenly distrib-
uted throughout the sample [32, 33, 34] and can lead to
signal relaxation before a signal can be collected even in a
simple one pulse experiment (vide infra). There are two
categories of relaxation inducing centers in NOM. The
first and most discussed category consists of metal ions,
with iron being the most problematic. The second cate-
gory contains organically stable radicals within the NOM
organic matrix itself. The above issue has been addressed
in the literature by Wilson et al. [35] and, more recently, in
some very elegant and meticulous work by Smernik and
Oades [26, 27, 28, 29, 34] as well as Keeler and Maciel
[36]. In all cases, it has been shown by spin counting ex-
periments, that the removal of inorganic paramagnetic
centers leads to an increase in the total observable car-
bons. The best way to remove inorganic paramagnetics
from solid samples such as soils and humin is a repeated
treatment with a weak aqueous HF (2% v/v) using three or
four cycles [26, 36]. However, questions have been raised
in terms of possible chemical side reactions taking place
within the NOM during the HF treatment. For soluble
fractions cation exchange resins can be used, however,
one should be concerned about losing a fraction of the
sample to the column. At any rate, further investigation is
needed to determine the importance of such side reactions
or losses for the environmentally relevant chemistry of
NOM. At the moment there is no simple solution to the
problem of signal loss due to the organic radicals. More-
over, it was recently shown [36] that the removal of Fe
can lead to the formation of organic radicals which is, in

all probability, driven by the REDOX chemistry taking place
within the NOM sample.

Paramagnetic ions have a much greater effect on CP
based experiments than on single pulse experiments. This
arises from the fact that they can reduce the T1ρ

I to such an
extent that the T1ρ

I≤TIS, thus cross polarization from the
protons to the carbons does not take place since the pro-
tons will have relaxed before such a polarization transfer
can take place.

Background signals

Finally, background carbon signal from the end cap of the
rotor, the probe’s strator, and other probe components
have been shown to be present in both DP and CP exper-
iments [37, 38, 39, 40]. However, it has been shown that
this background signal can be eliminated or subtracted
and is only of great concern if DP experiments are being
used and/or if the sample has a very low carbon content.
Nevertheless, this effect should be checked for as its mag-
nitude depends on the materials the probe is constructed
from.

How to acquire as quantitative solid-state 
13C NMR spectra of NOM as possible 
(the same holds for any X nucleus)?

From the above discussion one would be led to believe
that quantitation of all carbons within a NOM sample is
an unachievable goal, and in all probability this is a cor-
rect statement. However, for those wishing to study NOM
the information that NMR can provide is indispensable.
Thus, there has been a great amount of effort made into
obtaining as quantitative NMR spectra of NOM as possi-
ble. The major strategies put forward in the recent litera-
ture (since 1995) will be discussed below, both in terms of
theory and applicability.

The direct polarization (or Bloch decay 
or single excitation) method

If one can remove inorganic paramagnetic centers, and the
concentration of organic paramagnetic centers (as can be
determined by electron pair resonance otherwise known
as electron spin resonance) is very small, then, in theory,
one should be able to obtain a quantitative spectrum of the
sample being analyzed under the appropriate conditions.
These appropriate conditions are:

1. no SS interferences, and
2. the sample acquires full relaxation between excitation

pulses.

Both of these conditions can be achieved. The elimination
of SS interference can be accomplished either by using a
low-field (2.3 to 4.6 Tesla) spectrometer or by spinning
the sample at high speeds. The low-field approach is de-
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rived from the fact that SS arise from CSA effects and
these effects scale with the applied magnetic field. On the
other hand, if one is not in the fortunate position of having
a low-field NMR spectrometer, as is very often the case
these days, then one must look for alternative methods of
eliminating SS interferences. By far the most fundamental
approach is to spin the sample at a higher spinning speed.
In theory, the faster the better. The reason for this is that
the faster the sample is spun the further away from the
central isotropic line the SS move, to the point where they
are out of the spectrum (the frequency window of inter-
est). In addition to this benefit, the faster one spins the
sample the more signal there is in the central isotropic line.
The exact speed will depend on the rotor size and mater-
ial as well as the size of the applied magnetic field. Thus,
at first thought, from a simple NMR point of view, it would
appear that one would wish to run the sample on the high-
est available field at a high enough spinning speed to
eliminate SS interferences and take full advantage of the
higher field in terms of the signal to noise ratio (S/N).
However, this line of though is misleading as is does not
consider the amount of sample one is analyzing. When
this variable is taken into consideration the low-field op-
tion becomes very enticing. The reason for this reversal is
that in order to spin a macroscopic sample at very high
speeds one must place a great amount of stress on the ves-
sel carrying the sample (rotor). One way of getting around
the stress factor is to decrease the rotor’s size, especially
in terms of its radial dimension. In doing so one decreases
the rotor’s volume and hence the amount of sample it can
hold. This can be illustrated by considering 14.00 mm,
7.00 mm, 4.00 mm, and 2.5 mm diameter rotors and as-
suming that all are 14.0 mm in length and that the diame-
ter is the inner diameter (while, in reality, it is their outer
diameter). Respectively, their volumes would be 2.16, 0.54,
0.18, and 0.07 mL, and if we consider that volume equals
the amount of sample held, one quickly sees that there are
advantages to large rotors. In reality for a full calculation
one must consider the effect of field on S/N as well as fill
factors and real rotor volume. When all of these factors
are summed up the large rotor/small field route may have
an advantage. However, presently and in the future low-
field instrumentation may not be available to the large
majority of scientists who wish to study NOM.

The relaxation condition requires that the T1s for all the
carbon types within the sample be measured, and that the
delay between excitation pulses (or acquisitions) be set to
five times the longest T1. This can lead to cycle delays of
a minute and a half (unless corrections are applied which,
in turn, requires the time-consuming measurement of all
the T1s in the sample). If one considers that it can take
thousands of scans to acquire a spectrum with sufficiently
high S/N, due to the time averaging nature of NMR
(S/N=[number of scans collected]1/2, thus if one collects a
spectrum with 128 scans and desires a twofold increase in
S/N one must acquire a spectrum with 512 scans; simi-
larly, if an increase in S/N by a factor of ten is desired then
one needs to collect 12,800 scans) then the time required
to collect a quantitative spectrum by DP-MAS can be very

uneconomical. Thus, while the DP-MAS method is prob-
ably the most quantitative, it may not be the most appro-
priate method depending on the research group’s circum-
stances.

Quantitative CP methods

CP/T1-TOSS

This very elegant technique put forward first by Hu and
Schmidt-Rohr [41] in the characterization of polymers
and then applied to NOM by the same group along with
other co-workers [42] addresses the quantification issues
for DP-MAS data that have been acquired without full re-
laxation between acquisitions.

The technique can be rather time-consuming, as it re-
quires one to obtain three spectra: one DP-MAS spectrum
with too short a recycling delay and two CP/T1-TOSS
spectra with different delays between the CP and TOSS
pulse sequences (in reality there are two additional 90°
pulses between which this delay is sandwiched). The first
spectrum is obtained with a very short delay between the
CP and TOSS pulses on the order of 500 µs. The second
spectrum is obtained with a delay that is equal to the re-
cycling delay (delay between acquisitions) in the non-
quantitative DP-MAS spectrum, typically in the order of 
5 s. The relaxation dynamics are then analyzed and a cor-
rection factor is arrived at to correct the non-quantitative
DP-MAS spectrum. However, this correction factor is
flawed by the fact that is assumes a homogeneous T1,
which is definitely not the case for NOM samples. The
longer this long delay is the closer the obtained DP-MAS
spectrum will be to the quantitative DP-MAS spectrum
and the smaller the correction as well as errors within the
correction factor. It was found that a long enough delay
had to be used so that the resulting second CP/T1-TOSS
spectrum was less than half the intensity of the original
CP-TOSS spectrum. In some cases this required a delay
longer than 25 s. If this half intensity condition was not
reached then “large corrections errors” occurred. This sug-
gests that the dynamics of every sample must be investi-
gated which is a rather time-consuming proposition. In ad-
dition, this technique suffers from quantitative issues in re-
gards to TOSS and CP discussed here. However, when ap-
plied correctly to NOM this technique has produced re-
sults that are in reasonable agreement with the chemical
elemental analysis in an appreciably shorter time.

RESTORE

The spin counting technique has been known for over two
decades and was applied by Wilson et al. [35] early on in
the study of humic materials by CP-MAS, however, it
seems to have fallen out of favor. Recently Smernik and
Oades along with co-workers [26, 27, 28, 29, 34] have done
a series of very elegant experiments using spin counting
to determine and quantify just how non-quantitative 
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CP-MAS methods are, especially when applied to highly
complex and challenging soil samples. A most elegant use
of spin counting has recently been presented by Keeler
and Maciel [36] in which a whole soil and the classic frac-
tions of SOM, namely humin, humic acid, and fulvic acid
were characterized, and the spin counting technique was
doubly calibrated to take into account the radial and lon-
gitudinal non-uniformities within a CP-MAS probe. The
results from this study are in line with those found by
Smernik and Oades along with co-workers [26, 27, 28, 29,
34]. However, Smernick and Oades [29] have developed a
method known as RESTORE in which one can combine
three CP-MAS spectra acquired under different condi-
tions to yield, in theory, a quantitative spectrum. The first
spectrum is a standard CP-MAS spectrum, followed by a
T1ρ

I and a TIS adjusted spectra, respectively. A quantitative
spectrum is arrived at by linearly combining the above
three spectra. The mathematical relation used to combine
them into one is derived from an intimate knowledge of
the cross polarization taking place in the sample. Such a
knowledge can only be gained by performing a series of
time-consuming experiments in which T1ρ

I and TIS are
precisely determined. The T1ρ

I value is obtained by apply-
ing a variable spin lock (VSL) pulse sequence in which
the protons are spun locked for a variable time (delay, if
you will) before CP is allowed to take place, and TIS is ob-
tained by applying standard CP pulse sequences and vary-
ing the contact time, and using the T1ρ

I value previously
determined by the VSL experiments. Both of these exper-
iments are rather time-consuming as they require a series
of spectra to be accumulated (the two measurement re-
quire 20 separate spectra to be collected, processed, and
analyzed) after which the desired relaxation parameters
are determined. The VSL technique is used in preference
to the more traditional VCT technique to determine T1ρ

I as
is removes slow TIS artifacts. The RESTORE technique,
however, is very useful as it gives insight not only into the
roles of the different relaxation rates, but also based on
them allows one to obtain an edited spectrum from which
chemical information can be derived. It may include in-
formation such as the presence of functional groups that
may still have paramagnetic cations attached to them or
are associated with stable radicals, moiety mobility, and
the origin of the moiety (especially in terms of black car-
bon components such as charred wood).

When all is said and done, at this point, a rapid quanti-
tative method to analyze carbon speciation of solid-state
NOM samples by NMR is still beyond the realm of real-
ity. In fact a DP-MAS spectrum collected under quantita-
tive conditions (a high enough spinning speed to remove
spinning sideband artifacts, a long enough delay between
acquisition to allow for full relaxation, and a paramag-
netic free sample [an impossibility for NOM]) still appears
to be the only way of collecting a quantitative NMR spec-
trum on such samples. However, semi-quantitative data
on the carbon speciation in solid-state NOM samples is
highly desired and beneficial a large majority of the time,
and at the moment the CP based methods appear to be
best suited for this purpose.

Semi-quantitative CP methods

Single amplitude cross polarization (SACP)

This technique is by far the most used in the characteriza-
tion of NOM of all types and from all sources. The appli-
cation of SACP-MAS to NOM has been studied in great
detail by Wilson [20], Snape [43], and Preston [18] and
will not be fully analyzed in this work. In brief, the appli-
cation of SACP-MAS to NOM samples is a fine balancing
act between the rate of polarization build-up in unproto-
nated carbons (and even more remote unprotonated car-
bons) and T1ρ

I induced relaxation in highly protonated
carbons. In reality it is a compromise between TIS, T1ρ

I and
the artificial amplification of proton rich carbons. Thus, it
is required that one performs a series of experiments in
which the cross polarization time (known as the contact
time) is varied in order to characterize the cross polariza-
tion dynamics and then to determine the contact time
which gives the most quantitative spectrum for all car-
bons. It should be noted that the optimal contact time for
quantitative results does not necessarily deliver the most
signal across the whole spectrum. In fact, for NOM one
usually loses signal in order to obtain a more quantitative
spectrum. In practice, one also usually compares the spec-
tra obtained with different contact times to a spectrum
which is considered quantitative, such as a DP-MAS spec-
trum collected under quantitative conditions. A quantita-
tive liquid spectrum can also be used for the purpose of
such a comparison, if the NOM being studied is fully sol-
uble. In practice, it has been found that, as a general rule-
of-thumb, 1 ms is the cross polarization time which ap-
pears to be the best compromise allowing for a quantita-
tive, or more correctly stated, semi-quantitative 13C NMR
spectrum of NOM [18].

However, if one wishes to obtain as quantitative a
spectrum of a NOM sample as possible with SACP, one
must perform at least a series of experiments in which the
contact time is varied. Subsequently, the natural logarithm
of each peak’s intensity is plotted against the contact time
to yield a cross polarization build-up curve for each re-
solvable carbon species (usually ketonic [220–190 ppm],
carboxyl [190–165 ppm], phenolic [165–150 ppm], aro-
matic [150–120 ppm], anomeric [120–90 ppm], carbohy-
drate [90–50 ppm], and aliphatic [50–0 ppm]; although
more exact assignments are possible [36, 44, 45, 46, 47]).
TCH and T1ρ

I are obtained by mathematically fitting the
cross polarization to Equation 1 (where TIS=TCH in this
case) or to a more complex version of this equation. How-
ever, it should be noted that initial estimates of TCH and
T1ρ

I can be obtained by fitting the early part and later part
of the build-up curves, respectively. TCH and T1ρ

I can also
be precisely measured by independent multi-spectra ex-
periments [29]. In any case, the full characterization of the
cross polarization dynamics of NOM is rather time-con-
suming and must be done for each sample if one is to get
the most quantitative spectrum possible by this technique.
This explains the popularity of the 1 ms rule-of-thumb as
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it appears to give semi-quantitative results for the vast
majority of samples, but the quantitation errors must be
weighted against the inherent uncertainty of a solid-state
NMR experiment on NOM, which is typically around 2 to
5%.

The quantitative abilities of SACP-MAS in the charac-
terization of NOM have long been an area of concern as
addressed by a large number of groups and studies (Ref.
[36] and references therein), concluding that SACP-MAS
spectra of NOM samples are the most quantitative when ob-
tained at low fields (2.3T [100 MHz for protons or 25 MHz
for carbons] to 4.6 T [200 MHz for protons or 50 MHz for
carbons]) and at slow spinning speeds (approximately 4 to
5 kHz). The reason for this is that at low fields and slow
spinning speeds SS interferences are of little concern and
sample spinning has a minor, if any effect on the CP pro-
cess. In addition, it has been argued that NOM spectra are
so complex and consist of so many overlapping peaks that
high fields deliver no improvement in resolution [36]. How-
ever, with recent high-field results this argument has been
questioned [48, 49, 50, 51]. In addition, a large number of
laboratories wishing to study NOM do not have a low-
field solid-state NMR spectrometer at their disposal, and
this problem will become more pronounced in the future
as higher and higher magnetic fields become the norm in
solid and liquid-state NMR. There are many reasons for
this, but the most pressing appear to be:

1. most solid-state NMR instruments are multi-user in-
struments and the majority of the users correctly desire
the highest field they can obtain funding for,

2. at the moment the lowest magnetic field commercial
NMR vendors are delivering is 7 T and this will only
go up (however, any of these magnets can be made into
a 2.3 to 4.6 T magnet), and

3. funds for a purchase of a special low-field solid-state
NMR instrument for the study of NOM as well as to
keep it operational are also difficult to secure.

Thus, methods for obtaining semi-quantitative spectra at
higher fields must be developed for the progression of the
study of NOM by NMR by as many groups as possible. It
has been realized that, for information gathered on high
field (≥7 T) instruments, spinning sidebands are by far the
most detrimental in obtaining semi-quantitative CP-MAS
spectra of NOM. The two most theoretically and econom-
ically sound, as well as practical, approaches put forward
to date are the CP-TOSS methods [42, 51] and fast sample
spinning with RAMP-CP [33, 48, 49].

Cross-polarization with total suppression 
of spinning sidebands (CP-TOSS)

Besides spinning the sample at very high speeds and in-
terfering with the CP process, theoretically one can elimi-
nate spinning sidebands in four other ways. The first is to
synchronize the collection of the FID with the rotor pe-
riod. This allows for a spinning sideband free spectrum as
the anisotropic components average to zero over a com-

plete rotor period, and thus, only the isotropic components
remain [24]. However, this technique restricts the spectral
width to such an extent that it is useless for the study of
NOM. The second method is a two dimensional technique
in which the sample “hops” in 120° increments while
spinning [23]. This technique is technically difficult, and
thus, very rarely used. The third method is known as phase
adjustment of spinning sidebands (PASS) and involves
separating sidebands according to their phase, simplifying
the obtained spectrum [23]. The fourth, and by far the
most utilized, is the CP-TOSS technique [22, 23, 24] and,
as far as can be determined, it is the only one of the four
techniques to be applied to NOM [42, 44, 45, 46, 47, 51].
This cross polarization technique has been around for a
long time and has been used extensively. The initial de-
velopment of the CP-TOSS technique was by Dixon and
co-workers [52, 53] in which they showed that the tech-
nique eliminated spinning sidebands from CP-MAS spec-
tra. The underlying principle of the technique is that π
(180°) pulses can change a precessing nucleus’s phase.
Dixon showed that by the astute choice of delays between
π pulses based on the rotor’s period it is possible to cancel
out the spinning sidebands due to the change in their
phase by displacing the spin echoes in time. In theory, a
series of π pulses need to be used, but in practice only four
π pulses are generally used. The phases of the π pulses are
cycled to compensate for pulse imperfection which could
lead to incomplete sideband suppression (which is the
whole point of this pulse sequence). Also, it is highly prefer-
able to use composite π pulses as the finite length of a sin-
gle π pulse reduces the efficiency of this technique. In ad-
dition, in regards to the pulse sequence, it should be noted
that the power level of the π pulses applied to the S nucleus
must be set so as to prevent possible CP from taking place
during their application. Thus, one can see that CP-TOSS
pulse sequences are far more complicated than the stan-
dard SACP pulse sequence. However, with modern instru-
mentation the above precautions can be addressed, facili-
tating the application of the CP-TOSS technique.

However, in general CP-TOSS signals are not quanti-
tative [21, 24, 54] and if there are many spinning side-
bands (as is the case in NOM) CP-TOSS does not work
well, and small residual spinning sidebands are observed.
In fact, even under the most ideal conditions CP-TOSS is
non-quantitative as the suppressed sideband intensity is
not fully or equally added to the isotropic band [24]. In
addition, relaxation (most importantly T2) takes place dur-
ing the evolution of the CP-TOSS pulse sequences, and
thus, signal with a relatively rapid T2 relaxation will be re-
duced in the final spectrum. Finally, for powdered sam-
ples the isotropic signal can be reduced due to destructive
interferences (signals from different carousels, a carousel
of crystallites can be viewed as being oriented with the
same Euler α and β, but different γ angle) [24]. The more
complex a sample is the more sidebands there are to sup-
press. In reality, full suppression does not take place and
small residual sidebands prevail. Thus, for complex sam-
ples such as NOM, CP-TOSS is inherently non-quantita-
tive.
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As pointed out above, in reality, only semi-quantitative
spectra can be obtained by any method that uses CP. In the
studies that have applied CP-TOSS to humic materials it
has been found that semi-quantitative spectra are obtained
[51, 55]. This is most probably due to the fact that the T2
relaxation is not a major concern during the CP-TOSS se-
quence since T2 of NOM appears to be on the millisecond
time scale [49, 51] if the sample is low in paramagnetic
centers. In addition, it appears that the non-quantitative
aspects of CP-TOSS especially for NOM may be less sig-
nificant than the 2–3% variation in reproducibility (vide
supra). The CP-TOSS method has the advantage of being
able to yield semi-quantitative spectra at low spinning speeds
allowing one to use large sample volumes at high mag-
netic fields.

Ramped amplitude cross polarization (RAMP-CP)

As discussed above, by spinning the sample at sufficiently
high speeds one can remove the spinning sidebands from
the spectral window of interest. Thus, one can add the
spinning sideband intensities to the isotropic intensities to
achieve as quantitative a result as possible (the same holds
for DP-MAS). This approach has the added bonus of re-
folding more of the signal lost due to the spinning side-
bands back into the isotropic band. Also, it has been shown
that due to motional modulations one obtains a more quan-
titative spectrum of some NOM samples by spinning them
at higher speeds [48]. Thus, it would be very beneficial to
obtain a CP-MAS spectrum of NOM at high spinning
speeds, especially as commercial solid-state NMR probes
currently allow spinning speeds of up to 35 kHz. The prob-
lem of obtaining CP-MAS spectra at high sample spin-
ning speed has been addressed by a number of groups. At
the moment it appears that the solution put forward by
Smith and co-workers [56, 57, 58] of varying the ampli-
tude of one of the pulses (either on the I or S transmitter
[channel]) during the HH condition, over a frequency range
large enough to cover the sample spinning speed, is the
most accepted and used. Soon after Smith and co-workers
developed RAMP-CP Cook et al. [48, 49] applied it to
NOM. RAMP-CP works on the principle that a HH match
will always be achieved for some part of the contact time
while SACP (single amplitude CP)-MAS may not if the
HH matching condition becomes too narrow. This simple
concept has large theoretical ramifications in terms on the
amount of signal obtained and the quantitative nature of
this signal. One of the major drawbacks of the RAMP-CP
technique is that an exact HH match is not always achieved
during the ramped pulse. However, this can be offset by
placing the RAMP at the center of the HH match on the
first order sideband match, and allowing for a longer con-
tact time. This longer contact will enhance the effect of
T1ρ

I relaxation and may render some carbons associated
with proton with short T1ρ

I reduced in terms of intensity or
invisible altogether. To minimize this effect RAMP-CP
usually takes place on the first order sideband of the HH
match, and thus takes advantage of the more rapid and ef-

ficient polarization transfer of this condition. This reduces
the required contact time which, in turn, reduces the effect
of T1ρ

I. The fact that RAMP-CP does not hold the CP con-
dition during the full contact time means that it may, in
fact, reduce the effect of T1ρ

I relaxation as the I and S spins
are not held in intimate contact. Also, the equations that
have been developed [59] assume that the HH match con-
dition is held during the whole contact time, which is not
the case for RAMP-CP or any other variable amplitude
CP pulse sequence. In fact RAMP-CP can be viewed as
integrating the area under the HH matching condition in
the frequency domain rather than sampling a point (ide-
ally the maximum) along the HH matching condition as
SACP does. Thus, the applications of these CP based equa-
tions must be done with caution. In fact, a difficult to ac-
complish modification involving a Lorentzian function to
model the sweep through the CP condition which ac-
counts for the width of the HH matching condition (which
depends on the vicinity of the carbons to the proton pool,
the number of protons in each pool, and the sample spin-
ning speed) is warranted. However, it has been shown that
one can model the cross polarization dynamics of the
RAMP-CP at least at the semi-quantitative level, especially
if both a fast and a slow components are included [50].

The fact that the RAMP-CP integrates the HH match-
ing condition (by varying the B1 condition of one of the
transmitters) profile rather than samples a single point
means that it corrects for some of the major non-quantita-
tive limitations of the CP-MAS method. One of the major
reasons for this is that it allows one to “spin” the spinning
sidebands out of the spectral window of interest, and thus,
remove the effect of spinning sideband interferences. In
addition, it allows for more than just one HH match to be
satisfied, thus allowing equal matching of HH conditions
within a sample as complex as NOM, especially at high
sample spinning speeds. It also allows for a HH match to
be maintained for long-term experiments, where elec-
tronic drift may mean that the initial instrumental param-
eters set for an ideal HH matching condition do not re-
main the same over the time of the experiment due to the
HH matching condition being extremely sensitive to the
strength of the applied B1 field. The drifting of either or
both of the B1 field strengths over time (particularly for
experiments with long acquisition times as are sometimes
needed for samples with low carbon content) can lead to
the loss of signal, or even worse, to non-quantitative CP.
This is primarily the case for remote carbons (such as car-
boxylic, ketonic, and aromatic) as they have much nar-
rower HH matching conditions compared to the proto-
nated carbons. Also, the B1 fields in CP-MAS probes are
rather inhomogeneous (more correctly stated, they are non-
uniform) both radially and vertically, but especially verti-
cally. These inhomogeneities are due to the way in which
the single solenoid coil is designed. The effect is again a
HH mismatch condition as one moves away from the cen-
ter of the coil as the B1 field decreases. The exact shape of
the B1 field profile can be calculated to a certain extent
[60, 61] and thus, in theory, one can correct for this effect.
Thus, B1 variations are compensated for by RAMP-CP
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[31, 57, 58] and, in doing so, RAMP-CP delivers more
quantitative results. This is especially the case for carbons
with a narrow HH matching condition, in particular at
high sample spinning speeds. The exact speed at which this
will become important will vary between carbon types.

Finally, it should be noted that, in theory, RAMP-CP
allows for cross polarization via the more efficient adia-
batic CP process as the RAMP-CP experiment enables a
population inversion, and thus may eliminate some of the
quantitative issues raised due to T1ρ

I relaxation during the
long contact time [62].

Comparison of semi-quantitative methods

From the discussion above it can be seen that any CP
based technique can only, in theory, deliver semi-quantita-
tive spectra when applied to NOM samples due to the in-
terplay between the number of protons attached to a spe-
cific carbon and the interplay between TCH and T1ρ

I in the
dynamic of the CP process. Nevertheless, CP methods are
by far the most used to study NOM samples today and
will be heavily used for the foreseeable future due to the
time savings they afford. Thus, for consistency between
published spectra it is desired that a standard method be
developed. However, before this can be done some issues
must be cleared up. The first is that RAMP-CP is more time-
consuming to set up [55], and that the original RAMP-CP
set-up for the study of NOM samples was done by simply
choosing an arbitrary time based non-quantitative liquid
data [42]. With modern instrumentation the set up and op-
timization of RAMP-CP is just as simple as SACP and
simpler than CP-TOSS. However, the appropriate contact
time has to be determined, as with any CP method. This
was already done by Cook et al. (though not reported, as
it should be standard operating procedure similar to cali-
brating a pH electrode) by doing a series of contact time
experiments and then mathematically fitting the build-up
curves in the standard manner. In addition, spectra ob-
tained at different contact times were compared to a liq-
uid-state spectrum obtained under quantitative condition
[48]. It should be noted that the sample used by Cook et
al. was the very soluble Laurentian fulvic acid. Conse-
quently, RAMP-CP does not require any more time to set
up correctly compared to a standard SACP-MAS experi-
ment in order to obtain the most quantitative data possi-
ble.

Some studies have examined both CP-TOSS and
RAMP-CP, along with low-field SACP [42, 55]. Both groups
were in agreement that both SACP-MAS spectra acquired
at low field and RAMP-CP spectra acquired at high field
were much more quantitative than those obtained with
SACP-MAS at high fields. However, in regards to the quan-
titative nature of the spectra acquired with the CP-TOSS
method at high-field techniques, the two groups’ results
disagree. The work of Mao et al. shows that CP-TOSS de-
livers spectra that are quite quantitative [42]. However,
the results of Peuravuori et al. show that CP-TOSS deliv-
ers results that are still not highly quantitative [55]. The

results of Peuravuori are in line with the fundamental char-
acteristic of sideband editing by the TOSS method [63].
This discrepancy between results from two independent
groups is both interesting and concerning. Of particular
concern is the large number of samples and experiments
each group carried out, and may indicate that even more
work needs to be performed with the CP-TOSS technique
and different versions of the CP-TOSS pulse sequences to
fully analyze how quantitative this technique is for the
characterization of NOM. In the studies discussed above
RAMP-CP was also examined and compared to SACP-
MAS as in three other studies [48, 49, 50]. In all cases
RAMP-CP has been able to deliver very good results in
terms of quantitation. However, Mao et al. proposed that a
carefully optimized SACP experiment using the first or-
der sideband HH matching condition will yield similar re-
sults to those of a RAMP-CP, even though their results did
not support the proposition (one would assume the use of
an optimized CP condition for their study, especially as
they used a 800 µs contact time rather than the 1 ms “rule-
of-thumb”, especially after making a point for the impor-
tance of such optimization) [42]. Cook et al. investigated
this possibility and found it not to be the case [33]. There
are two possible reasons for this. The first and most likely
is due to the non-uniformity of the B1 fields in CP-MAS
probes. As the sample was spun at a sufficiently high speed,
the HH matching conditions for some types of carbons
may have been narrowed to such an extent that their max-
ima were not being sampled throughout the whole sam-
ple, as has been shown by Peersen et al. [31]. Thus, nuclei
with broad HH profile, such as aliphatic carbons, will be
less affected by this phenomenon then those with narrow
HH profile, e.g. carboxyl carbons. This will lead to a de-
crease in the observed carboxyl carbon signals, and hence,
to a non-quantitative spectrum. The same holds true for
drifts in the B1 fields in time over the period of a long ac-
quisition. The second explanation is that due to transient
oscillations in the SACP build-up curves (which are ab-
sent in RAMP-CP build-up curves) non-quantitative CP
takes place as was put forward by Dria et al. [50]. How-
ever, it should be noted that the study by Dria et al. sup-
ports the proposition by Mao et al. [42]. Possible reasons
for this are that the HH profiles for all sampled carbons
were broad enough at the spinning speeds they used
(higher than those reported by either Cook et al. or Mao et
al.) and/or the B1 fields produced in their instrumental
setup were very stable over time and homogeneous
throughout a large portion of their sampling volume. It
has also been stated that the signal increase obtained at
higher field is lost due to the smaller sample volume one
must use in order to achieve the sample spinning speeds
needed to remove spinning sideband interferences [36, 42].
However, this may not always be the case as shown by the
work of Dria [50], as larger sample volume is not always
better in terms of S/N, especially per unit volume. The
reason for this is that the larger the sample the larger the
coil must be and the further away from the majority of the
sample the coil will be. This means that weaker B1 fields
will occur, resulting in weaker decoupling conditions, which



in turn leads to shorter T1ρ
I [64] and less efficient cross po-

larization. Dria et al. have shown that RAMP-CP gives
twice as much signal as SACP with everything else equal
and ten times as much, or more, compared to an older
low-field instrument. Thus, it would appear that very little
is lost by using a smaller sample volume, at least as far as
going down to a 4 mm rotor and CP-MAS probe.

On aggregate it appears that RAMP-CP with high sam-
ple speeds is the method of choice for obtaining a semi-
quantitative spectrum of NOM as it:

1. allows one to remove spinning sideband artifacts,
2. integrates the HH matches rather than samples a single

point, and thus, removes non-quantitative effects in-
duced by drifts in the B1 strengths in time or across the
sample volume,

3. delivers twice as much signal as standard SACP per
unit time (thus spectra can be run in 1/4 the amount of
time),

4. is easily set up on modern instruments, and
5. might enable adiabatic CP.

CP-TOSS appears to be the next method of choice as it
also removes spinning sidebands, but further investigation
is required due to the conflicting results obtained by this
method to date. It should be noted that modern decoupling
pulse sequences such as two-pulse phase modulation
(TPPM) should be used whenever possible in the analysis
of NOM, as done by Dria et al. [50].

Spectral editing methods

At least some of the time it is highly desirable to have as
quantitative results as possible. Other times it is more im-
portant to obtain structural information, as is the case in
most NMR structural studies of large biomolecules such
as proteins. In the study of NOM such structural informa-
tion will allow for better models to be proposed and uti-
lized in simulation studies which are proving to be so cru-
cial in almost all areas of science, in general, and chem-
istry, in particular, thanks to the proliferation of fast com-
puters.

1D methods

The longest used of all solid-state spectral editing tech-
niques in the study of NOM is CP itself, for example, it al-
lows one to edit carbons based on their proton multiplic-
ity via a short contact time (view protonated carbons) or
long contact time (remove protonated carbons). The next
are relaxation methods which allow one to edit spectra
based upon T1 relaxation (the simplest version of this is to
use a delay shorter than is needed for full relaxation of the
spectrum, and mathematically fit the magnetization build-
up) and T2 relaxation (in these experiments there is a de-
lay between excitation of the carbons via CP or DP and
the time in which the spectrum is collected, with the pro-
tons being under the influence of dipolar decoupling; it is

very desired to refocus by a 180° pulse on the carbons to
generate a Hahn spin echo during the delay between exci-
tation and acquisition [evolution period]). Dipolar dephas-
ing is another old editing technique that is based on al-
lowing the protons to diphase the carbon signal and is ac-
complished with a pulse sequence very similar to the T2
pulse sequence discussed above, but without dipolar de-
coupling being applied to the protons. Thus, during the
evolution period of the pulse sequence the protons diphase
the carbon magnetization via heteronuclear couplings. With
an evolution time in the range of 30 to 150 µs (usually 60 to
75 µs for NOM samples) one suppresses the protonated
carbons and is left with the unprotonated carbons as well
as protonated carbons with weak heteronuclear couplings
to protons, e.g. CH3 groups. Although the above tech-
niques are useful, especially when combined [49], they give
only limited information.

A highly beneficial editing technique would be one ca-
pable of distinguishing CH2 from CH (and the less press-
ing CH3, due to the dipolar dephasing experiment discussed
above) groups. Such a technique exists and was introduced
by Wu et al. [65]. It combines a series of 13C CP-MAS
spectra with appropriate CP periods (either short or long),
depolarization periods, and polarization inversion periods.
The technique allows one to obtain the full CP-MAS 13C
spectrum and three subspectra based on CHn multiplicity.
These include: a spectrum consisting of CH3 and unproto-
nated carbons, another one consisting of CH2 carbons, and
yet another one consisting of CH carbons (the technique,
in fact, requires the collection of four spectra to be then
linearly combined to produce the abovementioned sub-
spectra). However, it should be noted that this technique
requires one to empirically determine the coefficients used
for the linear combinations via the use of model com-
pounds. This technique has been applied to a humic acid
by Keeler and Maciel [66] and yielded very informative
subspectra that helped to address some of the assumptions
made in the literature. Regrettably, the technique is very
time-consuming when applied to NOM as indicated by
the Keeler and Maciel study in which a 9.5 mm rotor
holding 700 mg of humic material was used, and the set of
three subspectra required more than 156 h to collect.

Recently, Schmidt-Rohr and Mao [46] have introduced
a new method for the efficient selection of CH groups by
the suppression of CH2 and quaternary-carbon signals and
applied it to a series of model compounds as well as hu-
mic acid. The method is based on the fact that the SI spin
pair is invariant under spin-pair dipolar decoupling, while
SI2 due to its two ISs is quickly dephased in terms of het-
eronuclear multiple-quantum (MQ) coherence. Thus, one
can suppress CH2 signals while allowing the CH signals
to remain by using MQ coherence and distortionless en-
hancement by polarization transfer (DEPT). The quater-
nary carbons are removed from the spectrum by subtract-
ing an equivalent dipolar dephased spectrum from the MQ
spectrum mentioned above. This approach leads to the
loss of the majority of the CH3 signal, which can be further
suppressed by using a simple T1

13C filter of 0.5 to 1.5 s
[46]. This work shows that one can very effectively ob-
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tain CH only spectra, and is superior to the method dis-
cussed above for non-crystalline samples. Also, despite a
maximum efficiency of 14% a CH only spectrum of a hu-
mic acid sample could be obtained in just under 3.5 h.
However, Schmidt-Rohr and Mao [46] also showed that a
chemical filter could be incorporated into the pulse se-
quence which, in turn, allowed one to assign peaks to
NCH or CCH(C,C) carbons using simple, and by far more
accessible, double-resonance hardware rather than the triple
resonance SPIDER NMR technique introduced shortly
before by the same group [45]. In addition, the MQ-DEPT
method is more quantitative as it is less prone to selective
T2 dephasing [46].

2D NMR

Another way of editing a spectrum is to disperse the data
into a second or even third or fourth dimension. This al-
lows one to overcome some of the peak overlap which
plagues 1D NMR spectra of humic materials, but more
importantly (as will be discussed in more detail in the liq-
uid section of this work) it also allows for this dispersion
to occur in a controlled manner. Solid-state 2D NMR has
been sparingly applied to NOM [44, 45, 47, 49, 67]. In all
cases rather broad lines are observed, however, this is
much less severe in the cases where the 2D spectrum
maps out carbon–proton correlations [44, 45, 47]. The car-
bon–proton 2D work (labeled this way as they are carbon
detected experiments) has been based on the standard
solid-state HETCOR principle [68, 69, 70], however, the
pulse sequence has been elegantly modified. The follow-
ing modifications have been included:

1. Dipolar dephasing filter. As discussed above, this fil-
ter suppresses all carbons except for the unprotonated
carbons and protonated carbons with weak heteronu-
clear couplings and allows for a simpler 2D spectrum
to be obtained [44].

2. T2 filter. This edits from the spectrum carbons based on
their mobility and proximity to paramagnetic centers,
thus resulting in a simplified spectrum [44].

3. Lee-Goldberg CP rather than Hartmann–Hahn CP. Lee-
Goldberg CP arranges the 1H spin-lock to be at the
magic angle in the rotating frame [24, 71], which means
that the heteronuclear I–S dipolar coupling is main-
tained, and thus, rapid transfer of magnetization can
take place. This technique suppresses the 1H homonu-
clear dipolar coupling, and thus, only carbons in very
close vicinity to protons are polarized. Consequently, a
removal of the spin diffusion that typically takes place
in Hartmann–Hahn polarization is accomplished. For
NOM samples this means that a more precise, and thus
simplified spectrum is possible [45, 47].

4. Chemical shift anisotropy recoupling. As discussed above
[45].

By combining the above techniques Mao et al. [44, 47]
have been able to start connecting the moieties within hu-
mic materials and testing proposed models. Also, their work

has shown that for some humic materials it appears that
lignin structures are present. Thus, from this very elegant
work a large amount of new information on humic mate-
rials has been derived. The fact that these are solid-state
methods means that they can be extended to whole soils
and other insoluble samples which constitutes a definite
advantage over the liquid-state experiments discussed be-
low. However, more research needs to be done on these
methods as they apply to NOM, and due to their theoreti-
cal complexity and novelty (in some cases within the
NMR community as a whole) it will require some time for
these techniques to become standard methods in the study
of NOM.

Liquid-state NMR

In the history of NMR the first “true” NMR publication
by Purcell et al. [72] was on solids and was very quickly
followed by Bloch et al. [73] work on liquids. It should be
noted that the two groups independently developed and
submitted their work for publication within a month.
However, historically liquid-state NMR has progressed
ahead of its solid-state sibling. The reason for this is that
Brownian motions remove line broadening mechanisms.
In addition, the relaxation processes within a liquid sam-
ple are much more favorable to producing spectra with
narrow lines and allowing for more scans to be acquired.
Consequently, the liquid state has become the predomi-
nant state in which NMR spectra are acquired and for
which NMR techniques were and continue to be devel-
oped for. But, as can be seen from the discussion above,
solid-state NMR is beginning to catch up mainly in the
area of method development. However, liquid-state NMR
is still ahead by some distance.

In the area of NOM characterization, until very recently
the opposite has been true. The major reason for this is the
long held idea that NOM was so complicated that the im-
proved resolution offered by the liquid state did not offset
its disadvantages in terms of concentration limit, solubil-
ity, solvent effect, and sample preparation, even though
this has been argued to the contrary for a long time [18].
Recently, the resolution advantage of liquid-state NMR
has started to be harnessed in the characterization of NOM,
especially when data are dispersed into another dimension.
This part of the review is set up quite differently com-
pared to the solid-state section, as most of the cutting edge
NOM liquid-state NMR work uses well established liq-
uid-state techniques that have been used by biochemists
and chemists for over two decades. Nevertheless, the
overall aim as set out at the start of the paper is the same.
For more detailed explanations of the methods discussed
below the reader is referred to the monographs by Ca-
vanagh et al. [74] and Levitt [75] as well as a very good
and modern review by Renolds and Enrique [76]. For a
guide on how to set these techniques up on an NMR spec-
trometer the reader is referred to the monograph by Braun
et al. [77].



1D methods for the study of NOM

Traditionally, 1H NMR has been the method of choice for
the investigation of small molecules due the high natural
abundance and receptivity (measured by gyromagnetic ra-
tio) of protons, especially in the field of chemistry. How-
ever, for NOM this has not been the case for two reasons.
Firstly, the solvent of choice for NOM work is water and
thus, one has to deal with a very strong water signal in the
1H NMR spectrum. Secondly, 1H NMR does not deliver
the resolution 13C NMR can (this is even more pro-
nounced in solid-state NMR). Thus, historically 1H NMR
has not been very informative in the study of NOM, and
information provided by other nuclei such as 13C, but also
15N and 31P, has been sought (although work on 15N and
31P is highly informative it is outside of the scope of this
review).

1H NMR

This would be the method of choice for rapid screening
and characterization of dilute NOM samples. Tradition-
ally water causes a major problem due to the dynamic
range limitations of the electronics needed for the collec-
tion of water’s large NMR signal which saturates the elec-
tronics at the gain needed to detect the NOM (due to dig-
itization limitations of analog-to-digital conversion). Thus,
the signal of water must be attenuated to allow for the de-
tection of the signal of interest. This attenuation can be
accomplished in a number of ways. The most popular is
the suppression of the water signal by using a diffusion
filter in combination with pulse sequences that manipulate
the magnetization of the water. The best known of these is
the WATERGATE (water suppression by gradient tailored
excitation) [78, 79]. This technique has been successfully
applied by Lee et al. [80] to NOM samples. By using this
water suppression technique the authors were able to ob-
tain 1H spectra of NOM samples at concentrations as low
as 2 mg/mL. Cook et al. [81] have also shown that an al-
ternative method known as excitation sculpting performs
equally as well as WATERGATE. However, in all cases
any signal close to water will be affected, thus this limita-
tion must be kept in mind. In addition, great care is re-
quired when optimizing these pulse sequences and each
sample requires a separate optimization as the frequency
center for the shaped pulse is crucial for the success of ei-
ther of these two highly useful methods in the study of
NOM. It is worth noting that the chemical shift of the wa-
ter signal is very sensitive to temperature. Also, it should
be remarked that either of these water suppression tech-
niques can be incorporated into the 2D pulse sequences
discussed below, and modern versions of these pulse se-
quences can suppress more than one solvent signal.

Another way around the intense solvent signal is to use
a deuterated solvent. In the case of D2O one will still be
left with a substantially large water signal (or more cor-
rectly HDO signal, which will shift with temperature) due
to the exchangeable protons of NOM. This, in fact, will be

a problem with any solvent with exchangeable protons. The
next most popular, after water, solvent for NMR studies of
NOM is DMSO (in reality DMSO-d6; e.g. Refs. [81, 82]).
DMSO is a very good solvent as can be determined by its
lower dipole moment and is better at solvating groups,
such as aromatics, than H2O, as has been seen to be the
case for NOM [83]. However, it is highly recommended
that DMSO only be used from a freshly broken ampoule
[81]. The use of DMSO allows one to see the exchange-
able protons, such as in carboxylic groups, that are invisi-
ble in spectra in which water has been used as the solvent.
In addition, one can see amide protons as well as their dis-
appearance by the addition of small amounts of D2O [82].

Regardless of whether DMSO-d6 or D2O (or D2O and
NaOD) is used as the solvent, one obtains a very complex
proton spectrum. It consists of broad lines due to broad
envelopes of peaks (as derived from the 2D methods dis-
cussed below) as well as broad peaks which arise from
macromolecules or macromolecular assemblies of mole-
cules (the broad lines arise due to the long correlation times
inherent to either of these cases) which are overlaid by a
series of sharp lines that may arise form either small mol-
ecules or from highly mobile segments of large macro-
molecules or macromolecular assemblies of molecules.
However, the obtained spectra are also extremely complex
because of the chemical complexity of NOM, and due to
the narrow spectral window being investigated brought
about by the small chemical shift dispersion of protons.
This, in turn, means that chemical group assignments in
NOM samples can only be made at the macroscopic level
when one only considers the proton spectrum. Neverthe-
less, quantitative spectra can be obtained in a much more
time efficient manner compared to any of the solid-state
NMR techniques discussed above or any of the liquid-
state 13C experiment discussed below (usually a quantita-
tive 1H spectrum can be obtained in a matter of 10 min).

It should be noted that high resolution spectra can be
obtained for NOM by very thorough shimming of the sam-
ple, such that one can determine the effect of deuterium
on the signal of ammonium ions and distinguish NH4

+,
NH3D+, and NH2D2

+ ([81], in this study the assignment of
the ammonium ions was confirmed by 14N NMR, 1H–15N
HSQC, and 1H–1H TOCSY experiments). Thus, even at the
high concentrations needed for the 2D spectra discussed
below (30 to 150 mg of NOM per milliliter of solvent) vis-
cosity is not a problem as further supported by the 2D re-
sults discussed below and the 14N results obtained by Cook
et al. [81].

13C NMR

As in solids, 13C NMR has been the nucleus of choice to
monitor NOM in the liquid state, as 13C has a larger chem-
ical shift dispersion than 1H, and more of the sample is in-
terrogated by 13C compared to 15N and 31P. However, care
must be taken when one wishes to acquire a quantitative
13C spectrum. As with the solid state, all paramagnetic im-
purities must be removed (in the real world paramagnetic
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centers must be kept to minimum), full relaxation must
take place, and the protons must be decoupled by inverse
gated decoupling [18]. In this decoupling scheme the de-
coupler is switched on just before the excitation pulse,
and then switched (gated) off during the recycling time af-
ter acquisition and before the next excitation pulse. This
leads to decoupling free of population effects, which re-
moves nuclear Overhauser enhancement (NOE), thus yield-
ing a quantitative spectrum if the system under investiga-
tion is allowed to fully relax between excitation pulses.
Usually a 45° pulse is used to excite allowing a shorter de-
lay between acquisitions. However, it should be noted that
to obtain a quantitative 13C liquid-state spectrum of NOM
with satisfactory S/N can take in excess of two days, and
thus validating the need for CP-MAS (vide supra). If a
NOM sample is fully soluble then quantitative liquid-state
13C NMR is very comparable to quantitative solid state
obtained using DP 13C NMR in terms of instrument time
and requires much more commonly available instrumen-
tation.

The real power of liquid-state 13C NMR in the recent
past has been the fact that one can edit spectra based on
carbon multiplicity. This can be done in many ways such
as the attached proton test (APT), insensitive nuclei en-
hanced by polarization transfer (INEPT), and distortion-
less enhancement by polarization transfer (DEPT).

APT

The APT pulse sequence consists of a spin-echo (90°–τ–
180°–τ–acquire) pulse sequence. By gating the decoupler,
one can distinguish the multiplicity of the carbons in the
sample. The APT (also known as gated spin-echo or spin-
echo Fourier transform) method relies on the fact that the
magnetization vector components of the CH, CH2, and
CH3 carbons do not rotate synchronously but are charac-
teristically different. Thus, by choosing the appropriate τ
period (τ=1/J in seconds) and gating the decoupler off dur-
ing one of the τ periods, the quaternary and CH2 carbons
will have one phase which is 180° out of phase with the
CH and CH3 carbons. This method has recently been ap-
plied to NOM by Cook et al. [81] in which it was shown
that the majority of the aromatic carbons were protonated,
and thus, could not be functionalized, while the majority
of the functionality was on the carbohydrate moieties
(they further proved this point with 2D NMR techniques
which are discussed below).

INEPT

In this experiment polarization is transferred from the pro-
ton to the carbons via a population exchange, due to the
S nucleus (carbons in this case) and the protons sharing a
common energy level. The delays (sandwiching the 180°
pulse on the proton channel) in the pulse sequence are set
to 1/(4J) in seconds. Thus, only carbon atoms with directly
bound hydrogens are observed. In theory, the INEPT pulse

sequence can also be used to edit spectra based on differ-
ent carbon multiplicity, however, in practice it is the
DEPT that is the preferred method for such editing. The
INEPT pulse sequence has been used to interrogate a NOM
sample and it was shown that a large proportion of the
aromatic carbons in this sample were protonated, and
hence, not functionalized, while the carbohydrate moieties
appeared to be highly functionalized (these findings were
also supported by APT and 2D NMR results) [81].

DEPT

This experiment starts off in a very similar manner to the
INEPT pulse sequence with a 90° pulse after which the
magnetization evolves under the influence of the proton–
carbon couplings for a period equal to 1/(2J), followed by
a 180° pulse applied on the proton channel while, at the
same time, a 90° pulse is applied on the carbon channel.
This produces a state, known as heteronuclear multiple
quantum coherence (HMQC), in which both the proton
transverse and carbon magnetization evolve coherently.
This new state is allowed to evolve for a period of 1/(2J)
at which time a θ° pulse is applied on the proton channel
in concert with a 180° refocusing pulse on the carbon
channel, after which a period of 1/(2J) is allowed to pass
before the signal is acquired. The angle, θ°, is varied be-
tween 45° (CH phased up, CH2 phased up, and CH3
phased up), 90° (CH phased up, CH2 no signal, CH3 no sig-
nal), and 135° (CH phased up, CH2 phased down, CH3
phased up). By combining the spectra produced with these
three different pulse angles one can produce separate spec-
tra for each carbon multiplicity. This method was used by
Shin and Moon [84, 85] and more recently by Randall and
co-workers [86]. Since the results can be made quantita-
tive Shin and Moon developed an “average” structure for
the NOM they were studying. These studies display the
power of spectral editing techniques (as well as the solid-
state editing presented above) and how elegant studies de-
signed for NOM samples based on these techniques can
be. However, it must be noted that peak overlap does not
allow for a breakdown of the full carbon spectrum into ab-
solute spectra of different carbon multiplicities, and thus
caution must be exercised in interpreting any of these
edited spectra. The same holds for spectra of NOM pro-
duced by any editing technique (including HSQC spectra,
unpublished data of Cook).

2D methods for the study of NOM

Due to the complexity of samples, even in the liquid-state
peak overlap is a major problem in the study of NOM by
NMR. Thus, the dispersion of the data into a second, or
third, and even forth dimension would be highly benefi-
cial. The first application of liquid-state 2D NMR spec-
troscopy to NOM can be traced back to the work of Bud-
drus and co-workers [87] followed by a long period in
which liquid-state 2D NMR methods were not used in the



characterization of NOM. However, in the last few years
this has started to change, and the advantages of multi-di-
mensional NMR in the characterization of NOM have be-
come apparent [81, 82, 86, 88, 89, 90, 91, 92, 93, 94, 95,
96, 97, 98, 99, 100, 101, 102, 103, 104, 105, 106, 107].
The 2D NMR experiments used in the majority of the
studies used in the characterization of NOM can be bro-
ken down based on through bond interactions (homonu-
clear and heteronuclear), through space interactions, and
diffusion (not reviewed here). This subdivision shows the
control one has over the data dispersion in 2D NMR, and
why 2D NMR is such a powerful and useful technique for
the study of complex systems such as biogeopolymers.
For all the studies presented below the reader is highly en-
couraged to use the phase sensitive version of the pulse
sequences and the gradient version of these experiments
(if the available hardware allows for this).

Through-bond connectivities

Homonuclear shift correlation

There are two different types of experiment within this class.
Both have been used in the characterization of NOM.

Correlation spectroscopy (COSY) 
and total correlation spectroscopy (TOCSY)

There are two major experiments in this subclass. The first
is the well known COSY in which one correlates chemi-
cal shifts of coupled nuclei. This is accomplished by mod-
ulating the amplitude of each nucleus by the chemical
shift frequency of the nuclei it is coupled to. In practice,
however, one can only detect protons that are coupled within
one or two bonds. There are special COSY pulse sequences
such as the COSY-90 (in which both pulses are 90°), phase
sensitive COSY (it removes the skewed lines of the stan-
dard COSY experiment which arise from the addition of
both cosine and sine components within the same FID),
COSY-45 (in this experiment the second pulse is 45°, al-
lowing one to distinguish between 2J [one bond separated]
and 3J [two bond separated] as well as it narrows the di-
agonal peak), Long-range COSY (LR-COSY, allows one
to observe signals between protons which are connected
by very small coupling constants), and Double quantum
filtered COSY (DQ-COSY, in which one double quantum
transition takes place leading to two advantages, the first
being the suppression of water signals as water has no
double quantum transition, and secondly, the diagonal peak
is phased into adsorption allowing one to avoid having to
deal with the tailing of the dispersion in the diagonal
peaks as is normal in phase-sensitive COSY).

The TOCSY experiment can be viewed as a super COSY,
except for the multiple-coherence transfer which is in-
duced between all the spins of a coupled system, regard-
less of whether the protons in the system are coupled to
one another or not. This is accomplished by inserting a

spin lock pulse in the COSY pulse sequence needed for
the coherence transfer in place of the second 90° pulse.
The spin-lock converts weakly coupled spins into strongly
coupled spin systems by a continuous r. f. irradiation in a
direction perpendicular (e.g. the x direction) to the main
magnetic field (B0), the z direction, creating a B1 field.
This only works if the r.f. field strength exceeds the z com-
ponent corresponding to the chemical shifts of the spins.
If this is the case, the magnetization components aligned
along the x-axis are locked there, their differences vanish,
and the strong coupling condition is fulfilled. Under this
condition, the coherences of spins are coupled together.
Thus, during the spinlock, a spin and its coupling part-
ner(s) transfer their in-phase coherence directly into the
other’s in-phase coherence in an oscillating manner. This
oscillation frequency is directly proportional to the cou-
pling constant between the spins. The resulting 2D spec-
trum contains cross-peaks with respect to all of the cou-
pled spins whether they are directly coupled or not. Thus,
the covalent connection between all protons in a coupled
network can be mapped out via the cross-peaks in a
TOCSY spectrum, emphasizing the power of TOCSY over
COSY for complex molecules such as biogeopolymers. In
fact, very recently it has been shown by Cook et al. [81]
that coupled networks of up to seven protons can be ob-
served in NOM using the TOCSY method.

In the analysis of NOM samples COSY and TOCSY
based methods have been used by a large number of in-
vestigators [81, 82, 92, 93, 95, 98, 99, 100, 101, 103, 104,
105, 106, 107]. While both techniques have their place,
they appear to be most useful when used in combination.
The choice of which COSY method to use is one to be
given great thought. From the knowledge that NOM pro-
duces very complex spectra in which peak overlap will be
of concern, the double-quantum COSY experiment looks
very attractive as a good starting point, and it has been
shown to give superior results in the analysis of NOM by
Simpson et al. [104]. Though expected, it is very comfort-
ing that one can apply general finds from the area of bio-
molecular NMR to NOM NMR. But, it should be noted
that DQ-COSY is significantly less sensitive than basic
COSY, with the cross peaks having intensities of about
40% of those in a basic COSY experiment collected under
comparable conditions [76]. Thus, if the basic COSY re-
quires 1 h to collect, a DQ-COSY spectrum with the same
S/N, will take more than 6 h [108]. It should be noted that
homonuclear correlation spectra require a much shorter
time to acquire than the heteronuclear experiments dis-
cussed bellow, thus in the big picture, the extra time cost
of the DQ-COSY spectrum is not preventative in the analy-
sis of NOM. It would be very informative to combine a
series of COSY techniques along with the TOCSY tech-
nique in the study of NOM. A combination of COSY-45,
Long-range COSY, TOCSY, and DQ-COSY (to resolve
peaks near the diagonal that may not be resolved by the
other techniques) can be envisioned for a thorough map-
ping of the proton coupled network. The closest work to
this combination of homonuclear correlation peaks that
has appeared in the literature to date is that of Hertkorn et
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al. [95], in which both COSY and TOCSY spectra of two
NOM samples (a fulvic acid and a humic acid) were ana-
lyzed in great detail and compared. From this work it was
found that some cross peaks apparent in the TOCSY spec-
trum were not apparent in the COSY spectrum, and vice-
versa, for both samples analyzed. This effect is due to the
self cancellation occurring because of the overlap of an-
tiphase coherence. When the published homonuclear corre-
lation spectra of NOM are compared, especially the TOCSY
results for NOM, unique but similar patterns emerge.
These patterns have been assigned to coupled networks
within the aliphatic (0–2 ppm), functionalized aliphatic
(2–3 ppm), heteroatom substituted (3–5 ppm), and the aro-
matic/amine regions (6–9 ppm). Specific partial structures
can be assigned, such as intra aliphatic chains (2.3–0.5 ppm
[F2]→2.3–0.5 ppm [F1], presented as 2.3–0.5→2.3–0.5),
deoxy sugars, ethers, and esters (4.4–3.0→1.4–1.0), func-
tionalized aliphatic chains with a single heteroatom (4.5–
3.2→3.0–1.4), intra carbohydrates with anomeric carbons
(4.4–1.0→4.8–4.0), methylated alkenes (2.0–3.0→4.0–
5.0), and alcohols (1.0–2.0→3.0–4.0). The above assign-
ments have been made based on the observed cross peaks
[81, 95]. However, other groups have stated that the ob-
served cross peak patterns arise from peptide like struc-
tures consisting of amino acids [82, 97]. But, one must be
careful making such assignments as close inspection and
interpretation by Hertkorn et al. [95] of their own data
compared to data in the biochemical literature showed
that none of the cross peaks found for their samples arose
from peptide structures or amino acids. Cook et al. [81]
also showed that none of the nitrogen NMR data they col-
lected (14N and 1H–15N HSQC spectra) showed any pep-
tide like structures and, in all probability, the amino acid
cross peaks observed in their spectra between the aro-
matic/amine region and substituted aliphatic region in the
TOCSY spectrum arose because of ROESY break through.
The peptide like signals in the data presented by Fan [98]
and Simpson [82] are in all likelihood due to peptide like
structures present and arise from the sample isolation
method as well as the fact these samples (the exact source
of the sample in Ref. [82] is not specified) are isolated
from surface soils, and thus, may contain relatively young
materials which are not present in the samples analyzed
by Hertkorn et al. [95] or Cook et al. [81]. However, when
comparing TOCSY results between different NOM stud-
ies the all important mixing time must be taken into ac-
count. In the studies which have examined NOM samples
by TOCSY the mixing time appears to range from 37 ms
to 70 ms, with 50 ms being the middle ground, though fur-
ther investigation into this parameter is needed. The more
NOM samples that are analyzed by COSY and/or TOCSY
methods in combination with other methods (as discussed
below) the more of a data base that will be formed to draw
more concrete and general conclusions from. It is interest-
ing to note that Simpson et al. [101, 105] have reported
TOCSY spectra of NOM in a soil matrix and a diffusion
edited DOSY spectrum of a NOM fraction, thus showing
the diversity and importance of this pulse sequence for fu-
ture environmental studies.

Heteronuclear Shift Correlation

The coherence phenomenon discussed above is in no way
restricted to homonuclear systems. It also takes place in
heteronuclear systems. In fact, an even larger array of het-
eronuclear experiments is possible since pulses can be ap-
plied selectively to either species and broadband het-
eronuclear decoupling can be employed as seen fit. For
most NOM samples 1H and 13C and/or 1H and 15N would
be of the greatest interest, however, for some samples 1H
and 31P may be of interest as well. These experiments are
useful for NOM in order to:

1. unravel overlapping peaks in the proton spectrum by
exploiting the chemical shift dispersion of the carbon
(nitrogen or phosphorous) spins, and vice versa,

2. correlate a proton spectrum with a carbon spectrum
for assignment purposes, and

3. increase sensitivity via indirect detection.

The classic heteronuclear correlation technique known as
HETCOR uses carbon detection, though recently this tech-
nique has been displaced by proton detection (also known
as “inverse detection”) schemes. This new methodology
requires inverse detection probes (in these probes the pro-
ton coil is the inner coil, i.e. closest to the sample, while
in a “typical” probe the proton coil is on the outside) and
new consoles (alternatively, an older type spectrometer
console can be re-wired). However, the great gain in sen-
sitivity more than compensates for this effort as is evi-
denced in the biochemical literature. The magnitude of
this sensitivity gain for carbon is about 30, while for ni-
trogen it is about 300!

Heteronuclear multiple quantum coherence (HMQC) 
and heteronuclear single quantum coherence (HSQC)

The HSQC and the HMQC methods are very closely re-
lated. However, while in the HSQC method uses single
quantum coherence, the HMQC method uses multiple
quantum coherence. This means the HMQC requires fewer
pulses, and is thus less sensitive to pulse calibration errors
than the HSQC method. However, the resolution of the
HMQC method is limited in the 13C dimension due to the
1H multiplet pattern, while the resolution of the HSQC
method depends only on the 13C linewidths. Consequently,
if the sample gives a crowded 13C NMR spectrum, as al-
most all NOM do, then the HSQC method is the method
of choice. The superior resolution of HSQC over HMQC
was discussed by Bax et al. [109] over a decade ago while
comparing the two methods (it should be noted that Bax
developed the HMQC experiment). However, it is again
comforting to know that this has also been recently con-
firmed to be the case for NOM [104], and thus it appears
that the vast practical NMR experience of the biochemical
and other chemical fields (such as carbohydrate chemistry)
can also be applied to NOM samples. Thus, the HSQC ex-
periment will be the focus of the discussion below.
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From the discussion above it appears that inverse ex-
periments are far superior to their non-inverse cousins,
though not without some potential problems. The first
problem is that, by making 13C the indirect dimension, one
trades the higher resolution of 13C dimension for the lower
proton resolution. However, as will be shown in the dis-
cussion section for NOM, this may not necessarily be a
serious drawback relative to the severe overlap of signal
in the 13C dimension. The second, and more serious prob-
lem, is that by using proton rather that 13C detection 12C is
not filtered out. In other words, all proton signals are de-
tected regardless of whether they are attached to a 12C or
a 13C. This is of concern in the study of NOM since only
unlabeled samples are available. For an unlabeled sample,
based on the natural abundance of 13C to 12C, only 1.1%
of the signals observed will be due to 1H,13C pairs, not to
mention the signal due to the protonated solvent. The sol-
vent issue can be overcome to a large extent by using non-
protonated solvents, while the non-13C associated protons
can be eliminated in part by phase cycling. Because phase
cycling takes place after digitization of the signal the dy-
namic range problem cannot be reduced, and the cancella-
tion 1H,12C signal is not perfect. Thus, problematic t1 noise
ridges arise at all proton shift frequencies (it is called t1
noise as this noise arises in the t1 time domain of the 2D
experiment as appears in the F1 dimension of the final 2D
spectrum).

The use of pulse field gradients can alleviate these prob-
lems. This is because pulse field gradients can be used to
very selectively choose the desired coherence pathways.
This selectivity is based on the speed at which different
coherences dephase under the influence of a gradient pulse
and the ratioing (usually gradient strength) of the two gra-
dient pulses (the initial gradient to cause a phase twist and
the second to refocus the phase twist caused by the initial
gradient pulse). In practice, only the part of the proton
magnetization that was a 13C coherence during the initial
gradient pulse will be refocused by the second gradient
pulse. In addition to overcoming the t1 noise problem, gra-
dients can also be used to suppress the solvent signals.

The only problem with using gradients is that only the
carbon x or y component is transferred back to the pro-
tons. This minor problem can be overcome by adding a
double reverse INEPT step, one for the x and one for the
y component. With these modifications the gradient ex-
periment is theoretically as sensitive as the normal HSQC
experiment if relaxation effects due to the longer time
needed to execute this pulse sequence and the pulse im-
perfections (since more pulses are used) are ignored. How-
ever in practice, even though there are signal losses due to
relaxation and pulse imperfections, the artifact suppres-
sion using the gradient selections more than makes up for
the signal loss so caused.

A cousin of the HSQC method is the heteronuclear
correlation (HETCOR) method which uses 13C detection
rather than 1H detection. In theory, HETCOR can deliver
higher resolution than HSQC due to the much larger chem-
ical shift dispersion inherent in 13C compared to 1H. In fact,
using a bilinear rotational decoupling (BIRD) decoupled

HETCOR pulse sequence one can resolve peaks differing
by as little as 0.01 ppm in both 1H and 13C dimensions
[110]. In fact, it has been argued that this resolution ad-
vantage of HETCOR over HSQC would be beneficial in
the analysis of NOM samples [90], however, when one views
the resolution of the obtained peaks, the resolution of the
HSQC experiment is more than adequate. Thus, unless
one must obtain data beyond the resolution capabilities of
the HSQC experiment, the HSQC appears to be the best
way of acquiring proton–carbon correlations for proto-
nated carbons.

When one looks at the HSQC (and HMQC) spectra of
NOM reported to date in the literature [81, 82, 88, 89, 90,
93, 94, 95, 98, 99, 100, 103, 104, 105, 106, 107], they are all
very complex (with the exception of the highly fractionated
NOM sample reported in Ref. [100]), but can be broken
down into four general groups. These include: the aliphatic
region which covers the 1H region of 0.4 to 3.4 ppm 1H
chemical shift range as well as the 13C region of 5 to 
40 ppm (represented as (0.4–3.4→5–40) henceforth), the
single heteroatom substituted aliphatic (2.6–5.3→40–85),
the anomeric (4.2–5.6→85–105), and the aromatic
(6.0–9.0→105–145) regions. Depending on the sample there
may be more or less overlap, however, as a general trend,
the aliphatic and substituted aliphatic regions are very
crowded and consist of peaks overlying a continuum, while
the anomeric region is usually well resolved. The aro-
matic region is usually crowded but not to the extent of
the aliphatic regions. Hertkorn et al. [95] have shown how
NOM HSQC spectra compare to HSQC spectra of eleven
possible constituents of NOM. By using this method they
once again concluded that peptide like structures were not
present in their samples. One of the major issues that will
need to be addressed in future studies of NOM samples by
HSQC (and any other heteronuclear correlation technique)
is what the optimum JCH is, or would a range of coupling
constant be more useful. A quick survey of the literature
shows that JCH values ranged from 140 to 150 Hz, when
this all important parameter has been reported.

Heteronuclear multiple bond correlation (HMBC)

The HSQC experiment has one major weakness when it is
applied to NOM. Only carbons with protons directly bonded
to them are detected. Consequently, carboxylic, phenolic
and other functionalized carbons are not detected by this
technique. However, the HSQC pulse sequence can be
modified into the HMBC experiment via a lengthening of
the heteronuclear coupling delay. The HMBC is a modi-
fied HSQC experiment which relies on the 2JCH and 3JCH
coupling rather than 1JCH coupling. Thus, non-protonated
carbons will be observed. An example of this pulse se-
quence is as follows: 90°X(1H)–t1–90°(13C)–τ2–90°(13C)–
t1/2–180°X(1H)–t1/2–acq.(1H). The duration of t1 is set to
1/(2JCH) while τ2 is set to between 50 and 80 ms. In this pulse
sequence the direct (1JCH) correlations are suppressed by a
low-pass J filter. The second pulse on the carbons creates
the zero- and double-quantum coherence of interest. The
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180° pulse on the proton channel subsequently causes the
zero- and double-quantum components to interchange, re-
moving the 1H chemical shift from the t1 modulation fre-
quency. Following the final carbon pulse, the proton sig-
nals that arise from the multiple-quantum coherence are
modulated by the homonuclear proton coupling and the
13C chemical shifts. Due to the long τ2 delay used, the pro-
ton signal is phase twisted at the start of τ2, making phase-
sensitive processing of the proton dimension undesirable.
As discussed above for the HSQC experiment, gradient
coherence selection is also the best option for the HMBC
experiment, even if 50% of the signal is lost. The reason
for this is that t1 noise suppression more than makes up for
the sensitivity loss in terms of S/N.

Although the HMBC is of great importance in the char-
acterization of NOM, only two reports containing HMBC
spectra could be found. The results from both of these re-
ports show how important the HMBC experiment is in the
study of NOM samples. One of the reasons why this ex-
periment may not have received the attention it deserves
is the amount of time it takes to acquire the spectra. Also,
the initial HMBC reported in the literature [100] was rel-
atively simple, and in some readers’ view, may not have
produced enough results to justify the expense in terms of
NMR time. The abovementioned HMBC spectrum was
for a NOM sample that was highly simplified due to a su-
perb fractionation method used in its isolation. However,
on a much more complex sample Cook et al. [81] have
shown that HMBC spectra of NOM are extremely infor-
mation rich and play a major role in the analysis of NOM.
One of the weaknesses of the HMBC experiment for gen-
eral application is the fact that it requires a single long-
range coupling constant to be chosen. However, with the
complexity of NOM samples this may, in fact, be a strength.
One can alleviate this weakness by using methods such as
the ACCORD-HMBC or by acquiring a series of HMBC
spectra with different coupling constants. The results re-
ported by Simpson et al. [100] appear to show that only
aromatic moieties were found to be functionalized (this is
derived from the fact that only the aromatic part of the
HMBC spectra was shown). Conversely, Cook et al. [81]
showed that the majority of the functionality on the sam-
ple they analyzed resides on the aliphatic and substituted
aliphatic moieties with a very small amount of functional-
ity on the aromatic moieties. The findings by Cook et al.
[81] are consistent with data previously derived from
solid-state NMR data collected on the same sample [49],
providing very comforting validation of these two very
different NMR approaches. Since both groups used a cou-
pling constant of 5 Hz, the differences between the Simp-
son et al. [100] and Cook et al. [81] data must have arisen
form differences in the samples themselves.

Combining 2D methods to get a bigger picture

All the techniques discussed thus far are based on follow-
ing a covalent bond network in a variety of ways. How-
ever, on closer inspection it can be seen that, in combina-

tion, they allow one to follow the covalent bond network
in a way which is equivalent to walking down the mole-
cule one atom at a time as long as one is able to see all the
atoms. Two groups have attempted such a walk [81, 100].
The approach that Cook et al. [81] adopted was to use the
HMBC data as a starting point and then connect it to the
TOCSY data, and vice versa. This loop was followed un-
til a full dead end, i.e. the end of the molecule, was reached.
HSQC data were used to couple the 1H assignment de-
rived from the TOCSY data with 13C assignments. The
HSQC data also acted as a cross-check and verification of
the TOCSY and HMBC data. Once the assignments and
connectivities of the carbons and protons have been deter-
mined a “fingerprint” was established, which was then
used to search data-bases. If more then one molecule was
found to match-up with this “fingerprint” then chemical
and NOM knowledge was used to eliminate unlikely can-
didates. In all such cases only one full match was found
[81]. Thus, this allowed for an identification of molecules
that can be used in the study on NOM by simulation meth-
ods such as molecular mechanics. Also, this allows one to
put forward molecular level based models, rather than the
moiety level models derived by previous studies. How-
ever, it should be noted that the Cook et al. method of
analysis is extremely time-consuming and will need to be
automated before it can be used as a standard method for
the analysis of complete data sets obtained by multiple 2D
NMR methods on a NOM sample.

A few words of caution in regards to the use and analy-
sis of 2D liquid-state NMR data are important at this time.
Due to relaxation processes one may not be seeing all the
entities present in NOM. This is especially the case for
large entities which may be invisible to the NMR experi-
ments as they will have very short T2 induced by slow
tumbling rates in solution, and thus, experience a less ho-
mogenous magnetic field. This, in turn, leads to these en-
tities producing broad NMR lines which will be lost in the
baseline; likewise for samples which contain paramag-
netic centers. Also, in the case of 2D experiments the sit-
uation becomes worse the longer the pulse sequence takes
to evolve, and thus more signals are lost due to T2 relax-
ation. This leads to a strong emphasis on small molecules.
Similar biasing of data towards small molecules is also
highly probable in FT-ICR-MS data due to the ionization
step. Another area of concern when interpreting 2D data
is the effect of conformation on chemical shift, especially
when comparing the data to model compounds as done by
Fan et al. [98], Hertkorn et al. [95], and Cook et al. [81]. 
A third and related concern is the effect of solvent on the
observed chemical shifts. Again, this is more of a concern
when comparing the obtained data to those of model com-
pounds, and is the other reason why so few molecular
models were put forward to date [81]. In addition, when
critically comparing results, one must make sure that the
conditions under which the NMR data were obtained are
identical (or that the differences between them have been
accounted for).
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Combining 2D techniques into one experiment

Although the 2D methods presented above are very valu-
able in their own right, even more information is possible
by combining the techniques either in a time economic 2D
method or into a full-blown 3D method. Although this is
very tempting, T2 relaxation becomes an even bigger con-
cern. However, both Cook et al. [81] and Simpson et al.
[100] have successfully interrogated NOM samples with a
2D combination of TOCSY and HSQC. The power of ex-
panding into three dimensions is very apparent from the
work of Simpson et al. [106]. However, it appears as if
one loses signal due to the relaxation and the long evolu-
tion time of the pulse sequence in both the 3D case (sig-
nals apparent in the 2D HSQC spectrum are not apparent
in the 3D HMQC-TOCSY spectrum [106]) and in the 2D
case (signals in the HSQC spectrum were not apparent in
the TOCSY-HSQC data [81]). Thus, while the data ob-
tained from these combination experiments can be very
informative it must be kept in mind that one is, in all prob-
ability, editing the data due to T2 relaxation.

Through-space connectivities

This class of NMR experiments is based on dipole–dipole
interactions which are usually observed by nuclear Over-
hauser enhancement spectroscopy (NOESY). It is nearly
always a proton–proton experiment, and thus will be con-
sidered as such throughout this paper. NOESY has proven
itself to be the most important class of NMR experiments
in the study of macromolecular structures, especially in
the biological sciences. However, when applied to NOM
the results have yielded very poorly resolved spectra [82,
91, 96, 98]. In fact, only in the work reported by Simpson
[82] does one see much resolution at all. The major reason
for this, as pointed out by Hertkorn [96], arises from the
fact that contributions from chemical exchange “swamp”
those from spatial relationships. Another concern is that
compounds with molecular weights of between 750 to
2000 Da [76] may be invisible in a NOESY spectrum due
to correlation time considerations, depending on the static
magnetic field, the viscosity of the solution, internal mo-
bility, and molecular shape and size [111]. However, there
is a solution to both of these issues in the form of rota-
tional frame Overhauser enhanced spectroscopy (ROESY).
In this experiment the protons are spin locked in the rotat-
ing frame during the evolution period. This causes the
correlation time to become a non-factor, and in addition, it
phases peaks due to exchange and the diagonal peaks
180° to the true NOE peaks. Thus, in theory, one should
be able to produce a spectrum that shows only NOE peaks
but, if there is overlap with stronger exchange peaks then,
once again, no information is obtained. It should be noted,
however, that signals obtained in a ROESY spectrum are
only about one fourth of the intensity of signals obtained
in a comparable NOESY experiment. Hertkorn et al. [96]
shown that, even in dry DMSO, exchange is a major prob-

lem which severely limits the amount of spatial relation-
ship information one can obtain for NOM samples. Nev-
ertheless, Simpson [82] has shown that informative NOESY
and ROESY spectra can be obtained. Again, this differ-
ence is most probably due to the sample being analyzed
and shows that further study is needed into the applicabil-
ity of NOESY or ROESY spectral methods to NOM sam-
ples.

Although not discussed here, diffusion based tech-
niques are also very useful in the study of NOM as shown
by the work of Larive and co-workers [112] and more re-
cently by Simpson [106].

Conclusion

As can be seen from the discussion above, the characteri-
zation of NOM by NMR is a very exciting and rapidly
growing area, especially in multi-dimensional NMR. Al-
though the application of multi-dimensional methods to
NOM samples still needs further study, already these tech-
niques are being used to look at and derive information on
some very difficult “real world” environmental issues as
shown by the work of Mao et al. [47], Hertkorn et al. [94],
and Kaiser et al. [107]. The advances are expected to con-
tinue, especially by combining analytical techniques such
as NMR and mass spectroscopy with a method of separa-
tion at the front end, otherwise known as high-perfor-
mance liquid chromatography–NMR–MS (or hyphenated
techniques). The progress will be further accelerated as
manufacturers realize there is a market for instruments
dedicated to NOM characterization, as the work of Simp-
son with Bruker has demonstrated [101, 102]. However,
we must be careful not to create a situation where only a
handful of NOM research groups have access to the in-
strumental capabilities. Since the review by Preston in
1996 [18] great progress has been made and some of the
challenges she put forward have been met, such as the ap-
plication of multi-dimensional NMR methods. With progress
being unstoppable, the methods that are now considered
to be state-of-the-art will not be for long, promising fur-
ther insight into the complex systems that are known as
NOM.
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