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Abstract
Cation–� interactions are widely recognized as an important class of interactions, notably in biology and supramolecular 
chemistry, participating in molecular recognition and association phenomena. Numerical simulations relying on additive force 
fields perform usually poorly in modeling precisely these interactions. It is now well established that accurate reproduction 
of the interaction energy of a positively charged group bound to the �-electron cloud of an aromatic ring requires an explicit 
treatment of induction effects by means of polarizable potentials. In this contribution, we compare critically the ability of 
the CHARMM Drude polarizable force field to describe a series of prototypical cation–� interactions observed in proteins 
with that of the pairwise additive CHARMM36 force field. Toward this end, potentials of mean force characterizing the 
binding of amino acid side-chain models, namely ammonium and guanidinium cations, on the one hand, and toluene, para-
cresol and 3-methylindole, on the other hand, have been determined within the extended adaptive biasing force framework.

Keywords Recognition and association · Polarization · Free energy · Molecular simulations

1 Introduction

Over thirty years ago, cation–� interactions were recognized 
as a fourth actor in molecular recognition and association 
phenomena, in addition to the three other common non-cova-
lent interactions, namely hydrogen bonds, salt bridges and 

hydrophobic effect [1]. Owing to their short-range nature, 
it is tempting to regard them as unconventional hydrogen 
bonds [2], considering that the latter usually form between a 
donor and a �-electron density, which, in the absence of lone 
pairs, acts as an acceptor [3]. The seminal work of Kebarle 
and coworkers brought to light the duality of electrostatic 
and polarization contributions as the driving force for the 
binding of a potassium ion to a benzene ring. From a phe-
nomenological standpoint, cation–� interactions arise from 
the superimposition of two effects of a different nature. The 
electric field generated by the cation polarizes the �-electron 
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cloud of the aromatic compound, which corresponds to an 
r
−2 interaction. In turn, the induced dipole moment of the 

ring interacts with the polarizing charge through its electro-
static potential, which also corresponds to an r−2 interaction. 
Identification of new non-covalent interactions in simple cat-
ion–� complexes was rapidly followed by a host of investiga-
tions in biological objects, wherein unusual hydrogen bonds 
formed between amino and aromatic moieties had long been 
observed [4–6]. Cation–� interactions have proven strong 
enough to compete with the hydration of charged, titratable 
species and promote binding in the hydrophobic pocket of 
a protein lined with aromatic residues [7–9]. Ubiquitous to 
a host of components of the cell machinery, they have been 
proposed to be responsible for the binding of acetylcholine, 
one of the most extensively studied neurotransmitters, to 
acetylcholinesterase [10, 11]. Extensive analyses of the 
protein data bank, or PDB [12], have highlighted a prefer-
ence for tryptophan to be engaged in an interaction with a 
cationic amino acid, among which arginine dominates over 
both lysine and the protonated form of histidine [8]. These 
analyses have also revealed a pronounced anisotropy of the 
non-covalent interaction formed by aromatic and cationic 
side chains, whereby the latter approaches the �-electron 
cloud in the direction normal to it [13]. In stark contrast 
to salt bridges, the strength of which is modulated by the 
dielectric permittivity of the environment, cation–� interac-
tions can sustain exposure to the aqueous surroundings and 
are, therefore, commonly observed at the surface of proteins 
[14]. Though cation–� interactions appear to not be pivotal 
for the stability of proteins [15, 16], they could, nevertheless, 
participate in their folding [7]. In fact, proximity of a basic, 
titratable side chain from an aromatic one induces a bias in 
the local geometry toward the formation of a non-covalent 
interaction [8].

At the conceptual level, cation–� interactions result 
from the attraction of a polarizing, positively charged moi-
ety toward the quadrupole engendered by the �-electron 
cloud of a noteworthily polarizable aromatic ring [7, 9, 17, 
18]. Owing to the large polarizability of aromatic species 
and the strong polarization exerted by the cation, faithful 
depiction of cation–� interactions falls out of the scope of 
rudimentary, pairwise additive potential energy functions, 
which only account for induction phenomena in an average 
sense [19–21]. The attractive part of the short-range poten-
tial describing induction effects, which formally ought to 
be represented analytically by means of an r−4 term [13, 
22], is clearly absent from minimalist force fields devoid of 
an explicit treatment of polarization. Pioneering molecular 
mechanics-based calculations on prototypical cation–� com-
plexes have emphasized the necessity to incorporate induc-
tion phenomena to recover the expected attractive feature of 
the intermolecular potential, in particular in aqueous envi-
ronments [23, 24]. One possible route to handle polarization 

explicitly in numerical simulations, notably in molecular 
dynamics (MD) simulations, consists in introducing Drude 
oscillators, formed by auxiliary particles carrying a partial 
charge and tethered to real atoms by means of a harmonic 
spring [25, 26]. In response to the local electric field felt by 
the polarizable sites of the molecule, these auxiliary parti-
cles move relative to the real atoms as their respective charge 
varies, resulting in an overall self-consistent reorganization 
of the charge distribution induced by the chemical environ-
ment. The main advantage of this approach lies in its con-
ceptual simplicity, compared to more sophisticated repre-
sentations of the induction energy by means of a multipole 
expansion [27], allowing MD simulations to remain in the 
framework of a point-charge model, thus limiting the com-
putational overhead incurred in the explicit treatment of 
polarization [28].

In the present contribution, we probe the ability of two 
academic force fields to describe the cation–� interaction 
formed in an aqueous environment between model basic and 
aromatic amino acid side chains, using high-performance 
geometric free energy calculations [29]. Specifically, the 
reversible association of guanidinium and ammonium, on 
the one hand, with toluene, para-cresol and 3-methylindole, 
on the other hand, is examined through potential of mean 
force (PMF) calculations with a potential energy function 
resting on a two-body additive approximation, and another 
one accounting for non-additive induction effects by means 
of classical Drude oscillators [26].

2  Methods

Computational assays In this study, toluene, para-cresol and 
3-methylindole serve as proxies for the side chain of phe-
nylalanine, tyrosine and tryptophan, whereas guanidinium 
and ammonium represent the cationic moiety of arginine 
and lysine, respectively. Each molecular assembly consisted 
of an aromatic compound and a cation solvated in a ther-
malized bath of 1958 water molecules, corresponding to six 
independent computational assays of dimensions approxi-
mately equal to 38 × 38 × 38 Å 3 . For the MD simulations 
performed with a non-additive force field, the ancillary vir-
tual particles and lone pairs of electronegative elements [30] 
were added to the computational assays using the Charm-
mGUI server [31].

Molecular dynamics simulations All MD simulations 
presented herein were carried out with the parallel, scal-
able program NAMD 2.12 [32]. For the simulations wherein 
induction phenomena were neglected, the TIP3P model [33] 
and the CHARMM general force field [34] (CGenFF) were 
used to describe water and the amino acid side-chain mod-
els, respectively. Conversely, for the simulations accounting 
for mutual polarization, the SWM4-NDP model [35] and the 
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CHARMM Drude force field [36, 37] were employed for 
water molecules and the side-chain proxies, respectively. It 
ought to be mentioned here that the parameters of the non-
additive CHARMM potential energy function were taken 
“out of the box,” without any changes. Further refinement 
could be introduced through the introduction of additional 
terms or NBFIX corrections [38]. The r–RESPA multiple 
time-step algorithm [39] was employed to integrate the equa-
tions of motion with a time step of 2 and 4 fs for short- and 
long-range interactions, respectively, in all simulations using 
a two-body additive force field, and with a time step of 0.5 
fs in all simulations involving Drude particles. The SET-
TLE algorithm was used to constrain the covalent bonds of 
water molecules to their equilibrium length [40]. Covalent 
bonds of the side-chain models involving hydrogen atoms 
were constrained to their equilibrium length by means of the 
RATTLE algorithm [41]. The temperature and the pressure 
were maintained at 298 K and 1 atm, respectively, using 
Langevin dynamics and the Langevin piston method [42]. 
Long-range electrostatic forces were taken into account by 
means of the particle mesh Ewald algorithm [43]. A cutoff 
of 12 Å was utilized to truncate van der Waals and short-
range Coulombic interactions. Periodic boundary conditions 
(PBCs) were applied in the three directions of Cartesian 
space. Visualization and analyses of all MD trajectories were 
performed with the VMD program [44].

Free energy calculations The extended adaptive biasing 
force algorithm [45–47] was employed to determine the 
PMFs, w(r), that underlie cation–� reversible association, 
through integration of the average force exerted along the 
transition coordinate, r. Under these premises, a biasing 
force is estimated such that, once applied onto the relevant 
atoms, it yields a Hamiltonian bereft of an average force 
acting along the transition coordinate, defined here as the 
Euclidian distance, r, separating the center of mass of the 
cation, i.e., the nitrogen atom of ammonium, or the carbon 
atom of guanidinium, from the centroid of the �-electron 
cloud. The reaction pathway spanning 13 Å, i.e., 2 ≤ r ≤ 15 
Å, was not stratified into non-overlapping windows and was 
discretized in bins 0.1 Å wide, wherein samples of the local 
force acting along r were accumulated. Analyses of the PDB 
have revealed a marked preference of the cation to approach 
the aromatic ring in the direction normal to its plane [13, 
24]. For this reason, the PMFs were determined enforcing 
a series of geometric restraints with harmonic potentials 
centered at � = 90◦ (see Fig.  1). In this event, the cation 
is able to rotate unhindered about the axis perpendicular to 
the �–electron cloud. In particular, ammonium can adopt 
freely a mono-, bi- or tridentate orientation, whereas, for 
guanidinium, two –NH

2
 groups approach the aromatic ring. 

Determination of each PMF required 100 ns of sampling, 
representing an aggregate time of 600 ns for the present 
computational investigation.

3  Results

To achieve a fair comparison of the additive CHARMM36 
and the non-additive CHARMM Drude force fields, it should 
be stressed that the latter employed in this study consists of 
the original version developed by Roux and coworkers for 
modeling amino acids in the condensed phase [36, 37] and, 
thus, has not been specifically refined against cation–� refer-
ence complexes. Lamoureux and coworkers derived a series 
of ad hoc Lennard-Jones parameters to model more accu-
rately cation–� interactions in the framework of the Drude 
force field [37, 48, 49]. Their strategy relies on the addition 
of an extra Lennard-Jones site located at the centroid of the 
six-membered ring.

The PMFs evaluated for both the additive CHARMM36 
and the non-additive CHARMM Drude force fields are 
reported in Fig.  2. In all cases, two free energy minima can 
be observed, namely a contact minimum, where the cation 
interacts directly with the aromatic moiety, and a solvent-
separated minimum, in which the cation–� interaction is 
mediated by a water molecule. It has been shown previ-
ously that occurrence of the second minimum is linked to the 
restriction of the binding process along the C

6
 symmetry axis 

of the aromatic ring [24]. When cation binding is averaged 
over all possible orientations, the solvent-separated mini-
mum usually vanishes [24, 49]. Depending on the cation and 
the �–electron cloud, the first minimum lies between 2.8 and 
4 Å, whereas the second minimum emerges between 5.6 and 
6.9 Å. For some complexes, explicit inclusion of polariza-
tion affects the position of the minima, an observation in line 
with the findings of Khan et al. [50].
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Fig. 1  Reversible association of amino acid side-chain models: 
ammonium:toluene (a), ammonium:para-cresol (b), ammonium:3-
methylindole (c), guanidinium:toluene (d), guanidinium:para-cresol 
(e) and guanidinium:3-methylindole (f). r denotes the transition coor-
dinate defined as the Euclidian distance between the center of mass of 
the cation, i.e., the nitrogen atom of ammonium, or the carbon atom 
of guanidinium, and the centroid of the �–electron cloud. Geometric 
restraints are enforced on angle � to ensure perpendicular approach of 
the cation toward the aromatic ring. The cation can, however, rotate 
freely about angle �
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Additive CHARMM36 force field For toluene and para-
cresol interacting with ammonium and guanidinium, the 
PMFs obtained with the standard CHARMM36 force field 
(Fig.  2a, 2b) reveal that, compared to the dissociated state, 
the contact minimum is predicted to be less stable by 0.3 
to 0.6 kcal/mol and 1.4 to 2.3 kcal/mol, for ammonium and 
guanidinium, respectively. Concerning the solvent-separated 
minimum, the free energy difference with the dissociated 
complex is nearly zero. At slight variance with toluene and 
para-cresol, 3-methylindole described by the pairwise addi-
tive force field has a contact minimum corresponding to the 
same free energy as the dissociated complex, and a solvent-
separated minimum favored by 0.8 to 1.0 kcal/mol for both 
cations. The main difference between the profiles obtained 
with ammonium or guanidinium is rooted in the free energy 
barrier separating the two minima, ranging from 0 to 0.5 
kcal/mol for the former cation and from 3 to 6 kcal/mol for 
the latter. Interestingly enough, a similar trend was observed 
over twenty years ago for ammonium axially constrained 
along the C

6
 symmetry axis of the toluene aromatic ring, 

using a different academic pairwise additive force field [24].
Non-additive CHARMM Drude force field Resorting to 

the CHARMM Drude polarizable force field essentially 
results in lowering the free energy of the contact min-
ima for all complexes, compared to the pairwise additive 
description, while leaving the depth of the solvent-sepa-
rated minima globally unchanged (see Fig.  2c, d). As the 
cation, either ammonium or guanidinium, approaches the 

�–electron cloud of the aromatic compound, the auxiliary 
Drude particles attached to the latter move with respect to 
the real atoms, resulting in an induced dipole ranging at the 
contact minimum between 0.2 and 0.4 D for toluene and 
para-cresol, respectively. For para-cresol, explicit descrip-
tion of polarization shifted down the contact minima by 1.0 
to 1.5 kcal/mol, compared with the CHARMM36 pairwise 
additive force field, corresponding to the same free energy 
as the solvent-separated minima and the dissociated state 
for ammonium, albeit leaving the situation qualitatively 
unchanged for guanidinium—i.e., contact > solvent-sepa-
rated ≈ dissociated state. At variance with the pairwise addi-
tive description, the intimate pair formed by toluene and 
ammonium is predicted by the Drude force field to be more 
stable than its dissociated state with a free energy differ-
ence of 1.9 kcal/mol. For the guanidinium:toluene complex, 
the contact and the solvent-separated binding motifs are as 
probable as the dissociated state. The main quantitative and 
qualitative difference between the additive and the non-
additive description is observed for cation:3-methylindole 
complexes. The use of Drude particles predicts the contact 
complexes to be the most stable conformation with a free 
energy of 2.8 and 1.9 kcal/mol for the ammonium and the 
guanidinium cations, respectively.

When compared to quantum chemical calculations in the 
gas phase, standard pairwise additive force fields are prone 
to underestimate grossly the gas-phase interaction energies 
of cation–� complexes [13, 19, 24, 50]. It should be empha-
sized here that empirical force fields are tailored to describe 
the condensed phase and, thus, confronting their relative 
ability to predict gas-phase quantities, compared to ab ini-
tio calculations, is somewhat unfair. One possible way to 
recover the correct gas-phase cation–� interaction energy in 
vacuum consists in fine-tuning the Lennard-Jones contribu-
tion to the additive force fields either through reparametriza-
tion [50], or by introducing an ad hoc function, for instance, 
by means of a 10–12 or a 4–12 potential [13, 24]. Another 
strategy toward the accurate description of cation–� systems 
consists in introducing an explicit polarization term in the 
potential energy function by means of Drude particles [37, 
49, 52], or more elaborate polarizable models relying, for 
example, on charge flow and dipole polarizabilities [19, 20, 
53, 54].

Experiments carried out in an aqueous medium usually 
predict binding affinities for cation–� complexes much lower 
than those computed in the gas phase. This apparent discrep-
ancy is now well understood, and the effect of the solvent on 
the strength of cation–� complexes has been quantified by 
theoretical calculations [55]. In light of drug-binding experi-
ments, it was shown that cation–� interactions enhance the 
free energy of association by nearly 3 kcal/mol [9, 56]. 
CHARMM36 pairwise additive force field is clearly not 
able to account for such a stabilization free energy. It chiefly 
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Fig. 2  Potentials of mean force characterizing the reversible asso-
ciation of amino acid side-chain models. Ammonium–� PMFs 
determined with a two-body pairwise (a) and non-additive (c) force 
field. Guanidinium–� PMFs determined with a two-body pair-
wise (b) and non-additive (d) force field. Color coding for the aro-
matic compounds: 3-methylindole (black line), para-cresol (red line) 
and toluene (green line). The transition coordinate, r, is defined 
in Fig.  1. All the PMFs obey the classical definition [51], whereby 
lim

r→∞
w(r) ∶= 0 , and thus include the Jacobian term 2r/� in the gra-

dient of the free energy
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predicts a dissociation for the various cation–� complexes 
examined here, or slightly favors the solvent-separated mini-
mum by less than 1 kcal/mol for 3-methylindole complexes. 
Resorting to the CHARMM Drude force field improves the 
description for 3-methylindole and toluene interacting with 
ammonium and guanidinium, but leaves the situation essen-
tially unchanged for those complexes involving para-cresol. 
The effect of explicit polarization further depends on the 
nature of the cation. When ammonium is the polarizing cat-
ion, wherein the charge is rather well localized, the Drude 
model predicts a binding affinity of 1.9 and 2.8 kcal/mol for 
toluene and 3-methylindole, respectively. In sharp contrast, 
for guanidinium, the CHARMM Drude force field leads to a 
binding affinity of 1.1 kcal/mol for 3-methylindole, but fails 
to describe for toluene a contact minimum more stable than 
the dissociated state.

Evidence of cation–� interaction in an aqueous environ-
ment is documented in the literature. Lamoureux et al. report 
a free energy minimum of about −3.5 kcal/mol, inferred 
from their PMF for the ammonium:toluene complex, using 
optimized CHARMM Lennard-Jones parameters [49]. Simi-
larly, Chipot et al. report a free energy minimum of −5.5 
kcal/mol for the same complex, employing an ad hoc correc-
tive potential in the AMBER force field [24]. Experimental 
estimates of the association constant for a related cation–� 
complex have also been reported by Schneider et al. [57], 
ranging between 2.7 and 3.3 M −1 . In stark contrast to the 
above PMF calculations, wherein the approach of the cat-
ion toward the �–electron cloud is geometrically restrained 
along the normal to the latter, experimental measurements 
of the binding affinity reflect an orientationally averaged 
cation–� association. In addition, Dougherty et al. have 
estimated the interaction energy of methyl ammonium and 
benzene in water to be on the order of −5.5 kcal/mol, and 
from their survey of PDB complexes, they have observed 
that energetically favorable cation–� interactions are rarely 
completely buried within proteins, but prefer instead to be 
solvent-exposed [8, 14].

To check whether the interaction with the solvent is the 
source of the discrepant PMFs for toluene and para-cresol, 
we computed the corresponding free energy profiles in vac-
uum. The minimum for para-cresol is about −17.5 kcal/mol, 
and that for toluene is about −21 kcal/mol. Both minima are 
found around 2.9 Å in vacuum. It should be noted that the 
presence of the solvent clearly reduces the cation–� binding 
by nearly 17 kcal/mol for para-cresol and 19 kcal/mol for 
toluene. However, we observed a similar trend for the two 
PMFs (in water and in vacuum), hence suggesting that the 
discrepant results are rooted primarily in the intermolecular 
forces in the cation–� complexes.

To identify the differences in the free energy profiles, we 
also performed an interaction energy calculation in vacuum 
for the ammonium:para-cresol and ammonium:toluene 

pairs at their equilibrium distance determined from the 
PMFs. A 1-ns trajectory formed of 2000 snapshots was 
generated for each cation–� pair. The average interaction 
energy was −29.1 ± 1.6 and −34.8 ± 1.6 kcal/mol for the 
ammonium:para-cresol and ammonium:toluene complex, 
respectively. The interaction energy follows a similar trend, 
compared to the free energy, suggesting that the origin of 
the discrepant results stems from the electrostatic term of 
the potential energy function.

The partial-charge distribution of toluene and para-cresol 
atoms reinforces this observation. The partial charge on the 
carbon atom connected to the hydroxyl group is + 0.297 
e.c.u. (electron charge unit) in para-cresol, whereas the 
same carbon atom in the toluene ring has a partial charge of 
−0.133 e.c.u. The presence of a positive charge in the para-
cresol ring, thus, weakens the molecular quadrupole of the 
latter, and leads to a reduced interaction with ammonium.

4  Conclusion

From the results of the present contribution, it is clear that 
introducing explicit polarization by means of a set of Drude 
particles globally enhances the description of cation–� 
complexes, compared to a pairwise additive force field. 
Yet, describing the subtle balance within the intermolecu-
lar forces responsible for the recognition and association of 
cations to aromatic compounds by means of cost-effective 
polarizable models still remains a daunting challenge. Orabi 
and Lamoureux were able to recover systematically con-
sistent binding affinities for various cation–� pairs, using 
an optimized version of the CHARMM Drude force field 
[49]. Toward this end, they corrected the original polariz-
able potential energy function, following a strategy akin to 
that employed for additive force fields [13, 24, 50], namely 
through fine-tuning of the Lennard-Jones interaction poten-
tial by means of ad hoc functionals or parameters handled 
using the NBFIX facility of the CHARMM36 force field. 
This strategy has, however, limitations of its own. First, the 
parametrization strongly depends on the level of theory of 
the quantum mechanical calculations and on the basis set 
employed to compute the reference quantities. Orabi and 
Lamoureux resorted to the standard 6–311++G(d,p) basis 
set, which has proven suboptimal in quantifying electric 
properties, compared to specialized basis sets, e.g., Sadlej, 
ELP [58, 59]. Moreover, such a reparametrization approach 
lacks generality, as it requires the optimization of specific 
pairs of Lennard-Jones parameters for every cation–� com-
plexes, while introducing an additional interaction site at 
the center of the aromatic ring. This scheme may not be eas-
ily extended to anion–� complexes, wherein large penetra-
tion and exchange induction effects have proven difficult to 
capture [20]. Last, cation–� pairing represents one possible 
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association mode in proteins, but more sophisticated bind-
ing motifs, such as cation–�–cation trimers, are also fre-
quently observed. The parameters calibrated for dimers 
may not necessarily transfer in a straightforward fashion to 
a trimeric organization. Put together, our data suggest that, 
while explicit inclusion of induction phenomena definitely 
improves the description of cation–� interactions, even when 
in the absence of an ad hoc reparametrization, there is still 
room for improvement toward reproducing systematically 
the subtle balance of the intermolecular forces at play.
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