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Abstract
The performance of the direct random phase approximation (RPA) method based on a Kohn–Sham reference for transition 
metal chemistry is studied by making comparison to (dispersion-corrected) density functional theory (DFT) and (spin-scaled) 
Møller–Plesset theory. The recently developed local-pair coupled-cluster method DLPNO-CCSD(T) is used as a benchmark. 
Emphasis is placed on the study of complete realistic mechanisms and reactions involving large systems. Electronic energies 
for the mechanism of C–H and C–C bond activation by rhodium fragments are presented as well as for ruthenium-catalyzed 
olefin metathesis. In addition, the WCCR10 test set, which comprises ten reactions, is revisited, and reaction energies for the 
reaction of a �-chloride-bridged palladacyclic dimer with phosphane ligands are presented. RPA yields results that are on 
average within 2–3 kcal/mol of the theoretical benchmark with a maximum deviation of 5 kcal/mol. Of the methods studied, 
RPA behaves most systematically and is able to provide results of similar accuracy to dispersion-corrected functionals. RPA 
can thus serve as a complementary method to DFT to obtain insight into transition metal chemistry. Attention is paid to the 
basis set convergence behavior of RPA as well.

Keywords Random phase approximation · Transition metal chemistry · Benchmarking · Electronic structure theory · 
Reaction energies · Catalysis

1 Introduction

Transition metal elements play a significant role in many 
catalytic processes. They are, for example, widely used in 
C–H [1, 2] and C–C [3] bond activation, processes that are 
of huge importance in homogeneous catalysis [4]. Transi-
tion metals can often adapt multiple oxidation states and 
switch between them with relative ease, making them an 
integral part of many catalysts. Even though effort is made 
to find metal-free alternatives, it is clear that transition met-
als will play a role in the foreseeable future. One of the 
grand challenges in the field of transition metal catalysis is 
to find new pathways employing first-row transition met-
als that are abundantly available rather than the commonly 

used precious metals, such as palladium and ruthenium. An 
example is the recent interest in nickel as an alternative to 
palladium [5–7].

Understanding the mechanisms involved in these catalytic 
processes is of great importance to guide the development of 
a new generation of catalysts. Computations have become an 
integral part of many catalytic studies [8, 9]. They provide 
a unique atomistic picture which can assist in the quest to 
understand reaction mechanisms and to interpret spectro-
scopic data. The availability of established quantum chem-
istry software packages and the low cost of computational 
resources allow researchers to perform computations as part 
of a wider experimental study [10].

However, there is always a gap between the theoreti-
cal model employed and the chemical reaction as actu-
ally performed in the laboratory. By necessity, one has 
to make approximations to model the catalytic process, 
such as truncating the catalytic system to manageable 
size, treating the environment in a simplified manner, or 
ignoring dynamical effects due to motion of the nuclei. 
In general, the more accurate the theoretical model used, 
the more severe the approximations need to be to keep the 
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associated computational cost within bounds. One should 
therefore be constantly aware of the impact of the approxi-
mations made. One consequence is that it is difficult to 
connect the theoretical results directly to experiment as 
it is often impossible to know the effect of what is being 
ignored, making it difficult to draw conclusions based 
on the computational outcomes [11]. In recent years, the 
phrase ‘the right answer for the wrong reason’ is being 
used frequently to point out that methods can coinciden-
tally agree with experiment, but fail to describe the under-
lying physical system properly [12].

In view of this gap, it is important to understand the 
performance of a computational model, which motivates 
the large number of validation or benchmarking studies 
performed in recent years. Benchmarking, however, can-
not be an end in itself. A connection needs to be made to 
experiment to see if a method can be useful in explaining 
spectroscopic data or a mechanism. A validation study for 
a method should thus put the method in the context of other 
methods and make the comparison to the highest-possible 
level of theory. In addition, the method should be applied to 
systems that are as close as possible to realistic and not only 
to model systems since model systems may not provide a 
correct picture of the performance of a method. This means 
that a wide range of systems needs to be included. Finally, if 
possible, comparison to experimental data should be made.

The latter is hampered in case of transition metal chemis-
try by a lack of experimental data. Even when data are avail-
able, a straightforward comparison is not easy. Solvation 
effects play a role, as do entropic effects. Both effects need 
to be accounted for and present their own challenges. Gas-
phase data are harder to obtain for transition metal cataly-
sis. Likewise, the theoretical benchmarking is challenging 
since high-level theoretical results can often be unobtain-
able due to the large size of realistic catalytic systems. The 
design of accurate benchmark databases is an area of active 
development [13].

The recently developed domain-based local-pair natural 
orbital coupled-cluster singles, doubles and perturbative tri-
ples (DLPNO-CCSD(T)) method [14, 15] has led to a break-
through in obtaining theoretical benchmark values for large 
systems. Though not as accurate as CCSD(T), the DLPNO-
CCSD(T) method provides a good quality benchmark and, 
due to its lower computational cost, can be applied to sys-
tems with over a hundred atoms [9, 12, 16, 17]. (DLPNO-)
CCSD(T) is accurate for a range of transition metals when 
used with careful attention to core correlation, relativistic 
effects and reference wavefunction [18]. Of particular dif-
ficulty for (DLPNO-)CCSD(T) are transition metal systems 
with significant static or non-dynamical correlation and one 
may have to resort to multireference or multiconfigurational 
methods [19–21]. Several diagnostics can be used to gauge 
the amount of multireference character [20].

The literature on benchmark studies is vast (see, for exam-
ple, Refs. [18, 22–26]). Detailed studies were performed for 
many reactions, and much work has been devoted to building 
suitable test sets, but they are often limited to a particu-
lar step in the mechanism, such as the predissociation of a 
Grubbs catalyst [27]. In recent years, more studies emerged 
that include full reaction mechanisms [9]. It is important to 
include all steps of a mechanism in a benchmark study as 
the performance of a method may vary considerably across 
the mechanism depending on the balance of interactions 
involved in the species. For example, non-covalent interac-
tions may play a much larger role in transition states than in 
the reactants or products and only by considering the per-
formance of a method for all species is a good sense of the 
quality of the method obtained.

The workhorse for computational studies is density 
functional theory (DFT) [28]. It achieves a good balance 
between accuracy and efficiency and is able to yield good 
agreement with experiment [22, 29, 30]. Despite its great 
success and abundant presence, DFT has several issues when 
describing transition metal chemistry. With respect to ener-
getics, it shows functional dependence [31] and offers no 
clear guidance to which functional to choose. Much effort 
is spent on designing better, all-round functionals. Several 
promising functionals emerge from the many validation 
studies performed, such as the dispersion corrected B97-
D3(BJ) [32–34] functional or functionals of the Minnesota 
type [35, 36]. However, the vast offering of density function-
als available today is bewildering. On the wavefunction side, 
perturbation methods offer a cost-effective alternative, but 
cannot be applied to small-gap systems and do not achieve 
the same accuracy for energies. Higher level theory, such 
as coupled-cluster methods, is much more accurate but also 
much more costly. There is thus a need for an efficient com-
plement to DFT that provides accurate results. The random 
phase approximation (RPA) method for electronic ground 
state energies provides such an alternative.

Here, we study the performance of the random phase 
approximation (RPA) [37–40] for transition metal cataly-
sis. The key question is whether RPA is a good candidate 
to predict the energy barriers involved in the mechanisms. 
In recent work, the performance of RPA for transition metal 
systems was studied [41]. In this study, it was found that 
RPA provides excellent structures and performs on par with 
the best DFT functionals while giving improved results over 
perturbation methods. The energetics studied were either on 
small model catalysts or on overall reaction energies. Full 
mechanisms were not included, which is a severe omission, 
since the quality of a method may differ for each step of a 
mechanism. For example, the change in electronic structure 
for a dissociation step involving bond breaking is signifi-
cantly different from the change in electronic structure for 
a rearrangement and may be treated with unequal quality 
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by a theoretical model. An important parameter is thus the 
consistency with which RPA performs across a reaction 
mechanism.

It is our aim in this study to extend the previous work and 
give a more complete picture of the performance of RPA for 
transition metal catalysis. We do this by focusing on large, 
realistic systems that are part of actual catalytic cycles. We 
investigate several reaction mechanisms that were previously 
studied computationally. We also study the performance of 
RPA for a dispersion-driven reaction. Since RPA includes 
dispersion from the outset, this provides a good testcase. We 
revisit the WCCR10 testset which we previously studied, 
because in the meantime we have obtained a high-quality 
theoretical benchmark for this set which sheds new light on 
the quality of RPA. This study is limited to closed-shell sys-
tems. This limits issues with multireference character which 
is often present in open-shell species. We use the DLPNO-
CCSD(T) method as the main validation tool in this study. 
Solvation effects and entropic effects are ignored to make a 
direct assessment of the quality of the electronic energies of 
RPA. Where available, we use back-corrected experimental 
data to compare electronic energies with experiment. It is 
impossible to be comprehensive in this study. We selected a 
representative group of chemical reactions which will give 
a good impression of the performance of RPA. Transition 
metal catalysis is extremely varied, though, and this study 
is bound to be incomplete.

In this work, we use the so-called direct RPA method 
and we calculate the RPA energy from self-consistent 
Kohn–Sham orbitals. For details on the method, we refer 
to the literature [37, 38, 40, 42, 43]. The RPA includes 
dispersion interactions from the outset (in a Casimir–Pol-
der consistent manner); it can be applied to small-gap sys-
tems and does not include empirical parameters. Its only 
dependence is on the choice of functional for the orbitals, 
but that dependence is small as long as the functional is 
of the GGA or hybrid type with a small amount of exact 
exchange [44–46]. The RPA implementation used in this 
work scales as N4 logN , where N is the system size. Sev-
eral approaches have been published to reduce the scal-
ing [47–49]. For some details on timings for transition metal 
systems, see Ref. [41].

2  Computational details

The DLPNO-CCSD(T) calculations were performed using 
the ORCA program system [50, 51]. Well converged SCF 
orbitals were obtained using the TightSCF setting. The cut-
off parameter TCutPairs was set to 1 × 10−5 . The RIJCOSX 
density fitting option was used for the SCF part. All other 
calculations were performed using the TURBOMOLE pro-
gram package [52]. The RPA calculations use self-consistent 

Kohn–Sham orbitals obtained from the Perdew et al.  [53] 
(PBE) functional or, if indicated, from the Tao et al. [54] 
(TPSS) functional using large integration grids (5) and tight 
convergence criteria ( < 10−7 for energy). Density fitting for 
Coulomb integrals was used for both DFT and RPA calcu-
lations. For all correlated single-point energy calculations, 
the core electrons were frozen using the default frozen core 
setting in TURBOMOLE (the nearest noble gas configura-
tion). Integration grids of 60 points or more were used for 
RPA to ensure a sensitivity parameter smaller than 10−5 . 
(Spin-scaled) MP2 results were obtained using the ricc2 
module in TURBOMOLE [55, 56].

Dunning’s correlation consistent basis sets [57] ((aug-)
cc-pVXZ, X = D, T, Q or 5) were used in addition to the 
Karlsruhe def2- basis sets  [58] (def2-TZVPP and def2-
QZVPP). def2-QZVPP is used as the default for RPA calcu-
lations. It was shown to be efficient with a basis-set incom-
pleteness error that is small compared to the inherent error 
of the RPA method [59]. For the coulomb fitting in DFT, 
the universal auxiliary basis set was used. The def2-QZVPP 
basis set was used for density fitting in MP2 and RPA. In 
ORCA, the def2/J auxiliary basis set was used; for correla-
tion calculations the def2-TZVPP/C or def2-QZVPP/C set-
ting were used based depending on the choice of basis set. 
For transition metals beyond the first row, relativistic effec-
tive core potentials were used to model the core electrons. 
For the Dunning basis sets, defpp-ecp [60] was used and 
ecp-28 [61] for the Karlsruhe basis sets.

The complete basis set (CBS) limit for RPA was obtained 
by extrapolation of the RPA correlation energies using the 
scheme by Helgaker et al.  [62, 63]. The exact exchange 
energy contribution was taken from the calculation with the 
largest basis set and was assumed to be well converged with 
respect to basis set size.

3  Results

3.1  C–H and C–C bond activation by rhodium 
fragments

Evans and Jones [64] used DFT to study the ligand effects on 
the energetics of C–H and C–CN bond activation on acetoni-
trile by rhodium fragments. The rhodium fragments, which 
contain a �-acceptor ligand, first activate the C–H bond, fol-
lowed by C–C activation. These fragments are one example 
of the successful activation of C–C bonds by first-row tran-
sition metal complexes reported in the past 15 years. Evans 
and Jones showed that the presence of a �-donating ligand 
lowers the barrier for C–CN bond activation compared to 
�-acceptor ligands which do not show that effect. We use 
the stationary points on the potential energy surfaces found 
by Evans and Jones to benchmark RPA and compare its 
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performance to other methods. Solvation effects were shown 
to be significant for these mechanisms. However, since our 
main interest is to compare the performance of RPA to other 
methods, we did not include these effects.

Figures 1, 2, and 3 show an overview of reaction energies 
for various methods for the C–H and C–C bond activation 
of acetonitrile by the fragment [CpRh(CNMe)], where Cp 
stands for C 5Me5 and Me for methyl. The species Cp-S3 
is the intermediate connecting the C–C activated complex 
(Cp-S1) with the C–H activated complex (Cp-S5) through 
the transition states Cp-TS2 and Cp-TS4, respectively.

The methods presented show a wide variety of perfor-
mance, which is most distinct for Cp-S3 where the overall 
range is about 15 kcal/mol. This observation highlights the 
necessity of benchmarking the performance of methods for 
transition metal chemistry. One would reach very different 
conclusions depending on the method one chose. Figure 1 
shows results for the hybrid functional B3-LYP, the hybrid 
meta-GGA functional TPSSH and the Minnesota hybrid 
functional M06-2X. In addition, results are presented for 
the DLPNO-CCSD(T) method, which has been advocated 
as good benchmark in lieu of CCSD(T) results. Evans and 
Jones used B3-LYP in their work. To be consistent with basis 
sets, the B3-LYP results presented in Fig. 1 were reproduced 
for this work. The Minnesota functional M06-2X shows sim-
ilar performance to B3-LYP. Both functionals stabilize the 
intermediate complex Cp-S3 considerably compared to the 
other methods. TPSSH, in contrast, yields a higher energy 
for the Cp-S3 and for Cp-TS4 and is much closer to the 
DLPNO-CCSD(T) reference. RPA performs quite similar 
to TPSSH but shows somewhat better agreement with the 
reference. All methods predict the same qualitative energy 
landscape, but there are large variations in relative energies. 
Figure 2 shows results for dispersion corrected functionals 
using the Grimme-type D3 correction with Becke-Johnson 

damping (BJ). The dispersion correction has relatively little 
effect on the energies, but tends to yield higher relative ener-
gies and thus better agreement with the DLPNO-CCSD(T) 
reference. The TPSSH-D3(BJ) functional in particular shows 
good agreement and is of similar quality to RPA. The largest 
effect of the dispersion correction is observed for species 
CP-S3 with a change of relative energy of 2.3 kcal/mol and 
2.2 kcal/mol for TPSSH and B3-LYP, respectively.

Also presented are results for RPA, MP2 and spin-com-
ponent-scaled MP2 (SCS-MP2) [66] (see Fig. 3). Results 
for scaled opposite-spin MP2 (SOS-MP2) [67] are omitted 
as they are very similar to SCS-MP2. MP2 does not predict 
a stable intermediate and has barrierless transitions to both 
the C–C and C–H activated complex. It thus shows a quali-
tatively different picture. The SCS-MP2 method is in better 
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Fig. 1  Relative energies (in kcal/mol) for C–C and C–H bond activa-
tion of acetonitrile by [CpRh(CNMe)] for DFT methods, RPA, and 
DLPNO-CCSD(T). RPA energies were obtained using PBE orbitals. 
The def2-QZVPP basis set was used for all methods. Energies are 
relative to complex Cp-S1 
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agreement with DLPNO-CCSD(T), but also does not show 
a barrier to the C–H activated complex.

Compared to the DLPNO-CCSD(T) method, all methods 
underestimate next to all relative energies. Of the presented 
methods, RPA and TPSSH(-D3(BJ)) give the same qualita-
tive picture as the benchmark and show the smallest devia-
tion, whereas M06-2X deviates most. The large variation in 
energy values for the different methods is striking. For exam-
ple, the relative energy for Cp-S5 shows a range of about 4 
kcal/mol, whereas for Cp-S3 the range is about 13 kcal/mol.

Finally, Fig. 4 demonstrates that the basis set incom-
pleteness error is small for RPA when using quadruple zeta 
or quintuple zeta quality basis sets. The deviation from 
DLPNO-CCSD(T) is therefore not a basis-set issue, but a 
reflection on the quality of the method. Also, the choice of 
functional for the Kohn–Sham orbitals that serve as input for 
RPA has little effect as is evident from the small difference 
in results obtained based on PBE or TPSS orbitals.

3.2  Ruthenium‑catalyzed olefin metathesis

Minenkov et al. [68] provided a complete reaction pathway 
of ruthenium-catalyzed olefin metathesis of ethyl vinyl ether 

using DFT and compared their findings to experimental 
kinetic data obtained by Sanford et al. [69]. Olefin metath-
esis has become a widely used mechanism to form car-
bon–carbon bonds, largely due to the development of first- 
and second-generation Grubbs catalysts [70, 71] and has 
been subject of much computational research [72]. Complete 
reaction pathways were presented for seven such catalysts 
by Minenkov et al. using a range of density functionals. It 
is evident from their study and from previous work [25, 27, 
73] that weak, non-covalent interactions play a significant 
role in the catalytic cycle, particularly for transition states as 
they involve weakly interacting fragments. A computational 
method that accounts for dispersion is thus required to study 
ruthenium-catalyzed olefin metathesis. Since the amount of 
dispersion interactions varies across the mechanism, it is 
important to study the complete mechanism, rather than 
just one step, to obtain insight in the quality of a method. 
Here, we compare the performance of RPA for the reac-
tion pathways to density functional theory and wavefunction 
methods. We only study the mechanism for catalyst 1 from 
the work of Minenkov and coworkers [68] which is a first-
generation Grubbs catalyst (see Fig. 5).

Figures 6 and 7 show electronic energy differences for 
the reaction of the ruthenium precatalyst with the olefin 
ethyl vinyl ether (EVE). All energies are given relative to 
the energy of the precatalyst (P). The optimized structures 
obtained by Minenkov and coworkers [68] were used for all 
calculations. The structures were optimized using the PBE 
functional which was shown to perform well for transition 
metal catalysis [25]. The first step of the reaction (P to AC1) 
is the dissociation of the catalyst in a 14-electron active cata-
lyst and phosphine ( PCy3 ). The phosphine does not play a 
further role in the mechanism. The activated catalyst pro-
ceeds to bind to EVE to form a �-complex (AC1 to PC1) 
which in turn will undergo cycloaddition to form metallacy-
clobutane (PC1 to MCB). Next, the ring in metallacyclobu-
tane opens to yield a styrene �-compound (MCB to PC2) 
followed by a final step in which the styrene decoordinates 
and an active complex is left (PC2 to AC2). Each step has 
its own transition state (TS). Entropic and solvation effects 
play a significant role in the energy profile. Because they are 
not included in the results shown in Figs. 6 and 7, some of 
the steps have transition states that are not energetic maxima, 
most notably for TS1 which is the transition state for the 
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dissociation of the precatalyst. A small energy barrier was 
found on the potential energy surface [68]; the free energy 
barrier on the other hand is very distinct and in the order of 
20 kcal/mol. This demonstrates the significance of entropic 
and solvation effects, which apparently stabilize AC1 to a 
much larger extent than either P or TS1 [73].

Whether or not the transition states are true transition 
states for the method studied is not addressed in this work. 
It may well be that for some methods some steps are bar-
rierless on the potential energy surface; for instance, using 
B3-LYP no barrier is found for the predissociation step [74]. 
Since we take the structures from Minenkov and coworkers 
as our reference point, we include all transition states for 
all methods.

It is clear from Fig. 6 that a wide range of energy values 
is observed for the methods studied. For AC1 the range is 
over 30 kcal/mol which is of the same order of magnitude 
as the calculated free energy of AC1 relative to P. PBE and 
B3-LYP yield relative energies that are significantly lower 
than RPA for all points. The addition of a dispersion correc-
tion has a dramatic effect and increases the relative energies 
by more than a factor of two (see results for B3-LYP-D3) 
yielding energies that are now significantly higher than RPA 
for most points. The inclusion of dispersion qualitatively 
changes the reaction profile, in particular for the activated 
complex (AC1) which becomes a distinct maximum. The 
dramatic effect of the dispersion correction directly shows 
the importance of non-covalent interactions in this reaction.

The dispersion corrected results differ considerably from 
the RPA results, for some points by more than 10 kcal/mol. 
A distinct difference is the description of PC1 which for 
B3-LYP-D3 is higher in energy than TS2, whereas it is 
lower in energy for RPA and DLPNO-CCSD(T). All spe-
cies involving EVE (TS2 through PC2) have a much higher 
relative energy when using B3-LYP-D3. Such a difference 
will considerably impact calculations based on this reaction 
profile, such as the calculation of reaction rates. Though it 
is obvious that weak interactions cannot be neglected for 
this reaction, there is still a large range of relative energies 
observed for the methods that include dispersion.

For this reaction, MP2 compares much more favorably 
to RPA. The general shape of the reaction profiles are the 
same except for MCB and TS4, where MP2 predicts much 
lower energies than RPA. Interestingly, in contrast to what 
was seen in Fig. 3, using SCS-MP2 does not make much of 
a difference.

As a benchmark, results from DLPNO-CCSD(T) are 
included in Figs. 6 and 7. At this point, only results obtained 
with the def2-TZVP basis set are available, but this is not a 
problem as it was shown by Minenkov et al. that good qual-
ity results are obtained at the triple-zeta level [16] and the 
remaining basis set incompleteness error is thus not expected 
to change the results significantly. RPA agrees best with the 
benchmark; it reproduces the energy profile qualitatively and 
is within 5 kcal/mol of the benchmark for each step in the 
mechanism. SCS-MP2 improves somewhat upon MP2 and 
is mostly in good agreement but underestimates the energies 
of MCB and TS4. B3-LYP and PBE fail to qualitatively 
describe the first part of the mechanism (predissociation and 
olefin insertion), whereas the dispersion corrected B3-LYP-
D3 method gives a qualitatively correct picture (except for 
PC1), but yields energies that are too high for many steps.

To give an impression of computational effort involved to 
obtain the presented results, we compare wall times for the P 
precatalyst which consists of 120 atoms (see Table 1). DFT 
with the B3-LYP hybrid functional, which formally scales 
as N4 with system size N, is the most efficient with a wall 
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time of 2 hours. RPA scales as N4 logN [75] and is about 5 
times more time consuming than B3-LYP for this example. 
CCSD(T) has a formal scaling of N7 and is intractable for 
this problem even with the smaller def2-TZVP basis set. 
The DLPNO-CCSD(T) method is much more efficient than 
CCSD(T). It achieves asymptotic linear scaling with system 
size [76, 77] but has a considerable prefactor resulting, in 
this case, in a wall time of 42 hours with the smaller def2-
TZVP basis set.

3.3  The WCCR10 test set

The WCCR10 set was compiled by Weymuth and Rei-
her [78] as a ligand dissociation energy database of large 
cationic transition metal complexes which mimic complexes 
used in actual catalytic cycles. The set contains 10 reactions 
using a variety of transition metals and complexes ranging in 
size from 42 to 174 atoms. Several theoretical methods were 
compared to dissociation energies obtained from mass spec-
trometry. We showed that RPA performed reasonably well 
for this set with a mean deviation of about 7 kcal/mol [41]. 
Here, we revisit the WCCR10 and rather than comparing 
to experiment we use the DLPNO-CCSD(T) method as our 
theoretical benchmark. By doing so, we lose the direct con-
nection to experiment, but also eliminate any error associ-
ated with correcting the gas-phase zero kelvin computational 
results for zero-point vibrational energy and finite-tempera-
ture effects. The results are presented in Table 2.

The high-level DLPNO-CCSD(T) method is not in good 
agreement with experiment. The average absolute devia-
tion is 7.0 kcal/mol and in particular reactions 4 and 6 
shows a large discrepancy between experiment and com-
putation (about 18 kcal/mol). This disagreement highlights 
the challenge in transition metal chemistry to make a good 
comparison with experiment. Recently, Reiher and cow-
orkers commented extensively on this discrepancy [79]. 
Two reactions (4 and 9) showed some measure of multi-
reference character as indicated by the Z

s
(1) diagnostic and 

may therefore not be described well by single-reference 
methods. However, the remaining eight reactions involve 
single-configurational complexes according to the same 

diagnostic. The source for the difference with experi-
ment remains unclear and cannot be accounted for at the 
moment. Reiher et al. concluded that the agreement of 
DFT with coupled-cluster data increased significantly 
upon inclusion of a dispersion correction [79], thereby 
highlighting the fact that dispersion effects are crucial in 
describing these reactions.

In light of these observations, it seems to be the best strat-
egy, for the time being, to compare methods to DLPNO-
CCSD(T) to assess their potential. Therefore, Table  2 
also includes deviations of RPA, PBE0 and MP2 methods 
from DLPNO-CCSD(T). RPA has a maximum deviation 
of 3.0 kcal/mol, an average deviation of 0.0 kcal/mol and 
an average absolute deviation of 1.6 kcal/mol. Compared 
to DLPNO-CCSD(T), RPA shows excellent performance 
across the set of reactions, with none of the reactions stand-
ing out as yielding qualitatively different results. RPA is 
thus in good agreement with the DLPNO-CCSD(T) method, 
whereas both methods show significant deviation with the 
experimental values. It could be that both single-reference 
methods fail to capture an essential element necessary to 
describe this set of reactions or that the comparison to 
experiment is hampered otherwise. Both PBE0 and MP2 
deviate much more from the benchmark. PBE0 underbinds 

Table 1  Wall times (in h) for the P precatalyst for single-point energy 
calculation for various methods

Basis sets used are included, where TZVP stands for def2-TZVP and 
QZVPP for def2-QZVPP. Calculations were performed on 12 CPUs 
of the type Intel Xeon CPU E5-2650 v4 @ 2.20 GHz

Method Basis Wall time

B3-LYP QZVPP 2
RPA QZVPP 10
DLPNO-CCSD(T) TZVP 42

Table 2  Experimental dissociation energies  [78] and DLPNO-
CCSD(T) dissociation energies for the WCCR10 set and their differ-
ence (Exp-DLPNO)

Also shown are deviations, mean deviation (MD), mean absolute 
deviation (MAD) and maximum absolute deviation (MAX) in dis-
sociation energies from the DLPNO-CCSD(T) energies for various 
methods. The deviation is calculated as E

method
− E

ref
 . All values 

are in kcal/mol. The experimental energies were corrected for zero-
point vibrational energies obtained at the BP86 level by Weymuth 
et  al.  [78]. The DLPNO-CCSD(T) results were obtained at the cc-
pVQZ(-PP) level. Def2-QZVPP basis sets were used for RPA and 
MP2, and the RPA results were obtained using self-consistent PBE 
orbitals. PBE structures taken from Weymuth et  al.[78] were used. 
PBE0 results were taken from Ref. [78]. DLPNO stands for DLPNO-
CCSD(T)

Exp. DLPNO Exp-DLPNO RPA PBE0 MP2

25.9 26.3 − 0.4 − 1.5 − 10.7 − 3.8
47.6 58.8 − 11.2 1.0 − 17.0 4.7
48.2 59.1 − 10.9 0.9 − 17.1 4.6
30.9 48.8 − 17.8 1.8 − 18.9 6.1
44.5 45.1 − 0.6 3.0 − 13.7 13.2
48.2 66.2 − 18.0 − 2.7 − 8.2 8.7
50.1 58.2 − 8.3 − 1.0 − 5.6 7.9
44.6 49.0 − 4.4 − 1.1 − 5.9 7.1
38.7 36.5 2.3 1.2 − 3.3 15.4
22.8 23.6 − 0.8 − 1.9 − 9.0 4.2
MD 0.0 − 10.9 6.8
MAD 1.6 10.9 7.6
MAX 3.0 18.9 15.4
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on average by 10.9 kcal/mol, MP2 overbinds on average by 
6.8 kcal/mol.

Figure  8 compares the performance of several den-
sity functionals with and without dispersion correction to 
DLPNO-CCSD(T). These methods were previously com-
pared to the back-corrected experimental results [41, 78]. 
The density functionals BP-86, B3-LYP, TPSS and TPSSH 
perform more or less similarly and yield mean absolute devi-
ations of more than 10 kcal/mol with absolute maximum 
deviations of up to 30 kcal/mol (for reaction 4). Addition of 
a Grimme-type dispersion correction reduces the absolute 
deviation to about 5 kcal/mol and the maximum error to 
about 10 kcal/mol. The RPA method stands out for its excel-
lent performance and can be concluded to be the method 
with the best agreement with the theoretical benchmark.

3.4  �‑chloride‑bridged palladacyclic dimer

Non-covalent interactions often play a large stabilizing role 
in larger transition metal complexes. The correct inclusion 
of these weak interactions is a challenge for theoretical 
chemistry. A representative example of a dispersion-driven 
transition metal reaction was studied by Hansen et al. [12]. 
They presented results for a range of density functionals with 
and without dispersion correction and several wavefunction-
based methods for the reaction of a �-chloride-bridged pal-
ladacyclic dimer with phosphane ligands ( PR3 ) to form 
monopalladium products. Two ligands were used, namely 
phenyl or cyclohexyl. The dimer is stabilized by the bridging 
chlorido ligands forming a labile Cl-Pd bond which is easily 
quenched by a phosphane ligand (see Fig. 9). The reaction is 

an example of an elementary ligand coordination reaction. 
The experimental reaction enthalpy was obtained using iso-
thermal titration calorimetry. Computed reaction energies 
were compared to theoretically back-corrected experimental 
reaction energies. The experimental reaction enthalpies have 
an error of about 1 kcal/mol. The back-corrected 0K gas-
phase reaction energies have an associated error of 3 kcal/
mol; the increase reflects the uncertainty related to the meth-
ods used for the back-correction. Hansen et al. conclude that 
dispersion-corrected functionals (such as PW6B95-D3(BJ) 
or B3-LYP-NL) or the DLPNO-CCSD(T) method are able 
to give energies within 3 kcal/mol of the experimental value. 
Table 3 gives an overview of the performance of RPA for 
this system compared to other methods.
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and maximum deviations (Max) for the WCCR10 test set compared 
to DLPNO-CCSD(T) values for various methods. The DLPNO-
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Fig. 9  Quenching of �-chloride-bridged palladacyclic dimer with 
phosphane ( R = PCy3 or PPh3 , where PCy3 is tricyclohexylphosphine 
and PPh3 is triphenylphosphine)

Table 3  RPA Reaction energies (kcal/mol) for the quenching of a �
-chloride-bridged palladacyclic dimer by phosphane ligands ( PR

3
 , R 

is phenyl (Ph) or cyclohexyl (Cy)) compared to back-corrected exper-
imental values and other levels of theory

RPA results are shown for several basis sets. CBS stands for com-
plete basis set limit extrapolation. In case of RPA, the CBS limit was 
obtained using the cc-pVQZ and cc-pV5Z basis set results. Non-RPA 
results were taken from Ref. [12]

Method PCy3 PPh3

Exp −36 ± 3 −32 ± 3

HF 4.4 4.2
HF-D3(BJ)/CBS − 40.4 − 35.6
MP2/CBS − 54.4 − 54.4
DLPNO-CCSD(T)/�CBS − 33.8 − 32.1
B3LYP − 12.7 − 11.8
B3LYP-D3(BJ) − 43.2 − 41.4
PW6B95-D3(BJ)/CBS − 36.2 − 34.9
B2PLYP-D3(BJ)/CBS − 43.2 − 42.7
RPA/QZVPP − 36.4 − 33.1
RPA/AVQZ − 41.0 − 38.4
RPA/VTZ − 36.3 − 34.6
RPA/VQZ − 36.8 − 35.0
RPA/V5Z − 36.3 − 34.7
RPA/CBS − 35.8 − 34.4
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The monopalladium complex formed in reaction with 
PPh3 has stronger �−� and CH–� dispersion interaction 
than the complex formed in reaction with PCy3 . MP2 fails 
to distinguish between the two reactions and strongly over-
estimates the dispersion interactions resulting in a reac-
tion energy that is about 20 kcal/mol too negative. HF, as 
expected, fails to describe the reaction energies. Addition of 
the D3 correction gives very good agreement with experi-
ment and is a dramatic demonstration of the importance of 
the role of weak interactions in this reaction. The recent 
DLPNO-CCSD(T) method gives good agreement with 
experiment and is recommended as a reliable benchmark 
when no experimental results are available. On the DFT 
side, the best functional is the PW6B95 functional with 
D3 correction. As is evident from this overview, the best 
methods that can be applied to such large systems yield an 
error of about 2–3 kcal/mol and do not reach the so-called 
chemical accuracy which is defined as errors smaller than 
1 kcal/mol. However, for transition metal complexes these 
are relatively small errors and a big improvement upon what 
was possible only a few years ago.

The RPA results are also given in Table 3. Results are 
presented for various basis sets and when extrapolated to 
the complete basis set limit. Overall, the RPA performance 
is very good. The parameter-free method is able to correctly 
predict the relative energies of the two reactions and also 
gives energies that are in good agreement with experiment. 
When using the def2-QZVPP basis set, RPA yields results 
that are very close to experiment. Results vary somewhat 
with basis set. Using an augmented basis set overestimates 
the binding energy. Extrapolation to the complete basis set 
limit gives reaction energies of − 35.8 kcal/mol and − 34.4 
kcal/mol, respectively. These RPA binding energies are 
about 2 kcal/mol larger in magnitude than the DLPNO-
CCSD(T) energies, a result that is very similar to what is 
observed for the WCCR10 set. In comparison to the DFT 
methods studied, RPA is closest to PW6B95-D3(BJ).

4  Conclusion and discussion

In this work, the performance of the direct RPA method 
was evaluated for reaction mechanisms relevant in transition 
metal catalysis and for reaction energies involving large tran-
sition metal complexes. Comparison was made to DFT and 
wavefunction methods, and the DLPNO-CCSD(T) method 
was used as a theoretical benchmark. Two mechanisms were 
studied: one where dispersion effects are minor and one 
where they are very significant. In addition, the WCCR10 
test set of reactions was revisited and the dispersion-driven 
reaction of a palladacyclic dimer was studied.

For all reactions studied, RPA gives results that are clos-
est to DLPNO-CCSD(T) with an average deviation of 2–3 

kcal/mol and a maximum deviation of about 5 kcal/mol. 
For the mechanisms studied, RPA is consistently close to 
the DLPNO-CCSD(T) method for all steps of the mecha-
nism and is thus able to give a balanced description of the 
entire reaction mechanism. When revisiting the WCCR10 
set, RPA is shown to have the smallest deviation com-
pared to the theoretical benchmark. This is in contrast to 
the previously published results which made the compari-
son to experimental results. The discrepancy with experi-
ment remains unresolved. For the large dispersion-driven 
palladacyclic dimer reaction RPA is able to reproduce the 
experimentally observed relative energy ordering as well 
as producing reaction energies that are within 2–3 kcal/mol 
of the experimental values. In all, we conclude that RPA 
is able to represent reaction mechanisms including transi-
tion metals with an accuracy that is comparable to the best 
dispersion-corrected functionals. The advantage of RPA is 
that no choice of functional needs to be made.

Basis sets of at least quadruple zeta quality are required 
for RPA. From the basis set convergence results presented, 
we can conclude that the basis set incompleteness error 
when using quadruple-zeta size basis sets is not dominant. 
As shown for the palladacyclic dimer, the def2-QZVPP basis 
set yields results that are in good agreement with the com-
plete basis set limit. As shown in earlier work, [59], the 
Karlsruhe def2- basis sets of quadruple zeta size strike a 
good balance between accuracy and efficiency.

MP2 and SCS/SOS-MP2 are often able to represent tran-
sition metal chemistry quite well, though the deviation from 
DLPNO-CCSD(T) is on average larger and less consistent. 
For the DFT methods, the inclusion of a dispersion cor-
rection is crucial. For all functionals studied, the deviation 
from DLPNO-CCSD(T) was less systematic than for RPA 
and the size of the error thus depends on which step of the 
mechanism is studied. Good agreement can be obtained, but 
depends on the choice of functional.

In conclusion, RPA can serve as an independent method 
that can be used complementary to dispersion-corrected 
DFT to obtain a more complete picture of transition metal 
chemistry.
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