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Abstract The influence of ion size and surface charge

model in titrations of ionizable polyelectrolytes is studied

by means of the Semi Grand Canonical Monte Carlo

simulation method in the context of the primitive model.

Three models describing a discrete distribution of charged

functional groups on the polyelectrolyte and different val-

ues for the radius of the background electrolyte spanning

from ionic to hydrated radii values were analyzed. The

polyelectrolyte titrations were simulated by calculating the

degree of ionization versus pH curves at two ionic

strengths. The results allow us to quantify the impact of the

sizes of the background salt ions and surface functional

groups of the polyelectrolyte on the dissociation degree.

This influence is explained in terms of the effectiveness of

the screening of the charged surface sites. Finally, by

comparison with the Non-Linear Poisson–Boltzmann

model, the influence of ionic correlations and finite size of

the solution ions is assessed.
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1 Introduction

Interactions of metal ions with natural complexants in

aqueous media (small ligands, macromolecules and sur-

faces) play an important role in the bioavailability and

toxicity of these elements. Figure 1 summarizes the pos-

sible interactions of a metal ion with soluble ligands,

natural organic/inorganic colloids, biological surfaces and

sediments in aqueous media [1, 2]. The study of these

interactions is pertinent to several areas within environ-

mental science: (a) biogeochemical cycles of the metal

elements; (b) bioavailability and toxicity of the metal ions;

(c) water treatment processes [3]. All these interactions can

be schematized as

Mnþ
aq þ �Lð Þz�aq=s

K
app
bin

, �LMð Þnþþz�
aq=s

ð1Þ

where –L represents a generic binding site.

In most cases –L does not behave as an ideal (homo-

geneous) ligand and the value of the apparent binding

affinity, Kapp
bin , is not a constant. Rather, Kapp

bin often depends

on the metal concentration due to the presence of sites with

different chemical functionalities, the presence of mutual

interactions between sites, conformational changes in the

macromolecule, aggregation processes, etc [1, 4, 5]. This

fact is referred to as chemical heterogeneity. Moreover,

both pH and ionic strength influence the net charge of

the macromolecule/surface and modulate the electrostatic
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interactions between cations and binding sites. This pheno-

menon is usually referred to as polyelectrolytic effect

[2, 6]. The presence of inorganic cations other than Mn? (at

least H?), also modifies the effective binding energy of a

given ion giving rise to competitive effects [7, 8].

Many efforts have been devoted to characterize the

polyelectrolyte effect in the ion binding processes to nat-

ural complexants. Most of this work has been undertaken

within the context of mean field theories, which allow the

definition of the so-called surface potential. Once the sur-

face potential is known, the electrostatic contribution to the

binding energy and the specific binding can be straight-

forwardly obtained (see Sect. 2 for a detailed discussion).

Beyond mean field theories, considerable research has

been addressed to characterize the distribution of ions

[electric double layer (EDL)] around a charged surface,

which is usually modelled as a continuous distribution of

charge [see Ref. 9 and references quoted therein]. Just a

few attempts have been made to include the discreteness of

the surface charge or to discuss the approximations implicit

in the integration of the Poisson equation when computing

the potential profile of the EDL around a discretely charged

flat surface [see Ref. 10 for a detailed discussion].

In order to study ion-ion correlations and the effect of

finite ion size in the specific ion binding to polyelectrolyte

surfaces, Monte Carlo (MC) simulation methods have been

applied in recent years. Most previous works used a Grand

Canonical Monte Carlo (GCMC) method where the inter-

action between the charged monomers of the polyelectrolyte

is modelled by a Debye-Hückel potential influenced by the

salt level [see Ref. 2 and references quoted therein]. Two

examples are the study of the titration of polyelectrolytes,

taken either as a rigid rod or as a freely joined chain [11] and

the non-uniform charge distribution on annealed weakly

charged polyelectrolytes [12].

Few attempts use Semi Grand Canonical Monte Carlo

(SGCMC) simulations, combining a GCMC for the ion

binding and a Canonical Monte Carlo (CMC) for the rest of

the ions of the supporting electrolyte. The introduction of

the CMC procedure allows the explicit description of the

electrolyte solution, while the Grand Canonical formalism

is needed to consider chemical reactions, such as protona-

tion and deprotonation processes occurring when the

polyelectrolytes have binding sites. The combination of

both procedures allows a good description of the equili-

brium between the charged polyelectrolyte and the

electrolyte solution. Among the SGCMC simulations, we

recall the interpretation of potentiometric titrations of

carboxymethyl-cellulose in aqueous salt solutions [13, 14],

and the role of electrostatic interactions in calmodulin–

peptide complex formation [15]. Recently, Lund’s group

[16] has developed a Grand Canonical Titration Monte

Carlo (GCTMC) method, similar to SGCMC method, but

with a constant chemical potential restriction for the inert

electrolytes. This method has been used to study the

experimental and theoretical evidence of overcharging of

calcium silicate hydrate within the primitive model in

planar geometry. The main practical difference between

both methods is that SGCMC fixes the bulk concentration

of electrolyte ions, whereas GCMC method fixes their

chemical potential. Thus, the latter method requires addi-

tional calculations to correlate the fixed chemical potential

with concentration values. On the other hand, the number

of electrolyte ions has to be significantly greater than the

number of counterions in SGCMC, in order to ensure that

the bulk electrolyte concentration is adequately simulated.

Consequently, SGCMC simulations require, in general,

more particles and larger systems than GCMC method.

Therefore, GCMC will probably be the best choice for very

diluted solutions, for which the size of the SGCMC simu-

lation box would become excessively large. On the

contrary, SGCMC method is more convenient for the

simulation of concentrated solutions, as those studied here.

In this paper, we present SGCMC simulation results in

the context of the primitive model, which represent, to our

current knowledge, the first attempt to use SGCMC in

planar geometry. The ions of the inert salt are modelled as

charged hard spheres, the solvent is treated as a dielectric

continuum, and the polyelectrolyte is represented as a

discretely charged flat surface. In contrast to simple models

that consider the charged wall as a surface with a conti-

nuous distribution of charge, in these simulations a discrete

charge distribution was considered. Hence, the ionized

functional groups were modelled as an array of charged

Fig. 1 Scheme of interactions of metal ions in aquatic natural

system. Metal speciation includes free hydrated ion and inorganic and

organic complexes. Adapted from [1]
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sites distributed on the surface. For the ions of the inert salt,

different ion sizes are considered, from values representing

the ionic radius to hydrated radii values. The comparison of

the obtained results with hydrated and non-hydrated sizes

allows us to discuss the effect of ions near the charged

surface losing their solvation water molecules. In our

simulations, proton binding to a discrete polyelectrolyte

charge distribution is studied using a Grand Canonical

Monte Carlo procedure coupled to a Canonical MC

algorithm that describes the electrolyte solution. The

probability of binding depends on both the pH and the

intrinsic stability constant, K0. The SGCMC results in

planar geometry shown here are aimed at simulating the

experimental titrations curves of a typical latex particle

[17]. Typically, latex particles are spherical particles with a

radius of hundreds of nm. Thus, a surface complexation

model using planar geometry could be adequate to ratio-

nalize the polyelectrolytic effect of this kind of systems.

The organization of the paper is as follows. In Sect. 2

(theoretical background), we summarize previous approa-

ches within the mean field theories. Section 3 is devoted to

the SGCMC simulation method. Within this context, we

discuss the dependence of the dissociation degree versus

pH curve on the size of the ions of the inert salt and the

impact of three different models of surface charge distri-

bution. Moreover, the calculation of an approximate

average surface potential is discussed as well as its

dependence on the pH. This potential is compared with that

obtained within the classical Non-Linear Poisson Boltz-

mann (NLPB) treatment.

2 Theoretical background

For the sake of simplicity, we will restrict ourselves to the

proton binding to polyelectrolytes. Acid–base equilibrium

of polyions is generally described by Henderson–Hassel-

bach equation

pKapp
dis ¼ log K

app
bin ¼ pH� log

a
1� a

� �
ð2Þ

where Kapp
dis ¼ Kapp

bin

� ��1
labels the apparent dissociation

constant of the polyacid and a is the degree of dissociation.

In terms of the proton coverage h = 1 - a, or the charge,

Q, of the polyacid, h ¼ Qmax � Qð Þ=Qmax, Eq. 2 can be

rewritten as

pKapp
dis ¼ pHþ log

h
1� h

� �
¼ pHþ log

Qmax � Q

Q

� �
ð3Þ

where Qmax is the maximum charge in the fully deproto-

nated macromolecule [6].

Two components of free energy have been recognized in

the proton binding affinity: one from electrostatic origin,

written as FwS and giving rise to the electrostatic binding,

and a second one of chemical origin, �RT ln Kc, respon-

sible for the specific binding [1, 6]. Within the mean field

approximation, wS is the average (surface) electrostatic

potential close to the binding sites with respect to the bulk

solution, F is the Faraday constant, R is the ideal gas

constant and T the temperature.

Then, the apparent dissociation/binding constant can be

factorized as

pKapp
dis ¼ log Kapp

bin ¼ log Kc �
1

ln 10
~wS; ~wS �

FwS

RT
ð4Þ

where Kc is the so-called average equilibrium function [1,

4]. Kc measures the chemical or specific binding affinity

log Kc ¼ pHS þ log
1� a

a

� �
¼ pHS þ log

Qmax � Q

Q

� �

ð5Þ

where pHS ¼ � log cHS
labels the concentration of protons

in a volume element close to the surface. This

concentration is related to the bulk concentration by the

Boltzmann distribution:

cHS
¼ cHe�

~wS ð6Þ

Notice that for a homogeneous polyelectrolyte, the

average equilibrium function, Kc, defined in Eq. 5, usually

becomes a constant, which we refer to as the intrinsic

stability constant, K0.

In order to characterize the electrostatic binding, the

master curve procedure [18, 19] consists in plotting the

experimental results in terms of the surface pH (pHS) and

obtaining a representation independent of the ionic

strength, i.e.,

Q ¼ f pH; Ið Þ ¼ f 0 pHSð Þ ð7Þ

The macromolecular ligands can be classified according

to their characteristic dimension: (a) nanometer-scale:

characteristic length d * (1–10) nm; (b) interfacial

regions: thickness d * (10–103) nm. Examples of ligands

of the first kind are: synthetic soluble polyelectrolytes

(e.g., polyacrylic acid), humic and fulvic acids, etc., and

for the second kind are: microorganisms, organic-coated

sediments, cell walls in seaweeds, etc.

A physical picture of the charge distribution of the

systems of the first kind consists in a set of fixed charges

distributed over a region of space partially accessible to

solvent and salt ions (Fig. 2a). In the cylindrical/spherical

models the charges are homogeneously distributed

(smeared-out) within an impermeable rod/sphere of radius

r * d, creating around an electrostatic field of cylindrical/

spherical symmetry. The charge-potential relationship

within a mean field approximation can be easily estimated

using the Poisson-Boltzmann equation [6, 20, 21]. Another
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approximation (schematized in the lower rightmost part of

Fig. 2a) is to use the permeable gel (Donnan) model which

assumes that the colloid behaves as an electroneutral,

permeable gel phase with a uniform potential [6, 22].

On the other hand, most of the systems of the second

kind can be regarded as ‘‘soft particles’’ [23], having a

charged layer of thickness d, partially permeable to solvent

and mobile ions, where the metal complexation processes

occur. Again, this charge distribution can be approximated

by simplified models, using either NLPB in flat geometry

or Donnan model, as depicted in Fig. 2b.

In all previous models, the main problem is usually the

estimation of a geometric parameter (d, specific area,

volume of Donnan phase, spherical or cylindrical radius,

etc.), which, due to the crude approximations assumed it is

often regarded as an empirical parameter. Just as an

example, Fig. 3 shows the proton binding results to the

polyacrylic acid (PAA) [6, 24], where the radius of the

cylinder is optimized. Experimental Q versus pH curves

converge into a Q versus pHS master curve by numerically

solving the NLPB equation (assuming cylindrical geo-

metry) or by using the Donnan model [see details in Ref. 6].

So, although similar master curves can be obtained with

different mean field descriptions, sometimes—even within

the same model—the master curve is not unique and the

resulted fitted parameters differ between models and from

independent direct experimental measures. This suggests

that the fitting process might mitigate the effects of the

crude assumptions involved in each treatment, e.g., the

oversimplified geometry, the absence of ion–ion correla-

tions and finite ion size effects, etc.

3 SGCMC simulations

3.1 Model and simulation procedure

The equilibrium properties of the ionic solution in contact

with the charged surface (where binding processes occur)

were obtained through Monte Carlo computer simulations

performed in the Semi Grand Canonical ensemble

(SGCMC) at a temperature of 300 K. The solution was

modelled as a collection of N? positive ions and N- nega-

tive ions confined in a rectangular prism of dimensions

W 9 W 9 L. The square charged wall was situated at

z = 0. This wall and the opposite one at z = L were treated

as impenetrable to ion displacements. On the contrary,

periodic boundary conditions and the minimum image

convention [9, 10] were employed in the x and y directions.

The values of N? and N- were selected according to the

concentration of the bulk electrolyte solution as indicated

below. A suitable concentration of counterions was also

added to neutralize the surface charge.

Ions were treated as charged hard spheres having radius

values, a, of 0.2 (average ionic radius), 0.3 and 0.36 nm

(average hydrated radius). The radius value of 0.36 nm is a

Fig. 2 a Common electrostatic models used for macromolecules [6,

10], b common electrostatic models used for surfaces [14]. j is the

inverse of the Debye length
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Fig. 3 Experimental Q vs. pH data of the PAA titrations. Markers

I = 0.1 M (plus symbol), 0.05 M (triangle), 0.02 M (square), 0.01 M

(circle), 0.005 M (multi symbol). ‘‘Master curve’’, Q vs. pHS, obtained

solving the NLPB equation in cylindrical geometry with r = 0.55 nm

(labelled NLPB continuous line) and applying the Donnan model

(labelled D dashed line). Adapted from [6]
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mean value of the hydrated radii of typical monovalent ions

such as Na? and Cl- [10, 25]. The 0.2 value was consid-

ered in order to take into account that ions near the charged

surface lose their solvation water molecules. On the other

hand, solvent molecules (water) were not explicitly con-

sidered, but its dielectric constant was used in the ion–ion

interaction energy expressions. The interaction energy

between two charges Zi and Zj separated by a distance r can

be formulated as

uðr~Þ ¼ ZiZje
2

4per
; r� d

uðr~Þ ¼ 1; r\d

8<
: ð8Þ

where d is the sum of the ionic radii of the two particles

(d = 2a), e is the permitivity of the dielectric continuum,

and e is the elementary charge. The method of Boda et al.

was implemented to correct the effects of truncating long-

range interactions [10, 25–27].

The charged wall represents a distribution of ionizable

functional groups on a colloidal interface. Its dimensions

were kept fixed at 10.62 9 10.62 nm2 in all the simulations

and the ionizable functional groups were modelled as an

array of 169 (13 9 13) charged sites. Thus, adjacent sites

were separated by a distance of 0.82 nm, given a maximum

surface charge density of -0.24 Cm-2, which is a typical

value of many interfaces with ionizable carboxylate groups

[2]. The surface site-ion interaction energy has been cal-

culated as in the ion–ion case. The third dimension of the

simulation box (L) was scaled according to the ionic

strength and total number of ions in bulk solution, being

always greater than 50.0 nm. Ionic strengths of 0.1 and

0.01 M were considered, whereas the total number of ions

in bulk solution ranged between 700 and 1,400, depending

on the pH value.

Three models have been considered to represent the

structure of the surface charges (Fig. 4): DISC1, DISC2

and DISC3. In DISC1 model, the sites are point charges

situated at the surface plane. In DISC2 model, the sites are

charged hard spheres with a finite radius of 0.3 nm whose

centres are also situated at the surface. The value of 0.3 nm

corresponds to the estimated non-hydrated radius of the

carboxylate functional group [15]. In DISC3 model, the

sites are charged hard spheres with a finite radius of 0.1 nm

whose centres are located 0.2 nm above the surface. The

radius of 0.1 nm has been chosen as an approximation to

the radius of the charged atom in a carboxylate functional

group.

When simulating a titration experiment of the poly-

electrolyte in presence of an inert salt at constant ionic

strength and a given pH, the protons are not explicitly

considered in the simulations of the electrolyte solution.

Rather, they are substituted by counterions, as done in

other simulation studies [13, 14, 16]. Moreover, in order to

keep the global electroneutrality of the system, we added

the same number of counterions as the initial number of

charged surface sites considered.

The use of the SGCMC method [13, 14] allows the

charged surface sites to be in equilibrium with an electro-

lyte solution. In this model, ions can move and surface sites

can change their charge status via a protonation (neutrali-

zation) or a deprotonation (charging) process. This surface

charge variation is accompanied with annihilation or cre-

ation of a counterion in the electrolyte solution to maintain

the electroneutrality of the system. According to the pro-

tonation processes depicted in Eq. 1, the Monte Carlo test

energy can be expressed in terms of the free energy change,

DF:

DF ¼ DUel þ kBTðln 10Þ pH� log K0ð Þ
for protonation process

DF ¼ DUel � kBTðln 10Þ pH� log K0ð Þ;
for deprotonation process

8>>><
>>>:

ð9Þ

where DUel is the change in electrostatic energy due to the

addition or the deletion of charges. For the intrinsic equi-

librium protonation/deprotonation constant of the surface-

charged sites, a value of log K0=M�1
� �

¼ 4:41 was con-

sidered, which corresponds to the intrinsic stability

constant of protonation of a generic carboxylic functional

group [6]. The simulations were performed using a code

developed in C under LINUX operating system in a 36

CPU cluster.

Fig. 4 Schematic representation of the three models for the surface

charge distribution used in MC simulations: a discrete distribution of

point charge sites over the surface (DISC1 model), b discrete

distribution of spherical charge sites of radius 0.30 nm over the

surface (DISC2 model), and c discrete distribution of charge sites

outside the surface (DISC3 model)
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3.2 Calculations and results

Titration curves showing the dependence of the degree of

dissociation, a, on the pH were calculated for the different

ionic strengths, ionic radii and surface charge models

(Figs. 5, 6).

For DISC1 surface model, the titration curve in 0.1 M

salt solution using three different ionic radii (0.20, 0.30 and

0.36 nm) is shown in Fig. 5a. From the comparison of the

three profiles obtained with SGCMC simulations, an

important effect of the ion radius on the degree of disso-

ciation can be observed. For a fixed pH, the values of a
increase as the radius of the background electrolyte

decreases. This can be explained as the surface charges

being more easily screened by smaller ions and facilitating

higher dissociation degrees.

Continuous line in Fig. 5a also shows the plot of a
versus pH obtained using the mean field PB approximation.

Combining Eqs. 2, 4 and 6 for a homogeneous
polyelectrolyte, with Kc = K0, and ~wS computed by solving

the NLPB theory for a flat surface [6, 23], we obtain the

following expression

h ¼ 1� að Þ ¼ K0cHe�
~wS

1þ K0cHe�~wS

¼ K0cHS

1þ K0cHS

ð10Þ

which is a Langmuir isotherm in terms of the surface

proton concentration. At most fixed pH values, PB

approach overestimates the value of the degree of disso-

ciation with respect to the simulation data. This result is

consistent with the fact that SGCMC predicts higher a for

smaller ions, since PB model is the limiting case of point

charges. For pH lower than pK0, however, SGCMC sim-

ulations yield values of a which are slightly larger than the

ones predicted for PB theory. Although the relative error of

these a values could explain this effect, it seems to be a

systematic feature in all the simulations performed. One

possible explanation of this phenomenon could be a local

effect of accumulation of counterions near every surface

charge site, which induces an inversion of the sign of the

actual surface potential, so that the proton binding becomes

less favoured compared to what happens in mean field

approximations. This phenomenon can be seen as a local

overcharging process, which disappears if we average the

local ionic concentration profiles over the surface (in terms

of x and y). Moreover, this effect would be more significant

at low surface charge density, due to the fact that only few

surface functional groups are charged. This effect is larger

for smaller ionic radii, as can be seen in Fig. 5a for pH

values lower than the actual pK0, since more ions can

approach the surface.

The titration curve at 0.01 M with DISC1 surface model

is shown in Fig. 5b. As in 0.1 M solution, an important

impact of the ionic radius on the degree of surface charge

Fig. 5 Comparison between PB (continuous line) and SGCMC

simulations (DISC1 model) of the degree of dissociation (a) as a

function of pH for 0.20 nm (circle), 0.30 nm (triangle) and 0.36 nm

(inverted triangle) ion radii at I = 0.1 M (a), and 0.01 M (b)

Fig. 6 Comparison between PB (continuous line) and SGCMC

simulations with DISC1 (circle), DISC2 (inverted triangle) and

DISC3 (triangle) surface models for the degree of dissociation (a) as

a function of pH for a = 0.20 nm in 0.1 M salt solution

132 Theor Chem Acc (2009) 123:127–135
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can be observed. The SGCMC curves for the three ion radii

at 0.01 M show lower degrees of surface ionization than

the corresponding curves at 0.1 M. The repulsive inter-

action between negatively charged surface sites are now

less screened by a lower ionic strength (from 0.1 to

0.01 M), which hinders the deprotonation (ionization) of

the sites, and accordingly lower surface charge values are

obtained. On the other hand, at low pH values (lower than

the actual pK0 value), the effect explained above (values of

the degree of dissociation higher than the ones predicted by

PB mean field approximation) is less pronounced. This can

also be due to the lower screening of the surface charges by

the background ions and, consequently, to the more nega-

tive surface potential compared to higher ionic strength,

which makes the local overcharging phenomena less

favoured.

Notice that only the titration curve at the lowest radius

seems to approach a sigmoidal behaviour similar to what is

observed in experimental data of, e.g., PAA titrations

(Fig. 3) or also in titration experiments of latex particles

[17].

To further investigate the effect of the screening of the

charged surface sites by the ionic medium, a comparison

with two additional models, DISC2 and DISC3 was also

performed. In this case, a value of 0.2 nm for the radius of

the solution ions was considered. This comparison is

shown in Fig. 6. Notice that the a values obtained in

DISC2 model fall below those of DISC1 model in the

whole pH range. In DISC2, the large volume of the surface

sites causes a steric effect that hinders the solution ions

from approaching the surface as close as in DISC1 model.

Consequently, the surface-charged sites are less screened.

In DISC3 model, however, the sites are separated from the

surface, although they display a smaller radius in order to

render a size value for the whole functional group similar

to the one chosen for DISC2 model. Therefore, in the

DISC3 case a larger number of ions can approach the

surface and screen its charge more effectively, yielding a

larger a. In fact, the a values obtained for the DISC3 sur-

face model lie above those of DISC1 model, within the

whole studied range of pH (Fig. 6). This can be explained

as DISC3 model allowing a higher local surface concen-

tration of counterions near a surface-charged site,

compared with the other two models, which also yields

higher values of the dissociation degree at low pH values,

as explained above.

From the behaviour of the surface models considered in

this study, we conclude that the shape of the a versus pH

curve is strongly dependent on the geometric representa-

tion of the surface functional groups. Within the three

surface models considered in this study, DISC3 model is

the best one to reproduce the sigmoidal shape of the

experimental curves, as discussed above, probably due to

the fact that the surface functional group is more realisti-

cally represented in this model that in the others. This fact

suggests that, apart from the size of the inert salt ions, also

the size of the charged functional groups and their location

with respect to the surface are crucial in order to obtain

realistic titration curves to be compared with experimental

data.

Finally, in order to test the accuracy of the mean field

approximation for the derivation of a master curve from

experimental titration data, it is interesting to compare the

average electrostatic surface potential, wS. This potential is

the only parameter in mean field approximation theories

that takes into account all the electrostatic interactions and

the distribution of the surface charges. This average surface

potential can be estimated, within MC simulations, by

using

w zð Þ ¼ 1

Nzmax

XNzmax

j¼1

1

Nconf

XNconf

i¼1

e

eW2

(

�
XNions

k¼1

ðz� zkÞZk

 !

i

; zk� zmax;j

)
ð11Þ

at the distance of maximum approach for the ions of the

inert electrolyte to the polyelectrolyte surface, which in our

case, is the average ionic radius, i.e., wS ¼ w z ¼ að Þ. This

expression gives the profile of the electrostatic potential

along the z coordinate (normal to the charged surface). As

the discrete distribution of charge in the surface causes a

dependence of the ion density in the x and y directions, this

z profile is obtained, in a first approximation, as an average

along those directions. The expression used is similar to

that obtained from integration of the Poisson equation for a

continuously charged flat surface [see Eq. 6 in Ref. 10], but

averaging over the Nconf Monte Carlo configurations and

for the Nzmax
different values of the maximum distance zmax,

from which it is reasonable to suppose bulk conditions. Ten

different values of zmax around half of the length of the

simulation box of W2 surface area were selected. For each

value of zmax chosen, 5000 MC ionic configurations were

used to calculate an estimation of the electrostatic poten-

tial. The inner summation is extended over all k ions, Nions,

with zk � zmax;j independently of the xk, yk values, being

zmax,j the maximum distance chosen in each case. As the

dependence on x and y is neglected, the obtained value can

be seen as an approximate mean electrostatic potential.

In Fig. 7, the surface potential as a function of pH is

analyzed for PB and SGCMC simulations of DISC1,

DISC2 and DISC3 surface models with a radius of 0.2 nm

for the solution ions. In all models, we obtain surface

potential values at low pH values that are slightly more

negative with respect to PB prediction, corresponding to

slightly higher values of the surface charge density and

slightly higher values of the degree of dissociation (Fig. 6).
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In contrast, at high surface charge and, consequently, high

pH values, less negative surface potential values are

obtained with respect to PB. This is consistent with the

lower values of the degree of dissociation obtained from

SGCMC simulation with respect to PB prediction (Fig. 6).

However, DISC2 model yields values of the surface

potential more negative than those given by DISC1 model,

in apparent contradiction with the lower values of the

degree of dissociation previously described in DISC2

model. This behaviour can be explained from the approx-

imate potential profiles predicted by the three surface

models, which are shown in Fig. 8. Notice that, for a

particular pH value (e.g., pH = 8), DISC2 model yields

values of the potential that are more negative than the ones

obtain from DISC1 model. This might be due to the poor

definition of the surface potential, since in all models we

have chosen the value at the position of maximum

approach for the ions (z = a), but this is not sufficiently

accurate for DISC2 surface model due to the large exclu-

ded volume close to the surface. For this model, a better

definition of the surface potential consists in taking z = 2a

as the distance of maximum approach. With this definition,

the value of the surface potential obtained form DISC2

model will be less negative than the one obtained from

DISC1 model, which is consistent with the behaviour of the

degree of dissociation shown in Fig. 6.

Figure 8 also shows that the potential profiles differ

close to the surface, but they tend to merge when moving a

few atomic radii towards the bulk solution. Moreover, the

potential profile obtained from PB mean field approxima-

tion approaches that obtained from DISC3 model near the

surface and only separates slightly at intermediate dis-

tances. This fact explains why DISC3 model displays the

best agreement with PB predictions and warns us about the

difficulty in the definition of an average surface potential.

4 Conclusions

An SGCMC simulation method was applied to the study of

an ionizable polyelectrolytic surface with planar geometry

in equilibrium with an aqueous salt solution described by a

primitive model. The effects of ion size and surface charge

characteristics on the proton titration curves have been

analyzed. Although the primitive model is probably not

accurate enough for the quantitative reproduction of

experimental results, due to its excessive simplicity, the

present approach is still valuable for the elucidation of the

most appropriated simulation conditions. The cases con-

sidered in this work suggest that the most appropriate

model to represent the surface charge distribution is DISC3

and that the best choice for the ion size could be the

average ionic radius of the ions in solution (0.2 nm). Under

these conditions, the titration curve resembles the sigmoi-

dal wave displayed by experimental data better. Moreover,

these simulation conditions allow us to estimate an

approximate value for the average electrostatic surface

potential which is not very different from the one predicted

by PB mean field theory. This potential was able to fit

experimental titration data of polyelectrolytes in presence

of monovalent salt solutions at moderate concentrations

with good accuracy.
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Fig. 8 Electrostatic potential as a function of surface distance for
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models [DISC1 (circle), DISC2 (inverted triangle) and DISC3

(triangle)]. PB results are also included—in continuous line—for

comparison purposes
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