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Summary. One approximates the entropy weak solutionu of a nonlinear
parabolic degenerate equationut+div(qf(u))−∆ϕ(u) = 0by apiecewise
constant functionuD using a discretizationD in space and time and a finite
volume scheme. The convergence ofuD tou is shownas the size of the space
and time steps tend to zero. In a first step, estimates onuD are used to prove
the convergence, up to a subsequence, ofuD to a measure valued entropy
solution (called here an entropy process solution). A result of uniqueness of
the entropy process solution is proved, yielding the strong convergence of
uD to u. Some numerical results on a model equation are shown.
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1 The nonlinear parabolic degenerate problem

LetΩ be a bounded open subset ofRd, (d = 1, 2 or 3) with boundary∂Ω
and letT ∈ R∗

+. One considers the following problem.

ut(x, t) + div
(
q f(u)

)
(x, t) −∆ϕ(u)(x, t) = 0,

for (x, t) ∈ Ω × (0, T ).(1)

The initial condition is formulated as follows:

u(x, 0) = u0(x) for x ∈ Ω.(2)
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Theboundary condition is the followingnonhomogeneousDirichlet con-
dition:

u(x, t) = ū(x, t), for (x, t) ∈ ∂Ω × (0, T ).(3)

This problem arises in different physical contexts. One of them is the
problem of two phase flows in a porous medium, such as the air-water flow
of hydrological aquifers. In this case, Problem (1)-(3) represents the conser-
vation of the incompressible water phase, described by the water saturation
u, submitted to convective flows (first order space termsq(x, t) f(u)) and
capillary effects (∆ϕ(u)). The expressionq(x, t) f(u) for the convective
term in (1) appears to be a particular case of the more general expression
F (u, x, t), but since it involves the same tools as the general framework, the
results of this paper could be extended to some other problems.

One supposes that the following hypotheses, globally referred to in the
following as hypotheses (H), are fulfilled.

Hypotheses (H)

(H1) Ω is polygonal (ifd = 1, Ω is an interval, and ifd = 3, Ω is a
polyhedron),

(H2) u0 ∈ L∞(Ω) andū ∈ L∞(∂Ω× (0, T )), ū being the trace of a func-
tion ofH1(Ω× (0, T ))∩L∞(Ω× (0, T )) (also denoted̄u); one sets
UI = min(infessu0, infessū) andUS = max(supessu0, supess̄u),

(H3) ϕ is a nondecreasing Lipschitz-continuous function, with Lipschitz
constantΦ, and one defines a functionζ such thatζ ′ =

√
ϕ′,

(H4) f ∈ C1(R,R), f ′ ≥ 0; one setsF = maxs∈[UI ,US ] f
′(s),

(H5) q is the restriction toΩ × (0, T ) of a function ofC1(Rd × R,Rd),
(H6) div(q(x, t)) = 0 for all (x, t) ∈ Rd × (0, T ), wherediv(q(x, t)) =

d∑
i=1

∂qi
∂xi

(x, t), (qi is thei-eth component ofq) and

q(x, t).n(x) = 0, for a.e.(x, t) ∈ ∂Ω × (0, T ),(4)

(for x ∈ ∂Ω, n(x) denotes the outward unit normal toΩ at pointx).

Remark 1.1The functionf is assumed to be non decreasing in(H4) for the
sake of simplicity. In fact, the convergence analysis which we present here
would also hold without this monotonicity assumption using for instance a
flux splitting scheme for the treatment of the convective termqf(u).

Under hypotheses(H), Problem (1)-(3) does not have, in the general
case, strong regular solutions. Because of the presence of a non-linear con-
vection term, the expected solution is an entropy weak solution in the sense
of Definition 1.1 given below.
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Definition 1.1 (Entropy weak solution) Under hypotheses (H), a function
u is said to be an entropy weak solution to Problem (1)-(3) if it satisfies:

u ∈ L∞(Ω × (0, T )),(5)

ϕ(u) − ϕ(ū) ∈ L2(0, T ;H1
0 (Ω)),(6)

andu satisfies the following Kruzkov entropy inequalities:∀ ψ ∈ D+(Ω ×
[0, T )), ∀κ ∈ R,

∫
Ω×(0,T )


 |u(x, t) − κ| ψt(x, t)+
(f(u(x, t)�κ) − f(u(x, t)⊥κ)) q(x, t) · ∇ψ(x, t)
−∇|ϕ(u)(x, t) − ϕ(κ)| · ∇ψ(x, t)


 dxdt

+
∫
Ω

|u0(x) − κ|ψ(x, 0)dx ≥ 0,(7)

where one denotes bya�b the maximum value between two real valuesa
andb, and bya⊥b their minimum value and whereD+(Ω× [0, T )) = {ψ ∈
C∞
c (Ω × R,R+), ψ(·, T ) = 0}.
This notion has been introduced by several authors ([5], [20]), who

proved the existence of such a solution in bounded domains. In [20], the
proof of existence uses strong BV estimates in order to derive estimates
in time and space for the solution of the regularized problem obtained by
adding a small diffusion term. In [5], the existence of a weak solution is
proved using semigroup theory (see [2]), and the uniqueness of the entropy
weak solution is proved using techniques which have been introduced by
S.N. Krushkov and extended by J. Carrillo.

In the present study, thanks to condition (4), boundary conditions are
entirely taken into account by (6) and do not appear in the entropy inequality
(7). For studies of the continuous problem, one can refer to [20], which uses
the classical Bardos-Leroux-Néd́elec formulation [1], or [5] in the case of a
homogeneous Dirichlet boundary condition on∂Ω without condition (4).

Let us mention some related work in the case of infinite domains (Ω =
Rd): In [3], the authors prove the existence in the caseΩ = Rd, regularizing
the problem with the “general kinetic BGK” framework to yield estimates
on translates of the approximate solutions. Continuity of the solution with
respect to the data for a more general equation was studied by Cockburn
and Gripenberg [8], and convergence of the discretization with an implicit
finite volume scheme was recently studied by Ohlberger [21].

We shall deal here with the case of a bounded domain. The aim of the
present work is then to prove the convergence of approximate solutions
obtained using a finite volumemethod with general unstructuredmeshes to-
wards theentropyweak solution ofProblem (1)-(3) as themeshsize and time
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step tend to 0. We state this result in Theorem 2.1 in Sect. 2, after presenting
the finite volume scheme. Then in Sect. 3, the existence and uniqueness of
the solution to the nonlinear set of equations resulting from the finite vol-
ume scheme is proven, along with some properties of the discrete solutions.
In Sect. 4 we show some compactness properties of the family of approx-
imate solutions. We show in Sect. 5 that there exists some subsequence of
sequences of approximate solutionswhich tends to a so-called “entropy pro-
cess solution”, and inSect. 6weprove the uniqueness of this entropy process
solution, which allows us to conclude to the convergence of the scheme in
Sect. 7. We finally give an example of numerical implementation in Sect. 8.

2 Finite volume approximation and main convergence result

Let us first define space and time discretizations ofΩ × (0, T ).

Definition 2.1 (Admissible mesh ofΩ) An admissible mesh ofΩ is given
by a setT of open bounded polygonal convex subsets ofΩ called control
volumes, a familyE of subsets of̄Ω contained in hyperplanes ofRd with
strictly positive measure, and a family of points(xK)K∈T (the “centers” of
control volumes) satisfying the following properties:

(i) The closure of the union of all control volumes isΩ̄.
(ii) For anyK ∈ T , there exists a subsetEK ofE such that∂K = K̄\K =

∪σ∈EK
σ̄. Furthermore,E = ∪K∈T EK .

(iii) For any (K,L) ∈ T 2 withK /= L, either the “length” (i.e. the(d−1)
Lebesguemeasure) of̄K ∩ L̄ is0 or K̄ ∩ L̄ = σ̄ for someσ ∈ E . In the
latter case, we shall writeσ = K|L andEint = {σ ∈ E ,∃(K,L) ∈
T 2, σ = K|L}. For anyK ∈ T , we shall denote byNK the set of
boundary control volumes ofK, i.e.NK = {L ∈ T ,K|L ∈ EK}.

(iv) The family of points(xK)K∈T is such thatxK ∈ K ( for all K ∈ T )
and, if σ = K|L, it is assumed that the straight line(xK , xL) is
orthogonal toσ.

For a control volumeK ∈ T , we will denote bym(K) its measure and
Eext,K the subset of the edges ofK included in the boundary∂Ω. IfL ∈ NK ,
m(K|L) will denote the measure of the edge betweenK andL, τK|L the

“transmissibility” throughK|L, defined byτK|L =
m(K|L)
d(xk, xL)

. Similarly, if

σ ∈ Eext,K , we will denote bym(σ) its measure andτσ the “transmissibil-

ity” throughσ, definedbyτσ =
m(σ)
d(xK , σ)

.OnedenotesEext = ∪K∈T Eext,K
and for σ ∈ Eext, one denotes byKσ the control volumeK such that
σ ∈ Eext,K . The size of the meshT is defined by

size(T ) = max
K∈T

diam(K),(8)
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and a geometrical factor, linked with the regularity of the mesh, is defined
by

reg(T ) = max
K∈T

(cardEK , max
σ∈EK

diam(K)
d(xK , σ)

).(9)

Remark 2.1Assumption (iv) in the previous definition is due to the presence
of the second order term. Examples of meshes satisfying these assumptions
are triangular meshes satisfying the acute angle condition (in fact this con-
dition may be weakened to the Delaunay condition), rectangular meshes or
Voronöı meshes, see [14] or [13] for more details.

Definition 2.2 (Time discretization of(0, T )) A time discretization of
(0, T ) is given by an integer valueN and by an increasing sequence of
real values(tn)n∈[[0,N+1]] with t

0 = 0 and tN+1 = T . The time steps are
then defined byδtn = tn+1 − tn, for n ∈ [[0, N ]].

Definition 2.3 (Space-time discretization ofΩ × (0, T )) A finite vol-
ume discretizationD ofΩ × (0, T ) is the familyD = (T , E , (xK)K∈T , N,
(tn)n∈[[0,N ]]), whereT , E , (xK)K∈T is an admissible mesh ofΩ in the sense
of Definition 2.1 andN , (tn)n∈[[0,N+1]] is a time discretization of(0, T ) in
the sense of Definition 2.2. For a given meshD, one defines:

size(D) = max(size(T ), (δtn)n∈[[0,N ]]), andreg(D) = reg(T ).

Wemay now define the finite volume discretization of Problem (1)-(3) .
LetD beafinite volumediscretizationofΩ×(0, T ) in thesenseofDefinition
2.3. The initial condition is discretized by:

U0
K =

1
m(K)

∫
K
u0(x)dx, ∀K ∈ T .(10)

In order to introduce the finite volume scheme, we need to define:

Ūn+1
σ =

1
δtn m(σ)

∫ tn+1

tn

∫
σ
ū(x, t)dγ(x)dt,

∀σ ∈ Eext,∀n ∈ [[0, N ]],(11)

qn+1
K,L =

1
δtn

∫ tn+1

tn

∫
K|L

q(x, t) · nK,Ldγ(x)dt,

∀K ∈ T ,∀L ∈ NK ,∀n ∈ [[0, N ]],(12)

wherenK,L is the normal unit vector toK|L oriented fromK toL.

An implicit finite volume scheme for the discretization of Problem
(1)-(3) is given by the following set of nonlinear equations, the discrete
unknowns of which areU = (Un+1

K )K∈T ,n∈[[0,N ]]:



46 R. Eymard et al.

Un+1
K − UnK
δtn

m(K)

+
∑
L∈NK

[
(qn+1
K,L )

+f(Un+1
K ) − (qn+1

K,L )
−f(Un+1

L )
]

−
∑
L∈NK

τK|L(ϕ(Un+1
L ) − ϕ(Un+1

K ))

−
∑

σ∈Eext,K

τσ(ϕ(Ūn+1
σ ) − ϕ(Un+1

K )) = 0,

∀K ∈ T ,∀n ∈ [[0, N ]],(13)

where(qn+1
K,L )

+ and(qn+1
K,L )

− denote the positive and negative parts ofqn+1
K,L

(i.e. (qn+1
K,L )

+ = max(qn+1
K,L , 0) and(q

n+1
K,L )

− = −min(qn+1
K,L , 0)).

Remark 2.2The upwind discretization of the fluxqf(u) in (13) uses the
monotonicity off and should be replaced in the general case by, for instance,
a flux splitting scheme.

Remark 2.3Thanks to Hypothesis (H6), one gets for allK ∈ T andn ∈
[[0, N ]],

∑
L∈NK

qn+1
K,L =

∑
L∈NK

[(qn+1
K,L )

+ − (qn+1
K,L )

−] = 0. This leads to

∑
L∈NK

(qn+1
K,L )

+f(Un+1
K ) − (qn+1

K,L )
−f(Un+1

L )

= −
∑
L∈NK

(qn+1
K,L )

−(f(Un+1
L ) − f(Un+1

K )).(14)

This property will be used in the following.

In Sect. (3) we shall prove the existence (Lemma 3.1) and the uniqueness
(Lemma 3.4) of the solutionU = (Un+1

K )K∈T ,n∈[[0,N ]] to (11)-(13).Wemay
then define the approximate solution to Problem (1)-(3) associated to an
admissible discretizationD of Ω × (0, T ) by:

Definition 2.4 LetD be an admissible discretization ofΩ × (0, T ) in the
sense of Definition 2.3. The approximate solution of Problem (1)-(3) asso-
ciated to the discretizationD is defined almost everywhere inΩ × (0, T )
by:

uD(x, t) = Un+1
K , ∀x ∈ K, ∀t ∈ (tn, tn+1), ∀K ∈ T , ∀n ∈ [[0, N ]],

(15)

where(Un+1
K )K∈T ,n∈[[0,N ]] is the unique solution to (11)-(13).
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Theorem 2.1 (Convergence of the approximate solution towards the
entropy weak solution)Let ξ ∈ R, consider a family of admissible dis-
cretizations ofΩ × (0, T ) in the sense of Definition 2.3 such that, for allD
in the family, one hasξ ≥ reg(D). For a given admissible discretizationD
of this family, letuD denote the associated approximate solution as defined
in Definition 2.4. Then:

uD −→ u ∈ Lp(Ω × (0, T )) assize(D) −→ 0, ∀p ∈ [1,+∞),

whereu is the unique entropy weak solution to Problem (1)-(3) .

The proof of this convergence theorem will be concluded in Sect. 7 after
we lay out the properties of the discrete solution (Sects. 3 and 4), its con-
vergence towards an “entropy process solution” (Sect. 5) and a uniqueness
result on this entropy process solution (Sect. 6).

Remark 2.4All the results of this paper alsohold for explicit schemes, under
a convenient CFL condition on the time step and mesh size.

3 Existence, uniqueness and discrete properties

We state here the properties and estimates which are satisfied by the scheme
whichwe introduced in the previous section and prove existence andunique-
ness of the solution to this scheme. All the discrete properties which we
address here correspond to natural estimates which are satisfied, at least for-
mally, by regular continuous solutions. Let us first start by anL∞ estimate:

Lemma 3.1 (L∞ estimate) Under hypotheses(H), letD be a discretiza-
tion ofΩ× (0, T ) in the sense of Definition 2.3 and let(Un+1

K )K∈T ,n∈[[0,N ]]
be a solution of scheme (11)-(13). Then

UI ≤ Un+1
K ≤ US , ∀K ∈ T , ∀n ∈ [[0, N ]].

Proof. LetUM = max
L∈T ,m∈[[0,N ]]

Um+1
L and letn ∈ [[0, N ]] andK ∈ T such

thatUn+1
K = UM . Equations (13) and (14) yield

UM = Un+1
K = UnK +

δtn

m(K)

∑
L∈NK

(qn+1
K,L )

−(f(Un+1
L ) − f(Un+1

K ))

+
δtn

m(K)

∑
L∈NK

τK|L(ϕ(Un+1
L ) − ϕ(Un+1

K ))

+
δtn

m(K)

∑
σ∈Eext,K

τσ(ϕ(Ūn+1
σ ) − ϕ(Un+1

K )).

(16)
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If one assumes thatUM ≥ max
σ∈Eext,m∈[[0,N ]]

Ūm+1
σ , using the monotonicity of

ϕ andf , one getsUM ≤ UnK , and thereforeUM ≤ U0
K .

This shows that

UM ≤ max( max
σ∈Eext,m∈[[0,N ]]

Ūm+1
σ ,max

L∈T
U0
L),

yieldingUM ≤ US . By the samemethod, one shows thatmin
L∈T ,m∈[[0,N ]]

Um+1
L

≥ UI . ��
A corollary of Lemma 3.1 is the existence of a solution

(Un+1
K )K∈T ,n∈[[0,N ]] to (11)-(13). (Uniqueness is proven in Lemma (3.4)

below).

Corollary 3.1 (Existence of the solution to the scheme)Under hypothe-
ses(H), letD be a discretization ofΩ × (0, T ) in the sense of Definition
2.3. Then thereexists a solution(Un+1

K )K∈T ,n∈[[0,N ]] to the scheme (11)-(13).

The proof of this corollary is an adaptation of the technique which was
used in [11] for the existence of the solution to an implicit finite volume
scheme for the discretization of a pure hyperbolic equation.

The two following lemmasexpress themonotonicity of the scheme. Both
are used to derive continuous entropy inequalities.

Lemma 3.2 (Regular convex discrete entropy inequalities)Under hy-
potheses(H), letD beadiscretizationofΩ×(0, T ) in the senseofDefinition
2.3 and letU = (Un+1

K )K∈T ,n∈[[0,N ]] be a solution to (11)-(13).

Then, for allη ∈ C2(R,R), with η′′ ≥ 0, for all µ andν in C1(R,R)
with µ′ = η′(ϕ) andν ′ = η′(ϕ)f ′, for all K ∈ T , andn ∈ [[0, N ]], there
exist(Un+1

K,L )L∈NK
with Un+1

K,L ∈ (min(Un+1
K , Un+1

L ),max(Un+1
K , Un+1

L ))
for all L ∈ NK and (Un+1

K,σ )σ∈Eext,K
with Un+1

K,σ ∈ (min(Un+1
K , Ūn+1

σ ),
max(Un+1

K , Ūn+1
σ )) for all σ ∈ Eext,K satisfying

µ(Un+1
K ) − µ(UnK)
δtn

m(K)

+
∑
L∈NK

(qn+1
K,L )

+ν(Un+1
K ) − (qn+1

L,K )−ν(Un+1
L )

−
∑
L∈NK

τK|L(η(ϕ(Un+1
L )) − η(ϕ(Un+1

K )))

−
∑

σ∈Eext,K

τσ(η(ϕ(Ūn+1
σ )) − η(ϕ(Un+1

K )))

+
1
2

∑
L∈NK

τK|Lη′′(ϕ(Un+1
K,L ))(ϕ(U

n+1
L ) − ϕ(Un+1

K ))2
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+
1
2

∑
σ∈Eext,K

τση
′′(ϕ(Un+1

K,σ ))(ϕ(Ū
n+1
σ ) − ϕ(Un+1

K ))2 ≤ 0(17)

Proof. In order to prove (17), onemultiplies Equation (13) byη′(ϕ(Un+1
K )).

The convexity ofµ yields

m(K)
Un+1
K − UnK
δtn

η′(ϕ(Un+1
K )) ≥ m(K)

µ(Un+1
K ) − µ(Un+1

K )
δtn

.

(18)

Using the convexity ofν and Remark 2.3, one gets

−
∑
L∈NK

(qn+1
K,L )

−(f(Un+1
L ) − f(Un+1

K ))η′(ϕ(Un+1
K ))

≥ −
∑
L∈NK

(qn+1
K,L )

−(ν(Un+1
L ) − ν(Un+1

K ))

≥
∑
L∈NK

(qn+1
K,L )

+ν(Un+1
K ) − (qn+1

K,L )
−ν(Un+1

L )

The Taylor-Lagrange formula gives, for allL ∈ NK and allσ ∈ Eext,K ,
the existence of

Un+1
K,L ∈ (min(Un+1

K , Un+1
L ),max(Un+1

K , Un+1
L ))

and

Un+1
K,σ ∈ (min(Un+1

K , Ūn+1
σ ),max(Un+1

K , Ūn+1
σ ))

such that

−(ϕ(Un+1
L ) − ϕ(Un+1

K ))η′(ϕ(Un+1
K ))

= −(η(ϕ(Un+1
L )) − η(ϕ(Un+1

K )))

+
1
2
η′′(ϕ(Un+1

K,L ))(ϕ(U
n+1
L ) − ϕ(Un+1

K ))2,

−(ϕ(Ūn+1
σ ) − ϕ(Un+1

K ))η′(ϕ(Un+1
K ))

= −(η(ϕ(Ūn+1
σ )) − η(ϕ(Un+1

K )))

+
1
2
η′′(ϕ(Un+1

K,σ ))(ϕ(Ū
n+1
σ ) − ϕ(Un+1

K ))2.

Then collecting the previous inequalities gives Inequality (17). ��
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Lemma 3.3 (Kruzkov’s discrete entropy inequalities)Under hypothe-
ses(H), letD be a discretization ofΩ × (0, T ) in the sense of Definition
2.3 and letU = (Un+1

K )K∈T ,n∈[[0,N ]] be a solution of the scheme (11)-(13).

Then, for allκ ∈ R,K ∈ T andn ∈ [[0, N ]],

|Un+1
K − κ| − |UnK − κ|

δtn
m(K)

+
∑
L∈NK

[
(qn+1
K,L )

+|f(Un+1
K ) − f(κ)|(qn+1

K,L )
−|f(Un+1

L ) − f(κ)|
]

−
∑
L∈NK

τK|L(|ϕ(Un+1
L ) − ϕ(κ)| − |ϕ(Un+1

K ) − ϕ(κ)|)

−
∑

σ∈Eext,K

τσ(|ϕ(Ūn+1
σ ) − ϕ(κ)| − |ϕ(Un+1

K ) − ϕ(κ)|) ≤ 0(19)

Proof. In order to prove Kruzkov’s entropy inequalities, one follows [11].
Equation (13) is rewritten as

B(Un+1
K , UnK , (U

n+1
L )L∈NK

, (Ūn+1
σ )σ∈Eext,K

) = 0,(20)

whereB is nonincreasingwith respect to each of its arguments exceptUn+1
K .

Consequently,

B(Un+1
K , UnK�κ, (Un+1

L �κ)L∈NK
, (Ūn+1

σ �κ)σ∈Eext,K
) ≤ 0.(21)

SinceB(κ, κ, (κ)L∈NK
, (κ)σ∈Eext,K

) = 0, one gets

B(κ, UnK�κ, (Un+1
L �κ)L∈NK

, (Ūn+1
σ �κ)σ∈Eext,K

) ≤ 0.(22)

Using the fact thatUn+1
K �κ = Un+1

K or κ, (21) and (22) give

B(Un+1
K �κ, UnK�κ, (Un+1

L �κ)L∈NK
, (Ūn+1

σ �κ)σ∈Eext,K
) ≤ 0.(23)

In the same way one obtains

B(Un+1
K ⊥κ, UnK⊥κ, (Un+1

L ⊥κ)L∈NK
, (Ūn+1

σ ⊥κ)σ∈Eext,K
) ≥ 0.(24)

Substracting (24) from (23) and remarking that for any nondecreasing
functiong and all real valuesa, b, g(a�b)− g(a⊥b) = |g(a)− g(b)| yields
Inequality (19). ��

Let us now prove the uniqueness of the solution to (11)-(13) and define
the approximate solution.

Lemma 3.4 (Uniqueness of the approximate solution)Under hypothe-
ses(H), letD be a discretization ofΩ × (0, T ) in the sense of Definition
2.3. Then there exists a unique solution(Un+1

K )K∈T ,n∈[[0,N ]] to (11)-(13).
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Proof. The existence of(Un+1
K )K∈T ,n∈[[0,N ]] was established in Corollary

3.1. There only remains to prove the uniqueness of the solution. Let
(Un+1
K )K∈T ,n∈[[0,N ]] and (V

n+1
K )K∈T ,n∈[[0,N ]] (settingV

0
K = U0

K) be two
solutions to the scheme (11)-(13). Following the proof of Lemma 3.3, one
gets, for allK ∈ T and alln ∈ [[0, N ]],

B(Un+1
K �V n+1

K , UnK�V nK , (Un+1
L �V n+1

L )L∈NK
, (Ūn+1

σ )σ∈Eext,K
) ≤ 0,

(25)

and

B(Un+1
K ⊥V n+1

K , UnK⊥V nK , (Un+1
L ⊥V n+1

L )L∈NK
, (Ūn+1

σ )σ∈Eext,K
) ≥ 0,

(26)

which by substraction give

|Un+1
K − V n+1

K | − |UnK − V nK |
δtn

m(K)

+
∑
L∈NK

[
(qn+1
K,L )

+|f(Un+1
K ) − f(V n+1

K )|
−(qn+1

K,L )
−|f(Un+1

L ) − f(V n+1
L )|

]

−
∑
L∈NK

τK|L

[ |ϕ(Un+1
L ) − ϕ(V n+1

L )|−
|ϕ(Un+1

K ) − ϕ(V n+1
K )|

]

+
∑

σ∈Eext,K

τσ|ϕ(Un+1
K ) − ϕ(V n+1

K )| ≤ 0.(27)

For a givenn ∈ [[0, N ]], one sums (27) onK ∈ T and multiplies byδtn.
All the exchange terms between neighbouring control volume disappear,
and because of the sign of the boundary terms, one gets∑

K∈T
|Un+1
K − V n+1

K |m(K) ≤
∑
K∈T

|UnK − V nK |m(K).(28)

SinceU0
K = V 0

K , one concludes
∑
K∈T

|Un+1
K − V n+1

K | m(K) = 0, for

all n ∈ [[0, N ]], which concludes the proof of uniqueness. ��
Let us now give two discrete estimates on the approximate solutionuD

which will be crucial in the convergence analysis. The first estimate (29) is a
discreteL2(0, T,H1(Ω)) estimate on the functionζ(uD) whereζ ′ =

√
ϕ′.

This estimate will yield some compactness onζ(uD).
The second estimate is the weakBV inequality (30) onf(uD). Such an

inequality also holds for the continuous problemwith an additional diffusion
term−ε∆f(u). This inequality does not give any compactness property
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(to our knowledge, noBV estimate is known in the case of unstructured
meshes); however it plays an essential role in the proof of convergence,
where it is used to control thenumerical diffusion introducedby theupstream
weighting scheme (see Sect. 5 and [7,9,11,6]).

Proposition 3.1 (DiscreteH1 estimate and weakBV inequality)
Under hypotheses(H), letD be a discretization ofΩ×(0, T ) in the sense of
Definition 2.3. Letξ ∈ R be such thatξ ≥ reg(D); let (Un+1

K )K∈T ,n∈[[0,N ]]
be the solution of the scheme (11)-(13).

Then there exists a real numberC > 0, only depending onΩ, T, u0, ū, f,
q, ϕ andξ such that

(ND(ζ(uD)))2 =
N∑
n=0

δtn
∑

K|L∈Eint

τK|L(ζ(Un+1
K ) − ζ(Un+1

L ))2

+
N∑
n=0

δtn
∑
σ∈Eext

τσ(ζ(Ūn+1
σ ) − ζ(Un+1

Kσ
))2 ≤ C(29)

(BD(f(uD)))2 =
N∑
n=0

δtn
∑

K|L∈Eint

((qn+1
K,L )

− + (qn+1
K,L )

+)

×(f(Un+1
K ) − f(Un+1

L ))2 ≤ C(30)

Proof. One first defines discrete values by averaging, in each control vol-
ume, the function̄u, whose trace on∂Ω defines the Dirichlet boundary
condition. Note that this proof uses̄u ∈ H1(Ω × (0, T )) and not only
ū ∈ L2(0, T ;H1(Ω)) andūt ∈ L2(0, T ;H−1(Ω)), since we use below the
fact thatūt ∈ L2(0, T ;L1(Ω)). Let

Ū0
K =

1
m(K)

∫
K
ū(x, 0)dx, ∀K ∈ T ,(31)

Ūn+1
K =

1
δtn m(K)

∫ tn+1

tn

∫
K
ū(x, t)dxdt,

∀K ∈ T ,∀n ∈ [[0, N ]],(32)

SettingV = U − Ū , one multiplies (13) byδtnV n+1
K and sums over

K ∈ T andn ∈ [[0, N ]]. This yieldsE1 + E2 + E3 = 0 with

E1 =
N∑
n=0

∑
K∈T

m(K)(Un+1
K − UnK)V n+1

K ,(33)

E2 =
N∑
n=0

δtn
∑
K∈T

∑
L∈NK

(
(qn+1
K,L )

+f(Un+1
K )
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−(qn+1
K,L )

−f(Un+1
L )

)
V n+1
K ,(34)

E3 =
N∑
n=0

δtn
∑
K∈T


 ∑
L∈NK

τK|L(ϕ(Un+1
L ) − ϕ(Un+1

K ))V n+1
K

+
∑

σ∈Eext,K

τσ(ϕ(Ūn+1
σ ) − ϕ(Un+1

K ))V n+1
K


 .(35)

UsingU = V + Ū yieldsE1 = E11 + E12 with

E11 =
1
2

∑
K∈T

m(K)((V N+1
K )2 − (V 0

K)
2)

+
1
2

N∑
n=0

∑
K∈T

m(K)(V n+1
K − V nK)2(36)

E12 =
N∑
n=0

∑
K∈T

m(K)(Ūn+1
K − ŪnK)V n+1

K .(37)

Setting

An,K = Ūn+1
K − 1

m(K)

∫
K
ū(x, tn)dx and

Bn,K =
1

m(K)

∫
K
ū(x, tn) − ŪnK ,

one has

E12 =
N∑
n=0

∑
K∈T

m(K)An,KV n+1
K +

N∑
n=0

∑
K∈T

m(K)Bn,KV n+1
K .

By a classical density argument one gets:

|An,K | ≤ 1
m(K)

‖ūt‖L1(K×(tn,tn+1)), ∀n ∈ [[0, N ]], ∀K ∈ T

and

|Bn,K | ≤ 1
m(K)

‖ūt‖L1(K×(tn−1,tn)), ∀n ∈ [[1, N ]], ∀K ∈ T

(note thatB0,K = 0 for all K ∈ T ). Using these two inequalities and the
L∞ stability of the scheme (Lemma 3.1) yields:

|E12| ≤ 2‖ūt‖L1(Ω×(0,T ))(US − UI).
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Now remarking that

E11 ≥ −1
2

∑
K∈T

m(K)V 0
K

2 ≥ −1
2
‖u0 − ū(·, 0)‖2

L2(Ω)

the previous inequality allows us to obtain the existence ofC1 > 0, only
depending onΩ, T, u0 andū, such thatE1 ≥ C1.

The termE2 can be decomposed inE2 = E21 + E22 with

E21 =
N∑
n=0

δtn
∑
K∈T

∑
L∈NK

((qn+1
K,L )

+f(UnK) − (qn+1
K,L )

−f(Un+1
L ))Un+1

K ,

E22 = −
N∑
n=0

δtn
∑
K∈T

∑
L∈NK

((qn+1
K,L )

+f(UnK) − (qn+1
K,L )

−f(Un+1
L ))Ūn+1

K ,

Using Remark 2.3, one gets

E21 =
N∑
n=0

δtn
∑
K∈T

(qn+1
K,L )

−(f(Un+1
K ) − f(Un+1

L ))Un+1
K .(38)

Let g̃ be a primitive off andg(s) = sf(s) − g̃(s) for all real s. The
following inequality holds for all pairs of real values(a, b) (see [13] and
[6]).

g(b) − g(a) ≤ b(f(b) − f(a)) − 1
2F

(f(b) − f(a))2(39)

Using (39) for(a, b) = (Un+1
L , Un+1

K ) and (38) yield

E21 ≥
N∑
n=0

δtn
∑
K∈T

∑
L∈NK

(qn+1
K,L )

−(g(Un+1
K ) − g(Un+1

L ))

+
1
2F

(BD(f(uD)))2.

Using Remark 2.3 withg instead off gives

N∑
n=0

δtn
∑
K∈T

∑
L∈NK

(qn+1
K,L )

−(g(Un+1
K ) − g(Un+1

L )) = 0,(40)

and therefore

E21 ≥ 1
2F

(BD(f(uD)))2.(41)
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A discrete space integration by parts inE22 does not yield any boundary
term sinceq·n = 0 on∂Ω, and gives, using theCauchy-Schwarz inequality,

E22 = −
N∑
n=0

δtn
∑

K|L∈Eint

((qn+1
K,L )

+f(Un+1
K ) − (qn+1

K,L )
−f(Un+1

L ))

×(Ūn+1
K − Ūn+1

L )
≥ −‖q‖L∞(Ω×(0,T )) max

s∈[UI ,US ]
|f(s)|

×
N∑
n=0

δtn
∑

K|L∈Eint

m(K|L)|Ūn+1
K − Ūn+1

L |

≥ −‖q‖L∞(Ω×(0,T )) max
s∈[UI ,US ]

|f(s)|ND(ūD)

×[
N∑
n=0

δtn
∑

K|L∈Eint

m(K|L)d(xK , xL)] 12

≥ −ND(ūD)‖q‖L∞(Ω×(0,T )) max
s∈[UI ,US ]

|f(s)|(d m(Ω) T )
1
2 .

The following estimate forND(ūD) holds:

ND(ūD) ≤ F (ξ)‖ū‖L2(0,T,H1(Ω)),(42)

whereF ≥ 0 only depends onξ (Inequality (42) is proved in [14], with a
different definition of the regularity factor of the mesh), leading to a lower
bound ofE22 denoted byC22, only depending onΩ, T, u0, ū, f,q andξ.

There only remains to deal withE3. A discrete space integration by
parts, using the fact thatV n+1

σ = 0,∀σ ∈ Eext,∀n ∈ [[0, N ]], yields

E3 =
N∑
n=0

δtn(
∑

K|L∈Eint

τK|L(ϕ(Un+1
L ) − ϕ(Un+1

K ))(V n+1
L − V n+1

K )

+
∑
σ∈Eext

τσ(ϕ(Ūn+1
σ ) − ϕ(Un+1

Kσ
))(V n+1

σ − V n+1
Kσ

).(43)

Writing againV intoU − Ū leads toE3 = E31 + E32 where

E31 =
N∑
n=0

δtn(
∑

K|L∈Eint

τK|L(ϕ(Un+1
L ) − ϕ(Un+1

K ))(Un+1
L − Un+1

K )

+
∑
σ∈Eext

τσ(ϕ(Ūn+1
σ ) − ϕ(Un+1

Kσ
))(Ūn+1

σ − Un+1
Kσ

)(44)
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E32 = −
N∑
n=0

δtn(
∑

K|L∈Eint

τK|L(ϕ(Un+1
L ) − ϕ(Un+1

K ))(Ūn+1
L − Ūn+1

K )

+
∑
σ∈Eext

τσ(ϕ(Ūn+1
σ ) − ϕ(Un+1

Kσ
))(Ūn+1

σ − Ūn+1
Kσ

)(45)

Onehas for all pairsof real numbers(a, b) the inequality(ζ(a)−ζ(b))2 ≤
(a− b)(ϕ(a)−ϕ(b)). Also usingϕ′ ≤ √

Φζ ′ (recall thatΦ = ‖ϕ′‖∞), one
gets

E31 ≥ (ND(ζ(uD)))2,(46)

E32 ≥ −
√
ΦND(ζ(uD))ND(ūD).(47)

Using the Young inequality and (42), one gets the existence ofC32 only
depending onΩ, T, u0, ū, f,q, ϕ andξ such that

E32 ≥ −1
2
(ND(ζ(uD)))2 + C32.(48)

Gathering the previous inequalities, one gets

C1 +
1
2F

(BD(f(uD)))2 + C22 +
1
2
(ND(ζ(uD)))2 + C32 ≤ 0,(49)

which completes the proof. ��

Remarking that from the estimate of Lemma 2 in [14], one hasND(ζ
(ūD)) ≤ √

ΦC‖ū‖L2(0,T,H1(Ω)), whereC ≥ 0 only depends onξ, one gets

Corollary 3.2 (DiscreteH1
0 estimate) Under hypotheses(H), letD be a

discretization ofΩ × (0, T ) in the sense of Definition 2.3. Letξ ∈ R be
such thatξ ≥ reg(D), let U = (Un+1

K )K∈T ,n∈[[0,N ]] be the solution of
the scheme (11)-(13) and let̄U = (Ūn+1

K )K∈T ,n∈[[0,N ]] be defined by (32).
Then, settingZ = ζ(U) − ζ(Ū), there existsC ′ ∈ R+, only depending on
Ω, T, u0, ū, ϕ,q, f andξ such that

N∑
n=0

δtn(
∑

K|L∈Eint

τK|L(Zn+1
K − Zn+1

L )2 +
∑
σ∈Eext

τσ(Zn+1
Kσ

)2) ≤ C ′(50)

4 Compactness of a family of approximate solutions

From Lemma 3.1, we know that for any sequence of admissible discretiza-
tions(Dm)m∈N, ofΩ×(0, T ) in thesenseofDefinition2.3, theassociatedse-
quence of approximate solutions(uDm)m∈N is bounded inL∞(Ω×(0, T )).
Therefore onemay extract a subsequence which converges for the weak star
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topology ofL∞(Ω × (0, T )) asm tends to infinity. This convergence is
unfortunately insufficient to pass to the limit in the nonlinearities. In order
to pass to the limit, we shall use two tools:

1. the nonlinear weak star convergence which was introduced in [11] and
which is equivalent to the notion of convergence towards a Young mea-
sure as developped in [10].

2. Kolmogorov’s compactness theorem, which was used in [14] in the case
of a semilinear elliptic equation.

Theorem 4.1 (Nonlinear weak star convergence)Let Q be a Borelian
subset ofRk and (un)n∈N be a bounded sequence inL∞(Q). Then there
existsu ∈ L∞(Q × (0, 1)), such that up to a subsequence,un tends tou
“in the nonlinear weak star sense” asn −→ ∞, i.e.:

∀g ∈ C(R,R), g(un)⇀
∫ 1

0
g(u(·, α))dα

for the weak star topology ofL∞(Q) asn −→ ∞.(51)

We refer to [10,11] for details and proof of Theorem 4.1.

This compactness result allows us to exhibit a limit (in the nonlinear
weak star sense)u ∈ L∞(Ω × (0, T ) × (0, 1)) of a subsequence of the
sequenceuDm which we considered above. Of course, in order to show that
this functionu is the unique entropy weak solution to Problem (1)-(3) ,
we shall need to show that it does not depend on its argumentα and that
it satisfies the boundary condition (6) and the entropy inequalities (7) of
Definition 1.1.

Let us now turn to the Riesz-Fréchet-Kolmogorov compactness criterion
(see e.g. [4]) which will allow us to pass to the limit in the nonlinear second
order terms.

Theorem 4.2 (Riesz-Fŕechet-Kolmogorov) Let Q be an open bounded
subset ofRk and(un)n∈N be a bounded sequence inL2(Rk) such that

lim
|δ|→0

[sup
n∈N

‖un(· + δ) − un(·)‖L2(Q)] = 0,(52)

then there existsu ∈ L2(Q) such that, up to a subsequence,

un → u in L2(Q) asn −→ ∞.(53)

Let us now show that we are in position to apply the Riesz-Fréchet-
Kolmogorov to(ζ(uDm))m∈N. From the discrete estimates Proposition 3.1
and Corollary 3.2, one can state the following continuous estimates onzD,
wherezD is defined almost everywhere inΩ × (0, T ) by

zD(x, t) = ζ(Un+1
K ) − ζ(Ūn+1

K ) for x ∈ K andt ∈ (tn, tn+1)(54)



58 R. Eymard et al.

where(Un+1
K )K∈T ,n∈[[0,N ]] is the solution to (11)-(13) and

(Ūn+1
K )K∈T ,n∈[[0,N ]] is defined by (32).

Corollary 4.1 (Space and time translates estimates)Under hypotheses
(H), let D be a discretization ofΩ × (0, T ) in the sense of Definition
2.3. Letξ be a real number such thatξ ≥ reg(D); let U be the solution of
scheme (11)-(13), and letuD be defined by (15). Let̄U be defined by (32), let
zD be defined by (54), and be prolonged by zero on(0, T )×Ωc. Then there
existsC1 only depending onΩ, T, u0, ū, ϕ,q, f andξ, and there existsC0,
only depending onΩ, such that

∀ξ ∈ Rd,

∫ T

0

∫
Rd

(zD(x+ ξ, t) − zD(x, t))2dxdt
≤ C1|ξ|(|ξ| + C0 size(T )),(55)

and there existsC2 only depending onΩ, T, u0, ū, ϕ,q, f andξ such that

∀s > 0,
∫ T−s

0

∫
Rd

(ζ(uD)(x, t+ s) − ζ(uD)(x, t))2dxdt ≤ C2 s.

(56)

The use of space translate estimates for the study of numerical schemes
for elliptic problems was recently introduced in [14]. The technique of [14]
mayeasilybeadaptedhere toprove (55), using theestimatesofCorollary3.2.
A time translate estimatewas introduced in [16] to obtain some compactness
in the study of finite volume schemes for parabolic equations. The proof of
(56) follows the technique of [16] and uses estimate (29) and the discrete
equation (13).

From Theorem 4.2 and the estimates (55) and (56) of Corollary 4.1 we
deduce the following compactness result:

Corollary 4.2 (Compactness of a family of approximate solutions)Let
(Dm)m∈N be a sequence of discretizations ofΩ × (0, T ) in the sense of
Definition 2.3 such that there existsξ ∈ Rwith ξ ≥ reg(Dm) for allm ∈ N.
For all m ∈ N, let uDm be defined by the scheme (11)-(13) and (15) with
D = Dm, and letzDm be defined by (54) withD = Dm and (32). Then
there existsu ∈ L∞(Ω × (0, T ) × (0, 1)) and z ∈ L2(Ω × (0, T )) such
that, up to a subsequence,uDm tends tou in the nonlinear weak star sense
andzDm tends toz in L2(Ω × (0, T )) asm → ∞. Furthermore one has
z ∈ L2(0, T,H1

0 (Ω)), ζ(u) = z + ζ(ū), andζ(u) = ζ(ū) a.e. on∂Ω.

Proof. The convergence ofuDm towardsu ∈ L∞(Ω × (0, T ) × (0, 1)) in
the nonlinear weak star sense is a consequence of Lemma 3.1 and Theorem
4.1. The convergence ofzDm to z in L2(Ω × (0, T ) is a consequence of
Theorem 4.2 and the estimates (55) and (56) of Corollary 4.1.
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Following [13] or [14], one then deduces from (56) thatDiz ∈ L2(Ω ×
(0, T )) for i = 1, . . . , d and sincezDm(x, t) = 0 onΩc × (0, T ) for all
m ∈ N, one hasz ∈ L2(0, T,H1

0 (Ω)).
Now sinceuDm converges tou in the nonlinear weak star sense and

that the function̄uDm defined a.e. bȳuDm(x, t) = Ūn+1
K for (x, t) in K ×

(tn, tn+1) converges uniformly tōu, one deduces thatζ(uDm) converges to
ζ(u) in the nonlinear weak star sense and toz + ζ(ū) in L2(Ω × (0, T ))
asm tends to infinity. Therefore, by Lemma 4.1 below, one obtains that
ζ(u) = z + ζ(ū) andζ(u) does not depend onα. Furthermore, sincez ∈
L2(0, T,H1

0 (Ω)), it follows thatζ(u) = ζ(ū) a.e. on∂Ω which ends the
proof of the corollary. ��
Lemma 4.1 LetQ be a Borelian subset ofRk and let(un)n∈N ⊂ L∞(Q)
be such thatun converges tou ∈ L∞(Q × (0, 1)) in the nonlinear weak
star sense, and tow in L2(Q), asn tends to infinity, thenu(x, α) = w(x),
for a.e.(x, α) ∈ Q× (0, 1) andu does not depend onα.

Proof. With the notations of the lemma, we have∫ 1

0

∫
Q
(u(x, α) − w(x))2dxdα

=
∫ 1

0

∫
Q
(u(x, α))2dxdα− 2

∫ 1

0

∫
Q
u(x, α)w(x)dxdα

+
∫ 1

0

∫
Q
w(x)2dxdα.

Sinceun tends tou in the nonlinear weak star sense, one has∫ 1

0

∫
Q
(u(x, α))2dxdα

= lim
n−→+∞

∫
Q
(un(x))2dx and

∫ 1

0

∫
Q
u(x, α)w(x)dxdα

= lim
n−→+∞

∫
Q
un(x)w(x)dx,

and sinceun tends tow in L2(Q), one deduces thatu(x, α) = w(x), for
a.e.(x, α) ∈ Q× (0, 1) andu does not depend onα. ��

5 Convergence towards an entropy process solution

This section is mainly devoted to the proof of the convergence theorem
5.1, which states the convergence of the approximate solution to a measure
valued solution as introduced in [10], which is also called entropy process
solution [11], and defined as follows.
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Definition 5.1 Under hypotheses (H), an entropy process solution to Prob-
lem (1)-(3) is a functionu such that,

u ∈ L∞(Ω × (0, T ) × (0, 1)),(57)

ϕ(u) − ϕ(ū) ∈ L2(0, T ;H1
0 (Ω)),(58)

(note thatϕ(u) does not depend onα), andu satisfies the following inequal-
ities:

1. Regular convex entropy inequalities:

∫
Ω×(0,T )




∫ 1
0 µ(u(x, t, α))dα ψt(x, t)+∫ 1
0 ν(u(x, t, α))dα q(x, t) · ∇ψ(x, t)

−∇η(ϕ(u)(x, t)) · ∇ψ(x, t)
−η′′(ϕ(u)(x, t))(∇ϕ(u)(x, t))2ψ(x, t)


 dxdt

+
∫
Ω
µ(u0(x))ψ(x, 0)dx ≥ 0,

∀ ψ ∈ D+(Ω × [0, T )), ∀η ∈ C2(R,R), η′′ ≥ 0, µ′ = η′(ϕ(·)),
ν ′ = η′(ϕ(·))f ′(·).(59)

2. Kruzkov’s entropy inequalities:

∫
Ω×(0,T )




∫ 1
0 |u(x, t, α) − κ|dα ψt(x, t) +

∫ 1
0 (f(u(x, t, α)�κ)−f(u(x, t, α)⊥κ))dα q(x, t) · ∇ψ(x, t)

−∇|ϕ(u)(x, t) − ϕ(κ)| · ∇ψ(x, t)


 dxdt

+
∫
Ω

|u0(x) − κ|ψ(x, 0)dx ≥ 0,

∀ ψ ∈ D+(Ω × [0, T )), ∀κ ∈ R.(60)

In the previous definition, we use two types of entropies, since in the
proof (given below) of the uniqueness theorem one should make use of
termsη′′(ϕ(u)). In [5], these terms are obtained from the equation satisfied
by a weak solution, which itself can be obtained from the Krushkov entropy
inequalities. We have prefered here to keep this slightly more complex defi-
nition since the following theoremshows that (59) and (60) are both obtained
by the natural limit of the approximate solutions.

Theorem 5.1 (Convergence towards an entropy process solution)
Under hypotheses(H), let (Dm)m∈N be a sequence of discretizations of
Ω × (0, T ) in the sense of Definition 2.3, withsize(Dm) → 0 asm → ∞,
such that there existsξ ∈ R with ξ ≥ reg(Dm) for all m ∈ N. For all
m ∈ N, letuDm be defined by the scheme (11)-(13) and (15) withD = Dm.
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Then, there exists an entropy process solution of Problem (1)-(3) in
the sense of Definition 5.1 and a subsequence of(uDm)m∈N, again de-
noted by(uDm)m∈N, such that(uDm)m∈N converges tou in the nonlin-
ear weak star sense and(ζ(uDm))m∈N converges inL2(Ω × (0, T )) to
ζ(u) ∈ L2(0, T ;H1(Ω)) asm tends to∞.

Proof. By Lemma 4.2, there existu ∈ L∞(Ω × (0, T ) × (0, 1)) and a
subsequence of(uDm)m∈N, again denoted(uDm)m∈N, such that(uDm)m∈N

converges tou in the nonlinear weak star sense and(ζ(uDm))m∈N converges
in L2(Ω × (0, T )) to ζ(u) ∈ L2(0, T ;H1(Ω)). There remains to show that
the functionu ∈ L∞(Ω × (0, T ) × (0, 1)) is an entropy process solution.

A number of the arguments involved in order to do so may be found
in [11] or [16] and therefore will be given with few details. The main new
argument introduced here concerns the term∫

Ω×(0,T )
η′′(ϕ(u)(x, t))(∇ϕ(u)(x, t))2ψ(x, t)dxdt

in equation (59). Thepassage to the limit toobtain this nonlinearitymotivates
the use of the technical lemma 5.2 below (a related technique was used in
[18] in the case of a variational inequality).

The idea of the proof is to derive the continuous inequalities (59) and
(60) for the limit u by multiplying the discrete entropy inequalities (17)
and (19) by regular test functions and passing to the limit. Indeed, letψ ∈
D+(Ω × [0, T )) = {ψ ∈ C∞

c (Ω × R,R+), ψ(·, T ) = 0}. For a givenm,
let us denoteD = Dm, and let(Un+1

K )K∈T ,n∈[[0,N ]] be the solution of the
scheme (11)-(13) associated toD. LetΨ = (ΨnK)K∈T ,n∈[[0,N+1]] be defined
by

ΨnK = ψ(xK , tn) ∀K ∈ T ,∀n ∈ [[0, N + 1]].(61)

Remark 5.1One cannot use forΨnK the mean value ofψ onK× (tn, tn+1);
indeed, in order to pass to the limit on the termA3D below (see (66) and
(67)), we shall use the consistency of the approximation

Ψn
K−Ψn

L
d(xK ,xL) to the

normal derivative∇ψ · nK,L. This consistency holds ifΨnK = ψ(xK , tn)
thanks to the assumption on the family(xK)K∈T in Definition 2.3, but does
not generally hold ifΨnK is the mean value ofψ onK × (tn, tn+1). Note
that discrete values using the mean values were used forū when studying
an upper bound ofND(Ū) with respect to theL2(0, T ;H1(Ω)) norm ofū.
However we did not have to use the consistency of the flux onū.

With the notations of lemmas 3.2 and 3.3, let us multiply the discrete
entropy inequalities (17) and (19) byδtnΨnK and sum overK ∈ T and
n ∈ [[0, N ]]. From (17), one gets

A1D +A2D +A3D +A4D ≤ 0(62)
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with

A1D =
N∑
n=0

δtn
∑
K∈T

m(K)
µ(Un+1

K ) − µ(UnK)
δtn

ΨnK

A2D = −
N∑
n=0

δtn
∑
K∈T

∑
L∈NK

((qn+1
K,L )

−(ν(Un+1
L ) − ν(Un+1

K )))ΨnK

A3D = −
N∑
n=0

δtn
∑
K∈T

(
∑
L∈NK

τK|L(η(ϕ(Un+1
L )) − η(ϕ(Un+1

K )))ΨnK

+
∑

σ∈Eext,K

τσ(η(ϕ(Ūn+1
σ ) − η(ϕ(Un+1

K )))ΨnK)

A4D =
N∑
n=0

δtn
∑
K∈T

(
1
2

∑
L∈NK

τK|Lη′′(ϕ(Un+1
K,L ))(ϕ(U

n+1
L ) − ϕ(Un+1

K ))2

×ΨnK +
1
2

∑
σ∈Eext,K

τση
′′(ϕ(Un+1

K,σ ))(ϕ(Ū
n+1
σ ) − ϕ(Un+1

K ))2ΨnK)

Each of these terms will be shown to converge to the corresponding
continuous terms of Inequality (59) by passing to the limit on the space and
time steps, i.e. lettingm→ ∞.

Sinceψ(·, T ) = 0, one hasΨN+1
K = 0 and therefore:

A1D =
N∑
n=0

δtn
∑
K∈T

m(K)µ(Un+1
K )

ΨnK − Ψn+1
K

δtn

−
∑
K∈T

m(K)Ψ0
Kµ(u

0
K)

The sequenceµ(uD) converges weakly to
∫ 1
0 µ(u(·, α))dα asm →

∞. Let χD be the function defined almost everywhere onΩ × (0, T ) by

χD(x, t) = Ψn
K−Ψn+1

K
δtn if (x, t) ∈ K × (tn, tn+1); thenχD converges to

ψt in L1(Ω × (0, T )) asm −→ +∞. Furthermore, letψ0
T (respu0

T ) be
defined almost everywhere onΩ by ψ0

T = Ψ0
K (resp.u0

T = U0
K) if x ∈ K.

Then,µ(u0
T ) converges toµ(u0) in Lp(Ω) for any p ∈ [1,+∞) andψ0

T
converges toψ(., 0) uniformly asm −→ +∞. Hence passing to the limit
asm −→ +∞ in A1D yields:

lim
m→∞A1Dm = −

∫ T

0

∫
Ω

∫ 1

0
µ(u(x, t, α))dαψt(x, t)dxdt

−
∫ T

0

∫
Ω
µ(u0(x))ψ(x, 0)dx.(63)
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Let us now rewriteA2D as:

A2D = −
N∑
n=0

δtn
∑
K∈T

∑
L∈NK

ν(Un+1
K )((qn+1

K,L )
+ΨnL − (qn+1

K,L )
−ΨnK).(64)

We replace the term(qn+1
K,L )

+ΨnL−(qn+1
K,L )

−ΨnK by 1
δtn

∫ tn+1

tn

∫
K|L ψ(x, t)

q(x, t) · nK,Ldγ(x)dt. When doing so, we commit an error which may
be controlled (see the details in [11]) thanks to the consistency and the
conservativity of the scheme and thanks to the weak BV inequality (30).
Using the weak convergence ofν(uT ) to

∫ 1
0 ν(u(·, α))dα asm → ∞, we

then obtain:

lim
m→∞A2Dm = −

∫ T

0

∫
Ω

∫ 1

0
ν(u(x, t, α))dα∇(q(x, t)ψ(x, t))dxdt

= −
∫ T

0

∫
Ω

∫ 1

0
ν(u(x, t, α))dαq(x, t) · ∇ψ(x, t)dxdt.(65)

Turning now to the study ofA3D, one remarks that for size(T ) small
enough, the support ofψ does not intersect the control volumes with edges
on ∂Ω. Then for all control volumesK ∈ T the sum overσ ∈ Eext,K
vanishes and thus

A3D = −
N∑
n=0

δtn
∑
K∈T

∑
L∈NK

τK|Lη(ϕ(UnK))(Ψ
n
L − ΨnK)(66)

Using the consistency ofτK|L(ΨnL−ΨnK)with 1
δtn

∫ tn+1

tn

∫
K|L∇ψ(x, t) ·

nK,Ldγ(x)dt, Estimate (29) and the convergence ofη(ϕ(uD)) to η(ϕ(u))
asm→ ∞, one gets with computations similar as in [14]:

lim
m→∞A3Dm = −

∫ T

0

∫
Ω
η(ϕ(u))(x, t)∆ψ(x, t)dxdt

=
∫ T

0

∫
Ω

∇η(ϕ(u))(x, t) · ∇ψ(x, t)dxdt.(67)

One now deals withA4D. The second term ofA4D vanishes if size(T )
is again sufficiently small. ThenA4D reduces to its first term which writes,
after gathering by edges:

A4D =
N∑
n=0

δtn
∑

K|L∈Eint

τK|L
η′′(ϕ(Un+1

K,L ))Ψ
n
K + η′′(ϕ(Un+1

L,K ))ΨnL
2

×(ϕ(Un+1
L ) − ϕ(Un+1

K ))2(68)
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Let us now introduce the setsVσ for σ ∈ E . LetK be a control volume
andσ ∈ EK . One definesVK,σ = {txK + (1 − t)x, x ∈ σ, t ∈ (0, 1)}. For
σ = K|L, Vσ = VK,σ ∪ VL,σ and forσ ∈ Eext,K , Vσ = VK,σ. One denotes
byHn+1

K|L the discrete approximation ofη′′(u)ψ onVK|L which appears in
(68), namely:

Hn+1
K|L =

η′′(ϕ(Un+1
K,L ))Ψ

n
K + η′′(ϕ(Un+1

L,K ))ΨnL
2

(69)

One defines the functionh

D for a.e.(x, t) ∈ Ω × (0, T ) by

h

D(x, t) = H

n+1
K|L , x ∈ VK|L, t ∈ (tn, tn+1)(70)

h

D(x, t) = 0, x ∈ Vσ, t ∈ (tn, tn+1) if σ ∈ Eext.(71)

LetψD be defined almost everywhere onΩ × (0, T ) byψD(x, t) = ΨnK
for all (x, t) ∈ K× (tn, tn+1), for allK ∈ T andn ∈ [[0, N ]]. The function
η′′(ϕ(uD))ψD tends toη′′(ϕ(u))ψ in Lp(Ω × (0, T )) for all p ∈ [1,+∞)
asm → ∞. Therefore one only needs to compareh


D andη′′(ϕ(uD))ψD.
Since size(T ) is small enough, one has

‖h

D − η′′(ϕ(uD))ψD‖2

L2(Ω×(0,T ))

=
N∑
n=0

δtn
∑
K∈T

∑
L∈NK

m(VK,K|L)(Hn+1
K|L − η′′(ϕ(Un+1

K ))ΨnK)
2.(72)

Let ε > 0. The functionη′′ may be approximated by a functiong ∈
C1(R,R) such that|g(s)− η′′(s)| < ε for all s ∈ [ϕ(UI), ϕ(US)]. Defining
H̃n+1
K|L and h̃


D using g instead ofη′′ in the definition ofHn+1
K|L and h


D
respectively, one has‖h


D − h̃

D‖2

L2(Ω×(0,T )) ≤ Cψε and‖g(ϕ(uD))ψD −
η′′(ϕ(uD))ψD‖2

L2(Ω×(0,T )) ≤ Cψε whereCψ ≥ 0 only depends onψ.
Thanks to Young’s inequality, one gets

(H̃n+1
K|L − g(ϕ(Un+1

K ))ΨnK)
2

≤
(

max
s∈[ϕ(UI),ϕ(US)]

g(s)
)2

(ΨnK − ΨnL)2 +
3
2
‖ψ‖2

L∞(Ω×(0,T ))

×
(

max
s∈[ϕ(UI),ϕ(US)]

g′(s)
)2

(ϕ(Un+1
K ) − ϕ(Un+1

L ))2.(73)

Using (73), the regularity of the functionψ and Estimate (29), one gets

‖h̃

D − g(ϕ(uD))ψD‖2

L2(Ω×(0,T )) ≤ c(g, ψ, ϕ)size(T ),
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wherec(g, ψ, ϕ) ≥ 0 depends only ong, ψ andϕ. Hence for size(T ) small
enough, one has

‖h̃

D − g(ϕ(uD))ψD‖2

L2(Ω×(0,T )) ≤ Cψε,
which proves that one can takem ∈ N large enough such that

‖h

D − η′′(uD)ψD‖L2(Ω×(0,T )) ≤ 2Cψε.(74)

Henceh

Dm

tends toη′′(ϕ(u))ψ in L2(Ω × (0, T )) asm→ ∞.

Using the straightforward generalization of Lemma 5.2 (stated below)
for space-time dependent functions, one gets:

lim inf
m→∞ A4Dm ≥

∫ T

0

∫
Ω
(∇ϕ(u)(x, t))2η′′(ϕ(u)(x, t))ψ(x, t)dxdt.(75)

Gathering (62), (63), (65), (67) and (75), the proof thatu satisfies (59)
is therefore complete.

The same steps are completed in a similar way in order to show thatu
satisfies (60), without the difficult problem of the treatment ofη′′. This also
completes the proof of Theorem 5.1. ��

To complete the proof of Theorem 2.1 there only remains to show the
uniqueness of an entropy process solution. This is the aim of Sect. 6.

Lemma 5.2 which was used in the above proof is a discrete equivalent
of the following continuous classical lemma.

Lemma 5.1 Let (un)n∈N be a sequence of functions ofH1(Ω) which con-
verges weakly tou in H1(Ω) and g a nonnegative function essentially
bounded fromΩ toR. Then∫

Ω
(∇u(x))2g(x)dx ≤ lim inf

n→∞

∫
Ω
(∇un(x))2g(x)dx.

A discrete version of this lemma is now stated:

Lemma 5.2 (“Limit inf” lemma) Under hypotheses(H), let g ∈ L∞(Ω)
with g ≥ 0, let u ∈ H1(Ω) and letM ∈ R+. Consider a family of
admissible meshes ofΩ in the sense of Definition 2.1, such that for all
D = (T , E , (xK)K∈T ) in the family:

– thereexists a family(Gσ)σ∈E of nonnegative valuessuch that the function
GD defined byGD(x) = Gσ for all σ ∈ E and all x ∈ Vσ satisfies
GD −→ g in L2(Ω) assize(D) −→ 0,

– there exists a family(uK)K∈T of real values such that the functionuD
defined byuD(x) = uK for allK ∈ T and allx ∈ K satisfiesuD −→ u
in L2(Ω) assize(D) −→ 0.
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– the valueND defined byN 2
D =

∑
K|L∈Eint

τK|L(uK − uL)2 satisfies
ND ≤M .

Then, denotingDD,uD,GD =
∑
K∈T

1
2

∑
L∈NK

τK|LGK|L(uK − uL)2, the

following inequality holds:

∫
Ω
(∇u(x))2g(x)dx ≤ lim inf

size(D)−→0
DD,uD,GD(76)

Proof. The proof of this lemma is given in [18] in the particular caseg = 1.
Let w ∈ C∞(Ω̄,R) (the functionw is meant to tend tou in H1(Ω)) and
let g̃ ∈ C∞

c (Ω,R) be a nonnegative function (which is meant to tend tog in
L2(Ω)).

LetD be one discretization of the considered family, letW be the family
of values defined byWK = w(xK) for all K ∈ T , and letg̃


D ∈ L2(Ω)
be defined by the mean value (denotedG̃σ) of g̃ on the diamondVσ for all
σ ∈ E . One definesQ(g) andQD(g


D) by

Q(g) =
∫
Ω
g(x)∇u(x)∇w(x)dx,(77)

QD(g

D) =

∑
K∈T

1
2

∑
L∈NK

τK|L(uK − uL)(Wk −WL)GK|L,(78)

and one similarly definesQ(g̃) andQD(g̃

D).

One has

Q(g̃) = −
∫
Ω
u(x) div(g̃∇w)(x)dx

= −
∫
Ω
uD(x) div(g̃∇w)(x)dx

+
∫
Ω
(uD(x) − u(x)) div(g̃∇w)(x)dx.(79)

Using the fact thatuD is piecewise constant, one gets

−
∫
Ω
uD(x) div(g̃∇w)(x)dx

= −
∑
K∈T

uK
∑
L∈NK

∫
K|L

g̃(x)∇w(x) · nK,Ldγ(x)

=
∑
K∈T

1
2

∑
L∈NK

(uL − uK)
∫
K|L

g̃(x)∇w(x) · nK,Ldγ(x).(80)
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Using the consistency of the mesh (item(iv) of Definition 2.1) and the
Cauchy-Schwarz inequality yields

|
∑
K∈T

1
2

∑
L∈NK

(uL − uK)
∫
K|L

g̃(x)∇w(x) · nK,Ldγ(x) −QD(g̃

D)|

≤ Cg̃,w,ΩNDsize(D),(81)

whereCg̃,w,Ω ∈ R+ depends only oñg, w andΩ. Using the regularity of
w andg̃, the convergence ofuD to u in L2(Ω) as size(D) −→ 0 and using
(79), (80) and (81), one gets

lim
size(D)−→0

QD(g̃

D) = Q(g̃).(82)

One has

|Q(g) −QD(g

D)| ≤ |Q(g̃) −QD(g̃


D)|
+‖u‖H1(Ω)‖∇w‖L∞(Ω)‖g − g̃‖L2(Ω)

+ND‖∇w‖L∞(Ω)‖g

D − g̃


D‖L2(Ω)

≤ |Q(g̃) −QD(g̃

D)|

+‖u‖H1(Ω)‖∇w‖L∞(Ω)‖g − g̃‖L2(Ω)

+M‖∇w‖L∞(Ω)

(
‖g


D − g‖L2(Ω)

+‖g − g̃‖L2(Ω) + ‖g̃ − g̃

D‖L2(Ω)

)
.(83)

Thanks to (82) and (83) one gets

lim sup
size(D)−→0

|Q(g) −QD(g

D)|

≤ (‖u‖H1(Ω) +M)‖∇w‖L∞(Ω)‖g − g̃‖L2(Ω).(84)

Now one can let̃g −→ g in (84). One then gets

lim sup
size(D)−→0

|Q(g) −QD(g

D)| = 0.(85)

which proves that

lim
size(D)−→0

QD(g

D) = Q(g).(86)

By the same proof, replacingu byw, one also has

lim
size(D)−→0

∑
K∈T

1
2

∑
L∈NK

τK|L(WL −WK)2GK|L

=
∫
Ω
(∇w(x))2g(x)dx.(87)
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Thanks to the Cauchy-Schwarz inequality, we may write

(QD(g

D))

2 ≤ DD,uD,GD

∑
K∈T

1
2

∑
L∈NK

τK|L(WL −WK)2GK|L.(88)

Passing to the limit in (88) when size(D) −→ 0 yields

(
∫
Ω
g(x)∇u(x)∇w(x)dx)2

≤
∫
Ω
(∇w(x))2g(x)dx lim inf

size(D)−→0
DD,uD,GD .(89)

SinceC∞(Ω̄,R) is dense inH1(Ω), one can letw tend tou in (89),
which gives (76). ��

6 Uniqueness of the entropy process solution

One proves in this section the following theorem.

Theorem 6.1 (Uniqueness of the entropy process solution)Under hy-
potheses(H), let u and v be two entropy process solutions to Problem
(1)-(3) in the sense of Definition 5.1. Then there exists a unique function
w ∈ L∞(Ω × (0, T )) such thatu(x, t, α) = v(x, t, β) = w(x, t), for
almost every(x, t, α, β) ∈ Ω × (0, T ) × (0, 1) × (0, 1).

Proof. This proof uses on the one hand Carrillo’s handling of Krushkov
entropies, on the other hand the concept of entropy process solution, which
allows the use of the theorem of continuity in means, necessary to pass to
the limit on mollifiers. Note that the hypothesis (4) makes it easier to handle
the boundary conditions.

In order to prove Theorem 6.1, one defines for allε > 0 a regularization
Sε ∈ C1(R,R) of the function sign given by

Sε(a) = −1, ∀a ∈ (−∞,−ε],
Sε(a) = 3ε2a−a3

2 ε3 , ∀a ∈ [−ε, ε],
Sε(a) = 1, ∀a ∈ [ε,+∞).

(90)

One definesRϕ = {a ∈ R,∀b ∈ R \ {a}, ϕ(b) /= ϕ(a)}. Note that
ϕ(R \Rϕ) is countable, because for alls ∈ ϕ(R \Rϕ), there exists(a, b) ∈
R2 with a < b andϕ((a, b)) = {s}, and therefore there exists at least one
r ∈ Q with r ∈ (a, b) satisfyingϕ(r) = s.

Let κ ∈ Rϕ. Let ε > 0 and letu be an entropy processus solution. One
introduces in (59) the functionηε,κ(a) =

∫ a
ϕ(κ) Sε(s−ϕ(κ))ds. One defines

µε,κ(a) =
∫ a
κ η

′
ε,κ(ϕ(s))ds and νε,κ(a) =

∫ a
κ η

′
ε,κ(ϕ(s))f

′(s)ds, for all
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a ∈ R.Using thedominatedconvergence theorem,onegets for alla ∈ R that
lim
ε−→0

ηε,κ(a) = |a−ϕ(κ)|, and, sinceκ ∈ Rϕ, lim
ε−→0

µε,κ(a) = |a− κ| and
lim
ε−→0

νε,κ(a) = f(a�κ) − f(a⊥κ). One gets for allψ ∈ D+(Ω × [0, T )),

∫
Ω×(0,T )




∫ 1
0 |u(x, t, α) − κ|dα ψt(x, t) +

∫ 1
0 (f(u(x, t, α)�κ)−f(u(x, t, α)⊥κ))dα q(x, t) · ∇ψ(x, t)

−Sε(ϕ(u)(x, t) − ϕ(κ))∇ϕ(u)(x, t) · ∇ψ(x, t)


 dxdt

−
∫
Ω×(0,T )

[
S′
ε(ϕ(u)(x, t) − ϕ(κ))(∇ϕ(u))2(x, t)ψ(x, t)] dxdt

+
∫
Ω

|u0(x) − κ|ψ(x, 0)dx ≥ A(ε, u, κ, ψ),(91)

where for any entropy process solutionu, anyψ ∈ D+(Ω × [0, T )), any
κ ∈ Rϕ and anyε > 0,A(ε, u, κ, ψ) is defined by

A(ε, u, κ, ψ)

=
∫
Ω×(0,T )




∫ 1
0

(
|u(x, t, α) − κ| − µε,κ(u(x, t, α))

)
dα ψt(x, t)

+
∫ 1
0

(
(f(u(x, t, α)�κ) − f(u(x, t, α)⊥κ))

−νε,κ(u(x, t, α))
)
dαq(x, t) · ∇ψ(x, t)


 dxdt

+
∫
Ω

(
|u0(x) − κ| − µε,κ(u0(x))

)
ψ(x, 0)dx.(92)

Thanks to the dominated convergence theorem, one has

lim
ε−→0

A(ε, u, κ, ψ) = 0.(93)

This convergence is not uniform w.r.t.κ (even ifκ remains bounded),
butA(ε, u, κ, ψ) remains bounded (for a givenu) if κ,ψ,ψt and∇ψ remain
boundedand if the support ofψ remains in a fixed compact set ofRd×[0, T ).

Using (60), one now remarks that, for allκ ∈ R, one has for allψ ∈
D+(Ω × [0, T )),

∫
Ω×(0,T )




∫ 1
0 |u(x, t, α) − κ|dα ψt(x, t)+∫ 1
0 (f(u(x, t, α)�κ) − f(u(x, t, α)⊥κ))dα

q(x, t) · ∇ψ(x, t)
−Sε(ϕ(u)(x, t) − ϕ(κ))∇ϕ(u)(x, t) · ∇ψ(x, t)


 dxdt

+
∫
Ω

|u0(x) − κ|ψ(x, 0)dx ≥ B(ε, u, κ, ψ),(94)
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where for an entropy process solutionu, allψ ∈ D+(Ω× [0, T )), all κ ∈ R

and allε > 0,B(ε, u, κ, ψ) is defined by

B(ε, u, κ, ψ) =
∫
Ω×(0,T )

[
∇

(
|ϕ(u)(x, t) − ϕ(κ)| − ηε,κ(ϕ(u)(x, t))

)
·∇ψ(x, t)

]
dxdt.(95)

For allψ ∈ D+(Ω × [0, T )), one has

B(ε, u, κ, ψ) = −
∫
Ω×(0,T )

[(
|ϕ(u)(x, t) − ϕ(κ)| − ηε,κ(ϕ(u)(x, t))

)
×∆ψ(x, t)

]
dxdt,(96)

and
lim
ε−→0

B(ε, u, κ, ψ) = 0,(97)

for all ψ ∈ D+(Ω × [0, T )), ε > 0 andκ ∈ R.
As for the study ofA, the quantityB(ε, u, κ, ψ) remains bounded (for a

givenu) if κ and∆ψ remain bounded and if the support ofψ remains in a
fixed compact set ofRd × [0, T ).

Let u andv be two entropy process solutions in the sense of Definition
5.1. One defines the setsEu = {(x, t) ∈ Ω × (0, T ), u(x, t, α) ∈ Rϕ,
for a.e.α ∈ (0, 1)} andEv = {(x, t) ∈ Ω × (0, T ), v(x, t, α) ∈ Rϕ,
for a.e.α ∈ (0, 1)}. Indeed, recall thatϕ(u) andϕ(v) do not depend of
α ∈ (0, 1). Then,Ω×(0, T )\Eu = ∪s∈ϕ(R\Rϕ)Es,u withEs,u = {(x, t) ∈
Ω × (0, T ), ϕ(u)(x, t) = s} (the same property is available forv). Let
ξ ∈ C∞

c (Rd × R × Rd × R,R+) such that, for all(x, t) ∈ Ω × [0, T ),
ξ(x, t, ·, ·) ∈ D+(Ω × [0, T )) and for all(y, s) ∈ Ω × [0, T ), ξ(·, ·, y, s) ∈
D+(Ω×[0, T )). One introduces in (91), for(y, s) ∈ Ev, and a.e.β ∈ (0, 1),
κ = v(y, s, β) andψ = ξ(·, ·, y, s). One integrates the result onEv× (0, 1).
One then gets

∫
Ev

∫
Ω×(0,T )




∫ 1
0

∫ 1
0 |u(x, t, α) − v(y, s, β)|

dαdβ ξt(x, t, y, s)+∫ 1
0

∫ 1
0

(
f(u(x, t, α)�v(y, s, β))−

f(u(x, t, α)⊥v(y, s, β))
)
dαdβ

q(x, t) · ∇xξ(x, t, y, s)
−Sε(ϕ(u)(x, t) − ϕ(v)(y, s))∇ϕ(u)(x, t)·
∇xξ(x, t, y, s)



dxdtdyds

−
∫
Ev

∫
Ω×(0,T )

[
S′
ε(ϕ(u)(x, t) − ϕ(v)(y, s))

(∇ϕ(u))2(x, t)ξ(x, t, y, s)
]
dxdtdyds
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+
∫
Ev

∫
Ω

∫ 1

0
|u0(x) − v(y, s, β)|ξ(x, 0, y, s)dβdxdyds

≥
∫ 1

0

∫
Ev

A(ε, u, v(y, s, β), ξ(·, ·, y, s))dydsdβ.
(98)

One introduces in (94), for(y, s) ∈ Ω × (0, T ) \ Ev, and anyβ ∈
(0, 1), κ = v(y, s, β) andψ = ξ(·, ·, y, s). One integrates the result on
(Ω × (0, T ) \ Ev) × (0, 1). One then gets∫

Ω×(0,T )\Ev

∫
Ω×(0,T )



∫ 1
0

∫ 1
0 |u(x, t, α) − v(y, s, β)|dαdβ ξt(x, t, y, s)

+
∫ 1
0

∫ 1
0

(
f(u(x, t, α)�v(y, s, β))−

f(u(x, t, α)⊥v(y, s, β))
)
dαdβ

q(x, t) · ∇xξ(x, t, y, s)
−Sε(ϕ(u)(x, t) − ϕ(v)(y, s))∇ϕ(u)(x, t)·
∇xξ(x, t, y, s)



dxdtdyds

+
∫
Ω×(0,T )\Ev

∫
Ω

∫ 1

0
|u0(x) − v(y, s, β)|ξ(x, 0, y, s)dβdxdyds

≥
∫ 1

0

∫
Ω×(0,T )\Ev

B(ε, u, v(y, s, β), ξ(·, ·, y, s))dydsdβ.
(99)

Adding (98) and (99) gives∫
Ω×(0,T )

∫
Ω×(0,T )



∫ 1
0

∫ 1
0 |u(x, t, α) − v(y, s, β)|dαdβ ξt(x, t, y, s)

+
∫ 1
0

∫ 1
0

(
f(u(x, t, α)�v(y, s, β))

−f(u(x, t, α)⊥v(y, s, β))
)
dαdβ

q(x, t) · ∇xξ(x, t, y, s)
−Sε(ϕ(u)(x, t) − ϕ(v)(y, s))∇ϕ(u)(x, t)·
∇xξ(x, t, y, s)



dxdtdyds

−
∫
Ev

∫
Ω×(0,T )

[
S′
ε(ϕ(u)(x, t) − ϕ(v)(y, s))
(∇ϕ(u))2(x, t)ξ(x, t, y, s)

]
dxdtdyds

+
∫
Ω×(0,T )

∫
Ω

∫ 1

0
|u0(x) − v(y, s, β)|ξ(x, 0, y, s)dβdxdyds
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≥
∫ 1

0

∫
Ev

A(ε, u, v(y, s, β), ξ(·, ·, y, s))dydsdβ

+
∫ 1

0

∫
Ω×(0,T )\Ev

B(ε, u, v(y, s, β), ξ(·, ·, y, s))dydsdβ
(100)

One now exchanges the roles ofu andv, and add the resulting equations.
It gives

T1 + T2 + T3(ε) + T4(ε) + T5(ε) ≥ T6(ε),(101)

where

T1 =
∫
Ω×(0,T )

∫
Ω×(0,T )



∫ 1
0

∫ 1
0 |u(x, t, α) − v(y, s, β)|dαdβ

(ξt(x, t, y, s) + ξs(x, t, y, s))
+

∫ 1
0

∫ 1
0

(
f(u(x, t, α)�v(y, s, β))−

f(u(x, t, α)⊥v(y, s, β))
)
dαdβ(

q(x, t) · ∇xξ(x, t, y, s) + q(y, s)·
∇yξ(x, t, y, s)

)



dxdtdyds,

(102)

T2 =
∫
Ω×(0,T )

∫
Ω

∫ 1

0
|u0(x) − v(y, s, β)|ξ(x, 0, y, s)dβdxdyds

+
∫
Ω×(0,T )

∫
Ω

∫ 1

0
|u0(y) − u(x, t, α)|ξ(x, t, y, 0)dαdydxdt,(103)

T3(ε) = −
∫
Ω×(0,T )

∫
Ω×(0,T )[

Sε(ϕ(u)(x, t) − ϕ(v)(y, s))∇ϕ(u)(x, t)·
(∇xξ(x, t, y, s) + ∇yξ(x, t, y, s))

]
dxdtdyds

−
∫
Ω×(0,T )

∫
Ω×(0,T )[

Sε(ϕ(v)(y, s) − ϕ(u)(x, t))∇ϕ(v)(y, s)·
(∇xξ(x, t, y, s) + ∇yξ(x, t, y, s))

]
dxdtdyds,(104)

T4(ε) =
∫
Ω×(0,T )

∫
Ω×(0,T )[

Sε(ϕ(u)(x, t) − ϕ(v)(y, s))∇ϕ(u)(x, t)·
∇yξ(x, t, y, s)

]
dxdtdyds
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+
∫
Ω×(0,T )

∫
Ω×(0,T )

[
Sε(ϕ(v)(y, s) − ϕ(u)(x, t))
∇ϕ(v)(y, s) · ∇xξ(x, t, y, s)

]
dxdtdyds,(105)

T5(ε) = −
∫
Ev

∫
Ω×(0,T )

[
S′
ε(ϕ(u)(x, t) − ϕ(v)(y, s))

(∇ϕ(u))2(x, t)ξ(x, t, y, s)
]
dxdtdyds

−
∫
Ω×(0,T )

∫
Eu

[
S′
ε(ϕ(u)(x, t) − ϕ(v)(y, s))

(∇ϕ(v))2(y, s)ξ(x, t, y, s)
]
dxdtdyds,(106)

and

T6(ε) =
∫ 1

0

∫
Ev

A(ε, u, v(y, s, β), ξ(·, ·, y, s))dydsdβ

+
∫ 1

0

∫
Ω×(0,T )\Ev

B(ε, u, v(y, s, β), ξ(·, ·, y, s))dydsdβ

+
∫ 1

0

∫
Eu

A(ε, v, u(x, t, α), ξ(x, t, ·, ·))dxdtdα

+
∫ 1

0

∫
Ω×(0,T )\Eu

B(ε, v, u(x, t, α), ξ(x, t, ·, ·))dxdtdα.(107)

(108)

By an integration by parts in (105) and using the fact thatξ vanishes on
∂Ω × (0, T ) ×Ω × (0, T ) and onΩ × (0, T ) × ∂Ω × (0, T ) one gets

T4(ε) =
∫
Ω×(0,T )

∫
Ω×(0,T )

[
S′
ε(ϕ(u)(x, t) − ϕ(v)(y, s))

×ξ(x, t, y, s)∇ϕ(u)(x, t) · ∇ϕ(v)(y, s)
]
dxdtdyds

+
∫
Ω×(0,T )

∫
Ω×(0,T )

[
S′
ε(ϕ(v)(y, s) − ϕ(u)(x, t))

×ξ(x, t, y, s)∇ϕ(v)(y, s) · ∇ϕ(u)(x, t)
]
dxdtdyds.(109)

Recall thatEs,u = {(x, t) ∈ Ω × (0, T ), ϕ(u)(x, t) = s} for all s ∈ R.
One has∇ϕ(u) = 0 a.e. onEs,u (see [4] for instance). SinceΩ × (0, T ) \
Eu = ∪s∈ϕ(R\Rϕ)Es,u, and sinceϕ(R \ Rϕ) is countable, the following
equations hold.

∇ϕ(u) = 0, a.e. onΩ × (0, T ) \ Eu(110)

and

∇ϕ(v) = 0, a.e. onΩ × (0, T ) \ Ev.(111)
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It leads to

T4(ε) =
∫
Eu×Ev

[
S′
ε(ϕ(u)(x, t) − ϕ(v)(y, s))ξ(x, t, y, s)∇ϕ(u)(x, t)

·∇ϕ(v)(y, s)
]
dxdtdyds

+
∫
Eu×Ev

[
S′
ε(ϕ(v)(y, s) − ϕ(u)(x, t))ξ(x, t, y, s)∇ϕ(v)(y, s)

·∇ϕ(u)(x, t)
]
dxdtdyds(112)

and

T5(ε) = −
∫
Eu×Ev

[
S′
ε(ϕ(u)(x, t) − ϕ(v)(y, s))

×(∇ϕ(u))2(x, t)ξ(x, t, y, s)
]
dxdtdyds

−
∫
Eu×Ev

[
S′
ε(ϕ(u)(x, t) − ϕ(v)(y, s))

×(∇ϕ(v))2(y, s)ξ(x, t, y, s)
]
dxdtdyds.(113)

Therefore∀ε > 0,

T4(ε) + T5(ε) = −
∫
Ev

∫
Eu

[
S′
ε(ϕ(u)(x, t) − ϕ(v)(y, s))ξ(x, t, y, s)

×
(
∇ϕ(u)(x, t) − ∇ϕ(v)(y, s)

)2
]
dxdtdyds

≤ 0.(114)

One thus gets∀ε > 0,

T1 + T2 + T3(ε) ≥ T6(ε).(115)

One can now letε −→ 0 in (115). This gives, sinceT6(ε) −→ 0 (thanks
to the dominated convergence theorem),
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∫
Ω×(0,T )

∫
Ω×(0,T )



∫ 1
0

∫ 1
0 |u(x, t, α) − v(y, s, β)|dαdβ

(ξt(x, t, y, s) + ξs(x, t, y, s))+∫ 1
0

∫ 1
0

(
f(u(x, t, α)�v(y, s, β))−

f(u(x, t, α)⊥v(y, s, β))
)
dαdβ(

q(x, t) · ∇xξ(x, t, y, s) + q(y, s) · ∇yξ(x, t, y, s)
)

−(∇x|ϕ(u)(x, t) − ϕ(v)(y, s)|+
∇y|ϕ(u)(x, t) − ϕ(v)(y, s)|)
·(∇xξ(x, t, y, s) + ∇yξ(x, t, y, s))



dxdtdyds

+
∫
Ω×(0,T )

∫
Ω

∫ 1

0
|u0(x) − v(y, s, β)|ξ(x, 0, y, s)dβdxdyds

+
∫
Ω×(0,T )

∫
Ω

∫ 1

0
|u0(y) − u(x, t, α)|ξ(x, t, y, 0)dαdydxdt ≥ 0.

(116)

Now, let us consider the analog of (60) forv instead ofu, withκ = u0(x)
andψ(y, s) =

∫ T
s ξ(x, 0, y, τ)dτ and integrate the result onx ∈ Ω. One

then gets

∫
Ω

∫
Ω×(0,T )




− ∫ 1
0 |v(y, s, β) − u0(x)|dβ ξ(x, 0, y, s)+∫ 1

0

(
f(v(y, s, β)�u0(x))−

f(v(y, s, β)⊥u0(x))
)
dβ q(y, s)·

∇y

∫ T
s ξ(x, 0, y, τ)dτ−∇y|ϕ(v)(y, s) − ϕ(u0(x))|·∫ T

s ∇yξ(x, 0, y, τ)dτ



dydsdx

+
∫
Ω

∫
Ω

|u0(x) − u0(y)|
∫ T

0
ξ(x, 0, y, τ)dτdxdy ≥ 0.(117)

A sequence of mollifiers inR and Rd is now introduced. Letρ ∈
C∞
c (Rd,R+) andρ̄ ∈ C∞

c (R,R+) be such that

{x ∈ Rd; ρ(x) /= 0} ⊂ {x ∈ Rd; |x| ≤ 1},
{x ∈ R; ρ̄(x) /= 0} ⊂ [−1, 0](118)

and ∫
Rd

ρ(x)dx = 1,
∫

R

ρ̄(x)dx = 1.(119)
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Forn ∈ N', defineρn = ndρ(nx) for all x ∈ Rd andρ̄n = nρ̄(nx) for
all x ∈ R.

One setsξ(x, t, y, s) = ψ(x, t)ρn(x−y)ρ̄m(t−s), whereψ ∈ C∞
c (Ω×

[0, T ),R+) andn andm are large enough to ensure, for all(x, t) ∈ Ω ×
[0, T ), ξ(x, t, ·, ·) ∈ D+(Ω × [0, T )) and for all (y, s) ∈ Ω × [0, T ),
ξ(·, ·, y, s) ∈ D+(Ω × [0, T )). This choice is not symmetrical in(x, t)
and (y, s), which gives an easier way to take the limit asn −→ ∞ and
m −→ ∞. One gets, from (116),∫

Ω×(0,T )

∫
Ω×(0,T )



ρn(x− y)ρ̄m(t− s)∫ 1
0

∫ 1
0 |u(x, t, α) − v(y, s, β)|dαdβ ψt(x, t)

− ∫ 1
0

∫ 1
0

(
f(u(x, t, α)�v(y, s, β))
−f(u(x, t, α)⊥v(y, s, β))

)
dαdβ

(ρn(x− y)ρ̄m(t− s)q(x, t) · ∇ψ(x, t)
−ψ(x, t)ρ̄m(t− s)(q(x, t) − q(y, s)) · ∇ρn(x− y))
−ρn(x− y)ρ̄m(t− s)(∇x|ϕ(u)(x, t) − ϕ(v)(y, s)|
+∇y|ϕ(u)(x, t) − ϕ(v)(y, s)|) · ∇ψ(x, t)



dxdtdyds

+
∫
Ω×(0,T )

∫
Ω

∫ 1

0
|u0(x) − v(y, s, β)|

ψ(x, 0)ρn(x− y)ρ̄m(−s)dβdxdyds ≥ 0.
(120)

The second of the two initial terms vanishes because of the asymmet-
ric choice of ρ̄m. Using the same test function in (117), att = 0, i.e.
ξ(x, 0, y, s) = ψ(x, 0)ρn(x− y)ρ̄m(−s) and (119), we get∫

Ω

∫
Ω×(0,T )



− ∫ 1
0 |v(y, s, β) − u0(x)|dβ ψ(x, 0)ρn(x− y)ρ̄n(−s)

− ∫ 1
0

(
f(v(y, s, β)�u0(x))

−f(v(y, s, β)⊥u0(x))
)
dβ q(y, s)·

ψ(x, 0)∇ρn(x− y) ∫ T
s ρ̄m(−τ)dτ

+∇y|ϕ(v)(y, s) − ϕ(u0(x))|·
ψ(x, 0)∇ρn(x− y) ∫ T

s ρ̄m(−τ)dτ



dydsdx

+
∫
Ω

∫
Ω

|u0(x) − u0(y)|ψ(x, 0)ρn(x− y)dxdy ≥ 0.

(121)
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One can now add (120) and (121) letm tend to∞ and use the theorem
of continuity in means. Since the functions −→ ∫ T

s ρ̄m(−τ)dτ is bounded
and tends to zero asm −→ ∞ for all s ∈ (0, T ), one gets∫

Ω

∫
Ω×(0,T )

×




ρn(y − x) ∫ 1
0

∫ 1
0 |u(x, t, α) − v(y, t, β)|dαdβ ψt(x, t)

+
∫ 1
0

∫ 1
0

(
f(u(x, t, α)�v(y, t, β))
−f(u(x, t, α)⊥v(y, t, β))

)
dαdβ

(ρn(y − x)q(x, t) · ∇ψ(x, t)+
ψ(x, t)(q(y, t) − q(x, t)) · ∇ρn(y − x))
−ρn(x− y)(∇x|ϕ(u)(x, t) − ϕ(v)(y, t)|
+∇y|ϕ(u)(x, t) − ϕ(v)(y, t)|) · ∇ψ(x, t)



dxdtdy

+
∫
Ω

∫
Ω

|u0(x) − u0(y)|ψ(x, 0)ρn(x− y)dxdy ≥ 0.

(122)

Remarking that∫
Ω

∫
Ω×(0,T )

[
ρn(x− y)(∇x|ϕ(u)(x, t) − ϕ(v)(y, t)|
+∇y|ϕ(u)(x, t) − ϕ(v)(y, t)|) · ∇ψ(x, t)

]
dxdtdy

=−
∫
Ω

∫
Ω×(0,T )

[
ρn(x− y)|ϕ(u)(x, t) − ϕ(v)(y, t)|∆ψ(x, t) ] dxdtdy,

(123)
it is possible to letn −→ ∞ in (122). Usingdivq = 0 and the theorem of
continuity in means again, one gets

∫
Ω×(0,T )




∫ 1
0

∫ 1
0 |u(x, t, α) − v(x, t, β)|dαdβ ψt(x, t)

+
∫ 1
0

∫ 1
0

(
f(u(x, t, α)�v(x, t, β))−

f(u(x, t, α)⊥v(x, t, β))
)
dαdβ

q(x, t) · ∇ψ(x, t)
−∇|ϕ(u)(x, t) − ϕ(v)(x, t)| · ∇ψ(x, t)



dxdt ≥ 0.

(124)

One notices that (124) holds for anyψ ∈ H1(Ω × (0, T )), with ψ ≥ 0
andψ(., T ) = 0, using a density argument. Therefore one can now take, in
(124), forψ the functionsψε(x, t) = (T − t)min(d(x,∂Ω)

ε , 1), for ε > 0.
Assume momentarily that for allw ∈ H1

0 (Ω) with w ≥ 0,

lim inf
ε−→0

∫
Ω

∇w(x) · ∇min(
d(x, ∂Ω)

ε
, 1)dx ≥ 0(125)

(The proof of (125) is given below).
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The expressionq(x, t) · ∇min(d(x,∂Ω)
ε , 1) satisfies

lim
ε−→0

q(x, t) · ∇min(
d(x, ∂Ω)

ε
, 1) = 0, for a.e.(x, t) ∈ Ω × (0, T ),

and under condition (4) (and (H5)) remains bounded independently ofε for
a.e.(x, t) ∈ Ω × (0, T ). Lettingε −→ 0, (124), withψ = ψε, gives

−
∫
Ω×(0,T )

[∫ 1

0

∫ 1

0
|u(x, t, α) − v(x, t, β)|dαdβ

]
dxdt ≥ 0,

which finally proves thatu = v and thatu is a classical function of space
and time (it does not depend onα).

Proof of (125)

Let ε > 0. Let (∂Ωi)i=1,...,N be the faces ofΩ, ni their normal vector
outward toΩ, and fori = 1, ...N , letΩi be the subset ofΩ such that, for all
x ∈ Ωi, d(x, ∂Ωi) < ε andd(x, ∂Ωi) < d(x, ∂Ωj) for all j /= i. One has

∫
∪N

i=1Ωi

∇w(x) · ∇min(d(x, ∂Ω)/ε, 1)dx =
N∑
i=1

∫
Ωi

∇w(x) · ni
ε

dx.

For eachΩi, let Ω̃i be the largest cylinder generated byni included inΩi.
One denotes by∂Ω′

i the face ofΩ̃i parallel to∂Ωi. LetΩε be defined by
Ωε = Ω \ ∪Ni=1Ω̃i. One hasmeas(Ωε) ≤ C(Ω)ε2 and∫

Ω
∇w(x) · ∇min(d(x, ∂Ω)/ε, 1)dx

≥
N∑
i=1

∫
∂Ω′

i

w(x)
ε
dγ(x) −

∫
Ωε

|∇w(x)|
ε

dx.

Thanks to the Cauchy-Schwarz inequality, one gets

(
∫
Ωε

|∇w(x)|dx)2 ≤ meas(Ωε)
∫
Ωε

(∇w(x))2dx.

One concludes, usinglim
ε−→0

∫
Ωε

(∇w(x))2dx = 0.

Remark 6.1Inequation (125) could also be proved in the case whereΩ is
regular instead of polygonal, with a slightly different method. LetΩε =
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{x ∈ Ω, d(x, ∂Ω) < ε} and let∂Ω′
ε be the other face ofΩε. The normal

vector to∂Ω′
ε at any pointx is equal to∇d(x, ∂Ω). Therefore one has∫
Ω

∇w(x) · ∇min(d(x, ∂Ω)/ε, 1)dx

=
∫
∂Ω′

ε

w(x)
ε
dγ(x) −

∫
Ωε

w(x)
∆d(x, ∂Ω)

ε
dx.

Since Hardy’s inequality leads to∫
Ωε

(
w(x)

d(x, ∂Ω)

)2

dx ≤ C(Ω)
∫
Ωε

(∇w(x))2dx,

one concludes usinglim
ε−→0

∫
Ωε

(∇w(x))2dx = 0. ��

7 Conclusion

Let us finally prove the convergence theorem by way of contradiction:
Assume that the convergence stated in the Theorem 2.1 does not hold.

Then there existε > 0, p ∈ [1,+∞) and a sequence(uDm)m∈N such
that ‖uDm − u‖Lp(Ω×(0,T ) ≥ ε, for anym ∈ N. Then by Theorem 5.1,
there exists a subsequence of the sequence(uDm)m∈N, still denoted by
(uDm)m∈N which converges to an entropy process solution of Problem (1)-
(3) . By Theorem 6.1 this entropy process solution is the unique entropy
weak solution to Problem (1)-(3) , and from Lemma 7.1 which is stated
below, the convergence of(uDm)m∈N is strong in anyLq(Ω× (0, T )). This
is in contradiction with the fact that‖uDm − u‖Lp(Ω×(0,T ) ≥ ε, for any
m ∈ N.

Lemma 7.1 LetQ be a Borelian subset ofRk and let(un)n∈N ⊂ L∞(Q)
be such thatun converges tou ∈ L∞(Q × (0, 1)) in the nonlinear weak
star sense whereu does not depend onα, then(un)n∈N converges tou in
Lploc(Q) for anyp ∈ [1,∞).

Proof. Let K be a compact subset ofQ, sinceun converges tou in the
nonlinear weak star sense, one has∫

K
|un(x) − u(x)|2dx =

∫
K
u2
n(x)dx− 2

∫
K
un(x)u(x)dx

+
∫
K
u(x)2dx −→ 0 asn −→ +∞;

sinceK is bounded, one also has:∫
K

|un(x) − u(x)|pdx −→ 0 asn −→ +∞, ∀p ∈ [1, 2]
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and since the sequence(un)n∈N is bounded inL∞(Q),∫
K

|un(x) − u(x)|pdx −→ 0 asn −→ +∞, ∀p > 2. ��
Remark 7.1An interesting (and open to our knowledge) question is to find
the convergence rate of the finite volume approximations. In the case of a
pure hyperbolic equation, i.e.ϕ = 0, it was proven by several authors (under
varying assumptions, see e.g. [9], [22], [11], [6]) that the error between the
approximate finite volume solution and the entropyweak solution is of order
less thanh1/4 whereh is the size of the mesh, under a usual CFL condition
for the explicit schemes which are considered in [9], [22], [11], [6], and of
order less thanh1/4+k1/2 wherek is the time step in the case of the implicit
scheme considered in [11]. However, it is also known that these estimates
are not sharp, since numerically the order of the error behaves as1/2.

In the case of a pure linear parabolic equation, estimates of order 1 were
obtained in [17] (see also [13]).

We made a first attempt in the direction of an error estimate in the case
of the present degenerate parabolic equation by looking at the analogous
continuous problem [15]: letuε be the unique solution to

ut(x, t) + div
(
q f(u)

)
(x, t) −∆ϕ(u)(x, t) − ε∆u(x, t) = 0,

for (x, t) ∈ Ω × (0, T ),(126)

with initial condition (2) and boundary condition (3) and letu be the unique
entropy weak solution solution of Problem (1)-(3) , then under assumptions
(H), we are able to prove that‖uε − u‖L1(QT ) ≤ Cε1/5 whereC ∈ R+
depends only on the data. This estimate is however probably not optimal and
we have not yet been able to transcribe its proof to the discrete setting (the
term−ε∆u being the continuous diffusive representation of the diffusive
perturbation introduced by the finite volume scheme).

8 A numerical example

Wefinally present somenumerical results whichwe obtained by implement-
ing the scheme which was studied above in a prototype code.

The domainΩ is the unit square(0, 1)×(0, 1).We define two subregions
Ω1 = (0.1, 0.3) × (0.4, 0.6) andΩ2 = (0.7, 0.9) × (0.4, 0.6). The initial
data is given by0.5 inΩ \ (Ω1 ∪Ω2), 1 inΩ1 and0 inΩ2. It is represented
on upper left corner of Fig. 1. The boundary value is the constant0.5.

The functionϕ is defined byϕ(s) = 0 if s ∈ [0, 0.5] andϕ(s) =
0.2(s − 0.5) if s ∈ [0.5, 1], so that the diffusion effect only takes place in
the areas where the saturationu is greater than.5. The functionf is defined
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a b

c d

Fig. 1a–d.Computed solution at timet = 0 (initial condition),t = 0.007, t = 0.028 and
t = 0.112

by f(s) = s and the fieldq is defined byq(x, y) = (10(x − x2)(1 −
2y),−10(y − y2)(1 − 2x)). Hence there is a linear rotating convective
transport.

We define a coarse mesh of 14 admissible triangles on the unit square,
from which we obtain a fine mesh of 12 600 triangles by refining these 14
triangles uniformly 30 times. This fine mesh is used for the computations.

Figure 1 presents the obtained results at times0.000, 0.007, 0.028 and
0.112. The black points correspond to the value1, thewhite ones to the value
0, with a continuous scale of greys between these values. One observes that
the initial value0 is transported, only modified by the numerical diffusion
due to the convective upstream weighting, and that, on the contrary, the
initial value1 is rapidly smoothed, due to the effect of the parabolic term
which is active on the range[0.5, 1].
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