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Summary. Many linear boundary value problems arising in computational
physics can be formulated in the calculus of differential forms. Discrete dif-
ferential forms provide a natural and canonical approach to their discretiza-
tion. However, much freedom remains concerning the choice of discrete
Hodge operators, that is, discrete analogues of constitutive laws. A generic
discrete Hodge operator is introduced and it turns out that most finite ele-
ment and finite volume schemes emerge as its specializations. We reap the
possibility of a unified convergence analysis in the framework of discrete
exterior calculus.
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1 Introduction

A huge body of literature in numerical analysis is devoted to devising and
examining discretizations for the linear strongly elliptic reaction-diffusion
equation

−div(agradu) + cu = f in Ω(1)

u = 0 onΓD , 〈agradu,n〉 = 0 onΓN , 〈agradu,n〉 = βu onΓM .

Usually,Ω ⊂ R
n is some Lipschitz-domainwith exterior unit normal vector

field n, andΓD, ΓN , andΓM are to form a partition of the boundary∂Ω
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of Ω. On top of that,a, c ∈ L∞(Ω), β ∈ L∞(ΓM ), β, c ≥ 0 a.e., anda is
supposed to be uniformly positive. Then we know that there exists a unique
solutionu ∈ H1(Ω), u|ΓD

= 0. We also know very well, how to compute
discrete approximations ofu: Finite elements, finite volume methods, finite
differences on all kinds of grids and meshes offer a vast array of viable
schemes.

Almost the same holds true for the linear Maxwell’s equations, here
stated in the time domain with first order absorbing Silver-Müller boundary
conditions

curlE = − d
dtB

curlH = d
dtD + J

,

,

B = µH

D = εE
in Ω ⊂ R

3 ,(2)

E × n = 0 onΓD , H × n = 0 onΓN , E × n =
√
µ

ε
Ht onΓM .

Here, the material parametersµ, ε ∈ L∞(Ω) are uniformly positive and
J is a solenoidal exciting current. Of course, some initial values at time
t = 0 have to be provided to complete the statement of the problem. The
existence of unique solutions forE andH inC1([0;T ],H(curl ;Ω)) can be
established [56,43]. Scores of spatial and temporal discretization schemes
for (2) and related models have been designed (see e.g. [62,41,68]).

At first glance the second order linear boundary value problems (1) and
(2) have precious little in common. Yet, appearances are deceptive, because
they both fit the framework provided by the calculus of differential forms.
The tenet is that regarding the quantities occurring in (1) and (2) as plain
vectorfieldsand functions is grosslymisleading.Rather, physics tells uswhat
their true nature is: Some, likeB, D, andagradu are measured as fluxes
through surfaces. Others likeE are expressed through integrals along paths,
and, finally, foru point valuesmake sense. In sum, all these quantities should
be regarded asdifferential forms, mappings assigning values to oriented
manifolds of different dimensions.

Among physicists this is widely appreciated, in particular in the case of
Maxwell’s equations. Among numerical analysts the statement might only
prompt a shrug: What can we benefit from this theory that might supply
us with a neat, trim, and unified way to state the problems, but offers lit-
tle tangible hint on how to solve them numerically? The main message I
want to send in this paper is that there is a substantial benefit both for the
design, understanding, and error analysis of discretization procedures. I am
by no means the first to make this point. I would like to mention Matiussi
[45], Tonti [65], Dezin [28], Shashkov [38,39], Chew [21,64], and, most
prominently, Bossavit [5–7,9–11,63]. Whereas the foundation is borrowed
from these works, I am setting out to build upon it ageneral unifying frame-
work for the quantitative analysis of a wide class of finite element and finite



Discrete Hodge operators 267

volume schemes. In a sense, the present paper supplements the previous
conceptual works by what is cherished as “rigorous analysis”. In addition,
many relationships between different methods will be disclosed, widening
the scope of techniques originally developed for only one type of method.

The abstract perspective can also help untangle different aspects of the
problem of discretization that are often lumped together in the traditional
analyses of specialmethods: First, topological andmetric aspects are cleanly
separated. Secondly, it is revealed that different sources of error, approxima-
tionerrors, consistencyerrors,and lackof stability, lead to the total discretiza-
tion error. Thirdly, different notions of discretization error are immediately
suggested, nodal errors of degrees of freedom, energy norms of nodal errors,
and errors in the total energies.

It should bementioned that efforts are beingmade to exploit the approach
of this paper for the sake of object oriented code development in computa-
tional electromagnetism [63]. This idea hasmotivated attempts to extend the
abstract framework beyond exterior calculus toward a more general tensor
calculus [34].

Admittedly, there is a price tag on generality. The results I am getting
may be weaker than those obtained through more specialized techniques. In
addition, quite a few cumbersome details may still be left to work out for
specific schemes. However, the sheer scope of the method compensates for
these drawbacks. It can also serve as a reliable guide to the construction of
appropriate schemes.

The paper is organized as follows: In the next section I give a brief sur-
vey of exterior calculus. For details I refer the reader to the monographs
[20] and [40] and to the lucid exposition in [11,12] and [19, Ch. IV]. We
will learn how differential forms help separate topological and metric de-
pendent aspects of the boundary value problems. The third section reviews
discrete differential forms, i.e., finite elements for differential forms. The
fourth section introduces the key concept of discrete Hodge operators and
gives a purely algebraic characterization. Similar, though more restricted,
approaches to the construction of discrete Hodge operators are pursued in
[63] and [64, Sect. VII]. The fifth section studies examples of discreteHodge
operators. In particular, the focus is on finite volume methods. Using only a
few basic algebraic properties of discrete Hodge operators, abstract bounds
for the energies of the discretization errors are established in the sixth sec-
tion. This is further pursued in the case of concrete schemes in the seventh
section.

2 Exterior calculus

In the most general sense,Ω may be a (piecewise) smooth oriented and
boundedn-dimensional Riemannian manifold,n ∈ N, with a piecewise
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Table 1. Relationship between differential forms (top line: 0-forms, bottom line: 3-forms)
and vectorfields forn = 3 (v,v1,v2,v3 ∈ R

3) (cf. [12])

Differential form Related functionu/vectorfieldu

x �→ {() �→ ω(x)} ω(x) = u(x)
x �→ {v �→ ω(x)(v)} ω(x)(v) = 〈u(x),v〉

x �→ {(v1,v2) �→ ω(x)(v1,v2)} ω(x)(v1,v2) = 〈u(x),v1 × v2〉
x �→ {(v1,v2,v3) �→ ω(x)(v1,v2,v3)} ω(x)(v1,v2,v3) = u(x) det(v1,v2,v3)

smooth boundary. To stick to familiar ground I amconsidering only bounded
domains in the oriented Euclidean affine spaceA(Rn). Everything can be
easily adapted to manifolds. A differential formω of orderl, 0 ≤ l ≤ n, is a
mapping fromΩ into the

(
n
l

)
-dimensional space of alternatingl–multilinear

forms onR
n [20, Sect. 2.1]. In the sequel,Dl

k(Ω) stands for the space of
l-forms onΩ of classCk. After an orientation and inner product inRn has
been chosen, they can be used to define an isomorphismbetweenl forms and
vectorfieldsΩ 
→ R

N ,N :=
(
n
l

)
. The usual identification inR3 is depicted

in Table 1. Please note that forms of different order permit a description via
vectorfields (“vector proxies”) of the same type.

A fundamental concept in the theory of differential forms is theinte-
gral of ap-form over a piecewise smoothp-dimensional oriented manifold.
Through integration a differential form assigns a value to each suitableman-
ifold,modeling the physical procedure ofmeasuring a field.WewriteDl(Ω)
for the vector space ofl-forms onΩ, whose integrals exist for any compact
piecewise smooth orientedl-submanifold ofΩ. Note that point values may
not make sense for forms inDl(Ω).

From alternatingl-multilinear forms differentiall-forms inherit the exte-
rior product∧ : Dl

0(Ω)×Dk
0(Ω) 
→ Dl+k

0 (Ω), 0 ≤ l, k, l+ k ≤ n, defined
in a pointwise sense. We note the property

ω ∧ η = (−1)lkη ∧ ω , ω ∈ Dl
0(Ω), η ∈ Dk

0(Ω) .(3)

Another crucial device is the exterior derivatived , a linear mapping
from differentiablel-forms intol+ 1-forms. In three dimensions, given the
identification of forms and vectorfields from Table 1, the exterior deriva-
tive defines the conventional differential operatorsgrad, div, andcurl for
0-forms through 2-forms, respectively. A fundamental fact about exterior
differentiation is thatddω = 0 for any sufficiently smooth differential form
ω. In addition, Stokes’ theorem makes it possible to define the exterior
derivativedω ∈ Dl+1(Ω) of ω ∈ Dl(Ω). A main result about the exterior
derivative is the integration by parts formula [40, Sect. 3.2]∫

Ω

dω ∧ η + (−1)l

∫
Ω

ω ∧ dη =
∫

∂Ω

ω ∧ η(4)
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for ω ∈ Dl
1(Ω), η ∈ Dk

1(Ω), 0 ≤ l, k < n − 1, l + k = n − 1. Here, the
boundary∂Ω is endowed with the induced orientation.

The tracetΣω of anl-formω ∈ Dl(Ω), 0 ≤ l < n with respect to some
piecewise smoothn− 1-dimensional submanifoldΣ ⊂ Ω̄ yields anl-form
onΣ [40, Sect. 1.10]. It commutes with the exterior product and exterior
differentiationdtΣω = tΣdω for ω ∈ Dl

1(Ω). Please note that forn = 3
the tangential tracesu×n and normal traces〈u,n〉 of a vectorfieldu realize
tΣ for the vector representatives of1-forms and2-forms, respectively [13,
Sect. 1.2].

It is important to be aware that all the concepts are genuinely affine and
metric-invariant. This does not apply to the so-calledHodge-operators�α,
linearmappings of continuousl-forms into(n−l)-form. For their definition,
which depends on a Riemannian metricα onΩ, I refer to [40, Sect. 1.4]
or [9, Sect. 4.5]. As one of the many properties of Hodge operators let me
mention that for continuousl-forms�α ◦ �1/α = (−1)ln−l [40, Sect. 1.8],
i.e. the Hodge operators are invertible.

Hodge operators define inner products on the continuousl-forms via
(ω, η)α :=

∫
Ω ω ∧ �αη. Write ‖·‖0 for the induced norm with respect to

the Euclidean metric and define the Sobolev spacesHl(d,Ω) of l-forms on
Ω as completion of the spaces of smoothl-forms with respect to the norm
(‖·‖2

0 + ‖d ·‖2
0)

1
2 (see [40, Ch. 3]). From what has been explained above,

it is immediate that these spaces are isometrically isomorphic toH1(Ω),
H(curl ;Ω), andH(div;Ω), respectively, in the casen = 3. Moreover,
Sobolev spaces of formswith vanishing traces on parts of∂Ω can be defined
as usual.

Eventually, we are in a position to cast the boundary value problems (1),
(2) (and many more) into the calculus of differential forms: Various second
order (initial)-boundary value problems turn out to be special cases of

I: Elliptic

du = (−1)lσ

dj = −ψ + φ

II: Parabolic

du = (−1)lσ

dj = − d
dtψ + φ

III: Hyperbolic

du = (−1)l d
dtσ

dj = − d
dtψ + φ

tDu = 0 onΓD , tN j = 0 onΓN

j = �ασ , ψ = �γu in Ω

tM j = (−1)l−1 �Γ
β tMu onΓM .

(5)

Hereα, γ are fixed Riemannian metrics onΩ andβ is one onΓM . The
operatorstD, tN , and tM designate the traces onto the respective parts
of the boundary. The functionu is to be a (time-dependent)(l − 1)-form,
0 < l ≤ n, and this fixesσ as anl-form, j as am-form, m := n − l,
andφ, ψ have to be(m + 1)-forms.φ plays the role of a source term. Of
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course, a complete statement of the time-dependent problems in (5) entails
specifying appropriate initial values. I amusing different typefaces for forms
of different order, yet no convention is introduced to designate, in particular,
0-forms, 1-forms, etc.

When I speak of solutions of the problems of (5), I have in mind weak
solutions: For (5,I) we seek a uniqueu ∈ Hl−1(d,Ω) such that for all
v ∈ Hl−1(d,Ω)

(du, dv)α + (u, v)γ + (tMu, tMv)β =
∫
Ω

φ ∧ v ,(6)

where the boundary conditions foru have to be incorporated intoHl−1(d,
Ω). Having foundu from (6),σ ∈ Hl(d,Ω), j ∈ Hm(d,Ω), andψ ∈ Hm+1
(d,Ω) are defined, too. For the time-dependent problems (5,II) and (5,III)
weak solutionsu ∈ C1([0;T ],Hl−1(d,Ω)) andu ∈ C2([0;T ],Hl−1(d,
Ω)) can also be found, provided that the initial values are smooth enough.

The boundary value problem (1) emerges from (5,I) as the casel = 1,
when we regard the functionf as a representation of the 3-formφ and use
the coefficient functionsa andc to define the metricsα andγ, respectively.
Forn = 3, l = 2 (5,I) agrees with an elliptic problem inH(curl ;Ω), and
for n = 3, l = 3 we recoverH(div;Ω)-elliptic boundary value problems.

It is also straightforward how to express Maxwell’s equations (2) in
exterior calculus: The electric fieldE is a representative of the 1-formu,B
is related to the 2-formσ,H is a vector proxy forj, andD corresponds toψ
in (5,III). The relationships of the metrics and the electrodynamic material
parameters should be obvious. In the casel = 0 we get the standard wave
equation from (5,III).

A key observation is that the top three lines in (5) do not involve any
metric. They represent the topological relationshipsunderlying theboundary
value problems. I will refer to them asequilibrium equations(topological
field equations in [64]). On top of that, the two equilibrium equations are
not directly coupled. One may view them as equations for different kinds of
differential forms: “ordinary” forms and twisted forms [19,9,64]. The link
between theequilibriumequations is establishedby theconstitutive relations
(material laws, metric field equations [64]) that fundamentally depend on
metrics.

Remark 1Sometimes it makes sense to admitγ = 0, in particular, when
l = 1, in order to cover pure diffusion problems. I am not going to dwell on
this special case, but occasional remarks will hint how to adapt my consid-
erations. It is important to note thatγ = 0 might forfeit uniqueness ofu in
(6), but one still has a unique solution forσ andj.

Remark 2Maxwell’s equations permit an even more concise formulation
through an exterior calculus that treats space and time alike [27,2], i.e.,
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n = 4. Yet, then indefinite “metrics” pop up that are beyond the scope of
the present paper.

3 Discrete differential forms

When asking for a discrete solution of (5) one should not settle for less
than valid differential forms approximating some or all of the unknowns.
Thus I opt for conforming approximation by discrete differential forms of
appropriate order.

Definition 1 A sequence of spacesW l, 0 ≤ l ≤ n, providesdiscrete dif-
ferential formsonΩ, if W l ⊂ Dl(Ω) for all 0 ≤ l ≤ n, dW l ⊂ W l+1 for
0 ≤ l < n, all the spacesW l have finite dimension, and there is a linear
mappingI l

h : Dl(Ω) 
→ W l satisfying thecommuting diagram property
dI l

hω = I l+1
h (dω) for all ω ∈ Dl(Ω), 0 ≤ l < n (see e.g. [63, Sect. IV]).

In the sequel I take for granted that the corresponding discrete differential
forms comply with the boundary tracestN j = 0 andtDu = 0 stated in (5).

In practice, theW l are constructed as finite element spaces. In particular,
the discrete differential forms are usually based upon some mesh (tessella-
tion, cell complex) ofΩ (cf. [64, Sect. IV])

Definition 2 For any 0 ≤ k ≤ n denote byFk a collection of piecewise
smooth oriented contractiblek-dimensional submanifolds (k-faces) con-
tained inΩ̄ such that

– for distinct faces their interiors are disjoint regardless of dimension.
– the intersection of the closures of any two faces of any dimensions coin-
cides with the closure of one and only one other face.

– the boundary of eachk-face,1 ≤ k ≤ n, is the union of a finite number
of (k + 1)-faces.

– the union of the closures of alln-faces is equal tōΩ.

Then{Fk}n
k=0 forms ameshTh ofΩ, andFn is the set of its cells.

The boundary partsΓN , ΓD, andΓM are to be composed of entire faces of
elements. Thus, by plain restriction of a mesh ofΩ we get meshes ofΓN ,
ΓD, andΓM . By dropping all faces contained in the closure ofΓD (ΓN ) we
end up with the so-calledΓD(ΓN )-active mesh. Examples of valid meshes
are the customary finite element triangulations in the sense of [22].

I should stress that it is by no means trivial to conceive finite element
spaces satisfying the above requirements on discrete differential forms.Nev-
ertheless, such spaces are known for a variety of meshes. Most prominently,
I would like to cite theWhitney formsfirst introduced as a theoretical tool in
differential geometry [69,50,29]. Whitney forms provide discrete differen-
tial forms of all orders on simplicial meshes in any dimension. Integrals over
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l-facesof themeshareusedasdegreesof freedomforW l,0 ≤ l ≤ n. In three
dimensions they agree with theH(div;Ω) andH(curl ;Ω)-conforming fi-
nite elements introduced by Néd́elec in [51], in 2D we get the so-called
Raviart-Thomas elements [55,18]. Extensions of Whitney forms to Carte-
sian meshes (cf. [51]), and hybrid meshes [32,24,30] in 3D are known. The
vector proxies of simplicial Whitney forms are at most linear in each com-
ponent, but spaces with the same properties (but more complicated degrees
of freedom) can be constructed that accommodate higher polynomial de-
grees [35,51,48,17,26]. Transformations permit us to extend the schemes
to triangulations with curved faces. With all these constructions we may
use nodal projections relying on the finite element degrees of freedom to
defined the mappingsI l

h. By construction they possess the commuting dia-
gram property.

In the sequel we only consider (generalized)Whitney-forms, i.e. discrete
differentiall-forms,whose degrees of freedomare supplied by integrals over
thel-faces of the mesh. Mainly for the sake of simplicity, because the basic
considerations carry over to higher order elements, as well. However, we
admit rather general meshes according to definition 2. The only restriction
should be that any cell can be split into a few (curved) simplices. Hence, for
complicated shapes of elements we can come up with composite Whitney
elements.

For each spaceW l we pick the basis dual to the set of degrees of freedom
and assume a numbering of the basis functions. Thus, a differential form
uh ∈ W l is uniquely characterized by its coefficient vectoru ∈ Cl, where
we have abbreviatedCl := R

Nl ,Nl := dimW l (number of activel-faces).
Coefficient vectors will be written in bold print and discrete differential
forms are tagged by a subscript h. The latter can also be seen as a mapping
assigning a differential form inW l to some coefficient vector∈ Cl. This
induces amatrix representation for all linear operators on the spacesW l, l =
0, . . . , n. For instance, we writeDl ∈ R

Nl+1×Nl for the matrix representing
the exterior derivatived : W l 
→ W l+1. These matrices turn out to be the
incidencematrices of the active mesh [7,52,54,13], e.g.,Dl is the incidence
matrix of oriented activel-faces and active(l + 1)-faces. Both from this
background andd ◦ d = 0 we can concludeDlDl−1 = 0, l = 0, . . . , n− 2
[7, Ch. 5].

Whitney forms on the boundary meshes naturally emerge as traces of
forms inW l. They inherit those degrees of freedom ofW l that are associ-
ated withl-faces of the respective part of the boundary [35]. It goes without
saying that the (linear) trace operatorstD, tN , andtM possessmatrix repre-
sentations, too. Thanks to the construction, the values of d.o.f. for the trace
tuh, uh ∈ W l agree with certain components ofu. Thus, the matrices re-
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lated to the discrete traces have 1s only on particular locations on the main
diagonal. I choose the symbolT for these matrices.

Now, we are already able to come up with the discrete equilibrium equa-
tions

(I) : Dl−1u = (−1)lσ , Dmj = −ψ + φ ,

(II) : Dl−1u = (−1)lσ , Dmj = − d
dtψ + φ ,

(III) : Dl−1u = (−1)l d
dtσ , Dmj = − d

dtψ + φ .

(7)

Here,φ is the coefficient vector of some suitable interpolant of the source
term φ ∈ Dn(Ω). The reader should be aware that whatever features of
the equations arise from the equilibrium equations alone are preserved in
the discrete setting. For instance, we get for the solutions of the discrete
wave equation (7,III)dσh = 0 for all times if dσh|t=0 = 0, and “charge
conservation”− d

dtdψh = −dφ. By (4), “energy conservation” follows for
the discrete quantities in the stationary case: For any oriented control volume
Ω′ ⊂ Ω∫

Ω′

(σh ∧ jh + uh ∧ ψh) =
∫
Ω′

uh ∧ φh + (−1)l

∫
∂Ω′

σh ∧ jh .

In short, thanks to discrete differential forms we automatically achieve dis-
crete models that inherit most of the global features of the original problem
(cf. [42,21] for a discussion of Maxwell’s equations and [39] for discrete
decomposition theorems).

Remark 3The discrete equilibrium equations (7) could also have been de-
rivedasnetworkor latticeequations [13,21,68] byapplyingStokes’ theorem
directly to faces of the mesh in the spirit of a finite volume approach. Yet,
my point is that discrete differential forms are indispensable when trying to
assess the approximation properties of discretization schemes. This will be
elucidated in the remaining sections.

4 Discrete Hodge operators

The Hodge operators defy a straightforward discretization in the spaces of
discrete differential forms: Consider the example of a discrete 1-formω in
threedimensions (“edgeelements”): Its vector proxyuneedsonly sport only
tangential continuity [51]. Its normal components on interelement faces are
may jump. Given the relationship expressed in Table 1, the Hodge operator
belonging to the Euclidean metric leaves vector proxies invariant, i.e. the
(twisted) 2-form�ω is also described byu. If F is a face, at which the
normal component ofu has a jump, it is not possible to calculate the degree
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of freedom
∫
F �ω =

∫
F 〈u,nF 〉 dS: This reveals that�ω fails to supply a

proper discrete 2-form on the same mesh.
Thus, when embracing discrete differential forms, one inevitably stum-

bles across the issue of a discrete Hodge operator [63,42,25,14]. Its con-
struction is outside the scope of the canonical discrete exterior calculus. This
is not a nuisance, but leaves us with ample choices (cf. the introduction of
[13]).

First, we recall that the two distinct equilibrium equations are not linked
at all. So there is no reason, why both equilibrium equations should be
discretized via the same family of discrete differential forms:

In general, the two equilibrium equations can be discretized on dif-
ferent unrelatedmeshes ofΩ, calledprimarymeshTh andsecondary
meshT̃h.

I stress that absolutely no relationship between these two meshes is stipu-
lated. The terms “primary” and “secondary” must not even insinuate some
precedence. I adopt the convention that all symbols related to the secondary
meshwill be labeled by a tilde. This applies tomatrices acting on coefficient
vectors of discrete differential forms on the secondary mesh, too.

Basically, discrete versions of the Hodge operators occurring in (5) have
to establish linear mappings between spaces of discrete differential forms
based on possibly different meshes. Thus, we get the following generic
discrete form for a material law linking an ordinaryl-formw and a twisted
m-form ω:

�µw = ω

�
(−1)ln−l �1/µ ω = w

 discretize−→


Ml

µw = K̃l
mω

or
(−1)ln−l M̃m

1/µω = Km
l w ,

(8)

with yet obscure matricesMl
µ, M̃

m
1/µ, andKm

l , K̃
l
m. In an obvious fashion,

the various indices are related to the order of differential forms on whose
coefficient vectors the matrices act. Note that the discrete versions of the
equivalent continuousmaterial laws neednot remain equivalent as explained
in [64, Sect. VII]. I dub the upper discrete material law “primary”, the lower
“secondary”.

These matrices have to satisfy no more than a few simplealgebraic
requirements:

A: BothMl
µ ∈ R

Nl,Nl andM̃m
1/µ ∈ R

Ñm,Ñm are to be square, symmetric,

and positive definite matrices, whereNl := dimW l, Ñm := dim W̃m.
B: For all 0 ≤ l,m ≤ n such thatl + m = n, the “pairing matrices”

Km
l ∈ R

Ñm,Nl andK̃l
m ∈ R

Nl,Ñm fulfill

Km
l = (−1)lm(K̃l

m)T ⇐⇒ K̃l
m = (−1)lm(Km

l )T .(9)
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C: The exterior derivatives and pairing matrices are connected by

(Dl−1)TK̃l
m = (−1)l K̃l−1

m+1D̃
m + (Tl−1

Γ )TK̃l−1
m,Γ T̃m

Γ(10)

for all 0 < m, l < nwith l+m = n. Here, we denote bỹKl
m,Γ a pairing

matrix acting on degrees of freedom on the boundary partΓM . Using
(9), (10) translates into

(D̃m)TKm+1
l−1 = (−1)m+1Km

l Dl−1 + (T̃m
Γ )TKm

l−1,Γ Tl−1
Γ .(11)

A motivation for these requirements is based on the concept of weak so-
lutions of (5), because this involves a “weak interpretation” of the Hodge
operator, given by

�µw = ω

�
(−1)ln−l �1/µ ω = w

 :⇐⇒


(w, η)µ =

∫
Ω

ω ∧ η

� ∀η ∈ Hl(d,Ω)

(−1)ln−l (ω, v)1/µ =
∫
Ω

w ∧ v

∀v ∈ Hm(d,Ω) .

(12)

Obviously, the matricesMl
µ andM̃m

1/µ from (8) should give rise to discrete
analogues of the inner products(·, ·)µ and (·, ·)1/µ. In other words, they
should resemble “mass matrices”, in finite element parlance, or ensure reci-
procity of the discrete formulation, in physical terminology, respectively.
This justifies requirementA. The pairing matricesKm

l andK̃l
m somehow

approximate
∫
Ω ω∧ η and

∫
Ω w∧ v. Then (3) inspiresB. Finally, accepting

the preceding interpretations of the matrices,C is a discrete version of the
integration by parts formula (4), since it means

(Dl−1u)TK̃l
mv = (−1)l uTK̃l−1

m+1D̃
mv + (Tl−1

Γ u)TK̃l−1
m,Γ T̃m

Γ v .(13)

for all u ∈ Cl−1, v ∈ C̃m.
Let us assume that we have found a discrete Hodge operator according to

the above specifications. Nevertheless, we cannot be sure that the resulting
linear system of equation has a solution at all. Most strikingly, the number
of unknowns and equations need not agree. To end up with a square linear
system of equations we have to get rid of some of the unknowns by means
of (10), (11) and the material laws. I first consider (7) and discuss some
variants of choosing the discrete Hodge operators. I start with listing the
formal discrete constitutive laws that might be used in the discretization of
(5):

Primary:


Ml

ασ = K̃l
mj (a)

Ml−1
γ u = K̃l−1

m+1ψ (b)
Ml−1

β,Γ Tl−1
Γ u = (−1)l−1 K̃l−1

m,Γ T̃m
Γ j (c)

(14)
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Secondary:


M̃m

1/αj = (−1)mn−m Km
l σ (a)

M̃m+1
1/γ ψ = (−1)(l−1)(n−1) Km+1

l−1 u (b)

M̃m
1/β,Γ T̃m

Γ j = (−1)(l−1)(n−1) Km
l−1,Γ Tl−1

Γ u (c)

(15)

I only discuss thestationary case. It goeswithout saying that exactly the same
eliminations can be performed in the case of time-dependent problems.

1.Primary elimination:Using only primary discrete Hodge operators (14a),
(14c) and (7), (10) we get

(Dl−1)TMl
αDl−1u = (Dl−1)T(−1)lMl

ασ = (−1)l(Dl−1)TK̃l
mj =

= K̃l−1
m+1D̃

mj + (−1)l(Tl−1
Γ )TK̃l−1

m,Γ T̃m
Γ j =

= K̃l−1
m+1(−ψ + φ) − (Tl−1

Γ )TMl−1
β,Γ Tl−1

Γ u =

= −Ml−1
γ u − (Tl−1

Γ )TMl−1
β,Γ Tl−1

Γ u + K̃l−1
m+1φ .

We arrive at a linear system of equations

(Dl−1)TMl
αDl−1u + Ml−1

γ u + (Tl−1
Γ )TMl−1

β,Γ Tl−1
Γ u = K̃l−1

m+1φ(16)

for the unknown coefficientsuwith a symmetric positive definite coefficient
matrix. If γ �= 0, it has a unique solution. Even ifγ = 0, at leastDl−1u can
be uniquely determined. Two more important facts have to mentioned: To
beginwith, the secondary spaces doonlyaffect the right hand sidẽKl−1

m+1φof
the final system. In other words, the choice of the secondary mesh is totally
irrelevant as regards the ultimate systemmatrix. Secondly, in the process of
elimination we irretrievable lost information about the secondary unknowns
σh andψh, unless the pairing matrices are invertible.

2.Secondary elimination:We exclusively rely on secondary discrete Hodge
operators (15b), (15c) along with (7), (11):

M̃m
1/αj = (−1)n(m+1)Km

l Dl−1u

= (−1)(n−1)(l−1)((D̃m)TKm+1
l−1 u − (T̃m

Γ )TKm
l−1,Γ Tl−1

Γ u)

= (D̃m)TM̃m+1
1/γ ψ − (T̃m

Γ )TM̃m
1/β,Γ T̃m

Γ j

Introducing the auxiliary unknownζ := M̃m+1
1/γ ψ = (−1)(l−1)(n−1)Km+1

l−1 u
we get the saddle point problem(

M̃m
1/α + (T̃m

Γ )TM̃m
1/β,Γ T̃m

Γ −(D̃m)T

−D̃m −(M̃m+1
1/γ )−1

)(
j
ζ

)
=
(

0
−φ
)
.(17)

As the diagonal blocks are positive and negative definite, respectively, this
linear system has a unique solution (cf. [18]). In the case of vanishingγ we
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just define the auxiliary unknown asζ := Km+1
l−1 u and still get uniqueness

for j. Parallel to the purely primal case we observe that no trace of the
primary discrete spaces is left. As above, in general we cannot solve for the
primary unknownsu andσ.

3.Hybridelimination:BothprimaryandsecondarydiscreteHodgeoperators
are used for the sake of eliminating unknowns. For example, if we use
primary representations (14a), (14c) for the material lawsj = �ασ and
tM j = (−1)l−1 �Γ

β tMu, but the secondary version (15b) forψ = �γu we
get

(Dl−1)TMl
αDl−1u+(Tl−1

Γ )TMl−1
β,Γ Tl−1

Γ u+ K̃l−1
m+1(M̃

m+1
1/γ )−1Km+1

l−1 u =

= K̃l−1
m+1φ .

Again, we have obtained a positive semidefinite system of linear equations
for the unknown vectoru, in which both meshes shine through. Yet, even if
γ �= 0 the system matrix need not be regular. At least a unique solution for
σ := (−1)lDl−1u is guaranteed. On the other hand, the elimination might
have squandered any information aboutj.

5 Examples

The most natural way to define the matrices in (8) is to plug in the bases of
the spaces of discrete differential forms in the variational definitions from
(12). This may be dubbed thefinite element approach: ThematricesM∗∗, M̃∗∗
become exact mass matrices. I should point out that primary elimination
yields (almost) the same system of linear equations (16) as the primal finite
element Galerkin method. The only exception might be a modified right
hand side. By secondary elimination we get the linear saddle point problem
(17) of the dual mixed finite element Galerkin method (cf. [18]). Hitherto
unknown problems arise from hybrid eliminations.

In the case of the finite element approach all the requirements stated
for the matrices in the previous section are automatically satisfied. Since
we are free to pick any primary and secondary mesh, the pairing matrices
are not square in general. In particular, there is no reason, why they should
be invertible and information about some eliminated unknowns cannot be
recovered.

A bijective relationship between primary and secondary unknowns is the
rationale behind the second class of methods. It can be achieved by using a
dual secondary mesh [13].

Definition 3 Two meshes̃Th andTh covering ann-dimensional manifold
are called (topologically) dual to each other ifLT

l = (−1)lLn−l+1, 0 ≤ l <
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n, whereLl and Ll are the incidencematrices of orientedl- and(l+1)-faces
of Th andT̃h, respectively.

In [64, Sect. V] the relationships between an externally oriented dual mesh
and twisted differential forms is thoroughly discussed, but I will not dwell
on this subject. Just note that for dual meshes the numbers ofl-faces of one
mesh and those of(n − l)-faces of the other mesh must be equal. More
precisely, the secondary meshT̃h is chosen such that

1. the restriction of̃Th to the interior ofΩ is dual to the entire meshTh.
2. the restriction of̃Th andTh to the boundary∂Ω are dual to each other.

Thanks to duality, we can assume a one-to-one correspondence between
l-faces ofTh and interiorn − l-factes ofT̃h. Similarly, we may associate
boundaryl-faces,0 ≤ l < n, of Th and(n − 1 − l)-faces ofT̃h on ∂Ω. If
Th is ΓD-active, anl-face ofT̃h is active, i.e., it bears a d.o.f., if one of the
following alternatives applies:

1. Either it is contained in∂Ω \ Γ̄N and associated with an active primary
(n− 1 − l)-face ofTh,

2. or it is located insideΩ and belongs to an active primary(n− l)-face.

ΓD andΓN may switch roles depending on which unknowns are discretized
on the primary mesh. Figure 1 sketches an example of two dual grids in two
dimensions. It reveals that the dual mesh may fail to comply with the parti-
tioning of the boundary. This can be cured by confining a degree of freedom
to only a part of a boundary face. IfΓM = ∅, there is no active(n− 1)-face
of T̃h on the boundary. The numbering of interiorl-faces ofT̃h is induced
by the numbering of primary(n− l)-faces via duality. Boundary faces ofT̃h

are numbered last. Then the intimate relationship between discrete exterior
derivatives and incidence matrices shows that for0 < m, l < n, l+m = m

(Dl−1)T (ENl
,O) = (−1)lENl−1D̃

m + (Tl−1
Γ )TT̃m

Γ .(18)

�D

�N

“partial” face

Fig. 1. Primal and dual grid in two dimensions. The bullets represent active vertices of the
primary grid, the edges←→ active boundary faces of the secondary grid
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HereEN stands for aN ×N identity matrix, andO denotes a zero block of
dimensionNl × ÑΓ

m, with Ñ
Γ
m the number of active boundarym-faces of

T̃h. A glance at (13) and (10) shows that we can choose

K̃l
m := (ENl

,O) , K̃l−1
m+1 := ENl−1 , K̃l−1

m,Γ := EÑΓ
m
,(19)

and abide by requirementC at the same time. IfΓM = ∅, the zero block
disappears and the pairing matrices reduce to (signed) identity matrices. In
any case, the dual unknownsj andψ can be calculated fromσ,u, no matter
which discrete Hodge oerator is used.

Examples for dual meshes are supplied by the usual covolumes (boxes)
used in finite volume schemes [33]. Well known are the circumcentric dual
Voronoi meshes of a Delauney tesselation and the barycentric dual meshes
of the box method. This is why I chose to call the methods of this second
classgeneralized finite volume methods. As a special subclass they include
covolume methodsdistiguished by the use of diagonal approximate mass
matrices and orthogonal dual meshes [53,54].

Let us for simplicity assumeΓM = ∅. Then the discrete material laws
for generalized finite volume methods read

Ml
ασ = j or (M̃m

1/α)−1σ = j ,(20)

Ml−1
γ u = ψ or (M̃m+1

1/γ )−1u = ψ .(21)

In short, all discrete material laws can be viewed as both a primary and
secondary version. This makes it possible to proceed with both primary
and secondary elimination. We end up with linear systems of equations for
primary or secondary unknowns only and draw an important conclusion:

Corollary 1 Generalized finite volume methods combined with either pri-
mary or secondary elimination lead to linear systems of equations that also
arise from a primal or mixed-dual finite element discretization employing
some approximation of the mass matrices and source term.

Thus, the study of generalized finite volumemethod canexploit the powerful
tools of finite element theory. This generalizes the results of [33,3], where
the casen = 2, l = 1 and its links with the primal Galerkin finite element
method were thoroughly investigated. In [4,57] the connection with a dual
mixed Galerkin scheme with lumped mass matrix was explored. Covolume
schemes for Maxwell’s equations [67,68,70,66] can also be analyzed from
this perspective [15]. Eventually, knowledge about the underlying discrete
differential forms offers a recipe for the natural reconstruction of fields from
the degrees of freedom. Thanks to the canonical transformations of discrete
differential forms [35] this is useful even for distorted elements as in [61].
Ultimately, awareness of basic requirements for discrete Hodge operators
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reveals causes for instability of finite volume schemes and leads to remedies
[58].

Another conclusion is that a finite volume method can be completely
specified by prescribing some procedure to compute the (approximate)
mass matrices and the right hand side. Conversely, Galerkin finite element
schemes can be viewed as finite volume methods (cf [63]). Thus we learn
how to recover approximations to quantities that have been dumped in the
process of primary or secondary elimination (cf. [8]).

Also themethod of support operators(mimetic finite differences) [59,
60] can be seen as a special finite volume approach to the construction
of discrete Hodge operators. Using only discrete differential forms on a
primary grid [38], it focuses on Hodge codifferentialsd∗ := (−1)nl−1 �
d� : Dl(Ω) 
→ Dl−1(Ω) [40, Sect. 3.2]. The construction of their discrete
counterpartsDl∗ : Cl 
→ Cl−1 is based on the variational characterization(
u,Dl−1v

)
0 =

(
Dl∗u,v

)
0 for allu ∈ Cl,v ∈ Cl−1. Special approximations

of the inner products are employed to this end [37].

Remark 4The discussion illustrates the basic limitation of finite volume
schemes to lowest order. If we had decided to use higher order discrete dif-
ferential forms, the matrices of the exterior derivative could not have been
identified as incidence matrices. Then it is very hard to come up with a suit-
able secondary mesh rendering the pairing matrices square and invertible.

6 Abstract error analysis

Wehave learned that often the error analysis can be carried out in a Galerkin
setting involving variational crimes (cf. [16, Ch. 6]). Yet, this is not possible
for all combinations of discrete material laws. Therefore, the error analysis
presented in this section forgoes the Galerkin option.

First, the stationary problem is considered. I start from the premises that
it is most natural to use the energy norm when gauging the discretization
error. An ambiguity arises, because, given discrete solutionsuh,σh, jh, ψh

we can either examine continuous energy norms of the error, e.g.

‖(u− uh,σ − σh)‖2
E := ‖σ − σh‖2

α + ‖u− uh‖2
γ + ‖u− uh‖2

β ,

‖(j − jh, ψ − ψh)‖2
Ẽ := ‖j − jh‖2

1/α + ‖ψ − ψh‖2
1/γ + ‖j − jh‖2

1/β ,

or discrete energy norms of the followingnodal errors

δu := u∗ − u , u∗ := I l−1
h u , δσ := σ∗ − σ , σ∗ := I l

hσ ,

δj := j∗ − j , j∗ := Ĩm
h j , δψ := ψ∗ −ψ , ψ∗ := Ĩm+1

h ψ .

What are meaningful discrete energy norms heavily hinges on the choice of
the discrete material laws.
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First,we tackle thecaseof thediscretestationaryboundaryvalueproblem
(5,I) when only primary discrete Hodge operators from (14) are used. This
fixes the relevant discrete energy norm

|(u,σ)|2E := |σ|2α + |u|2γ + |u|2β ,

|·|2α :=
〈
Ml

α·, ·
〉
, |·|2γ :=

〈
Ml−1

γ ·, ·
〉
, |·|2β :=

〈
Ml−1

β,Γ Tl−1
Γ ·,Tl−1

Γ ·
〉
.

First, in the spirit of [54], we observe that thanks to the commuting
diagram property of the nodal projection the discrete equilibrium laws are
free of consistency errors:

Dl−1δu = (−1)l δσ , D̃mδj = −δψ + δφ .(22)

Inwhat follows I assume thatδφ = 0, i.e.φ = Ĩm+1
h φ. If this is not the case,

one additional term enters the error bounds established below. In constrast to
(22), consistency errors lurk in the discrete material laws (cf. [64, Sect. VII]
and [67])

Ml
αδσ = K̃l

mδj + Rl ,(23)

Ml−1
γ δu = K̃l−1

m+1δψ + Rl−1 ,(24)

Ml−1
β,Γ Tl−1

Γ δu = (−1)l+1K̃l−1
m,Γ T̃m

Γ δj + RΓ ,(25)

with some residualsRl ∈ C1, Rl−1 ∈ C0, andRΓ ∈ C0
Γ . Based on (22)

and (13), we can estimate the discrete energy of the nodal errors〈
Ml

αδσ, δσ
〉

+
〈
Ml−1

γ δu, δu
〉

+
〈
Ml−1

β,Γ Tl−1
Γ δu,Tl−1

Γ δu
〉

=

=
〈
K̃l

mδj + Rl, (−1)l Dl−1δu
〉

+
〈
K̃l−1

m+1δψ + Rl−1, δu
〉

+

+
〈
(−1)l−1K̃l−1

m,Γ T̃m
Γ δj + RΓ ,Tl−1

Γ δu
〉

= 〈Rl, δσ〉 + 〈Rl−1, δu〉 +
〈
RΓ ,Tl−1

Γ δu
〉
.

Please note that the second terms on both sides do not occur in the case
γ = 0andanerror estimate foru remainselusive.Hardly surprising, because
there might not be a unique solution foru, unless special properties ofDl−1

(injectivity) are known. By the Cauchy-Schwarz inequality

|(δu, δσ)|E ≤
∣∣∣(Ml

α)−1Rl

∣∣∣
α

+
∣∣∣(Ml−1

γ )−1Rl−1

∣∣∣
γ

+
∣∣∣(Ml−1

β,Γ )−1RΓ

∣∣∣
β
.

Similar considerations apply, when solely secondary discrete Hodge op-
erators from (15) are employed. Then the suitable discrete energy norm is
given by

|(j,ψ)|2Ẽ := |j|21/α + |ψ|21/γ + |j|21/β ,
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|·|21/α :=
〈
M̃m

1/α·, ·
〉
, |·|21/γ :=

〈
M̃m+1

1/γ ·, ·
〉
, |·|21/β :=

〈
M̃m

1/β,Γ T̃m
Γ ·, T̃m

Γ ·
〉
.

Partly retaining the notations for the consistency errors, we can write

M̃m
1/αδj =(−1)mn−m Km

l δσ + Rm(26)

M̃m+1
1/γ δψ =(−1)(l−1)(n−1) Km+1

l−1 δu + Rm+1(27)

M̃m
1/β,Γ T̃m

Γ δj =(−1)(l−1)(n−1) Km
l−1,Γ Tl−1

Γ δu + RΓ ,(28)

with Rm ∈ C̃m, Rm+1 ∈ C̃m+1, andRΓ ∈ C̃m
Γ . Since (22) remains valid,

the following identity is established as above:〈
M̃l

1/αδj, δj
〉

+
〈
M̃l−1

1/γ δψ, δψ
〉

+
〈
M̃l−1

1/β,Γ T̃m
Γ δj, T̃

m
Γ δj
〉

=

= 〈Rm, δj〉 + 〈Rm+1, δψ〉 +
〈
RΓ , T̃m

Γ δj
〉
.

Other combinations of discrete material laws are treated alike. For the sake
of brevity, I am not elaborating on this. In sum, estimating the consistency
errors of the material laws is the key to controlling discrete energy norms
of nodal errors. The analysis of finite volume methods [53,54,49] is often
contentwith this goal, but I amnot.Discreteenergiesmight lackanyphysical
meaning, so that the focus should be on the exact energy norm. In the case
of primary discrete Hodge operators

‖(u− uh,σ − σh)‖E ≤ ‖(u− u∗
h,σ − σ∗

h)‖E + ‖(δuh, δσh)‖E

tells us that it is essential to havestability

‖(uh,σh)‖E ≤ C |(u,σ)|E ∀u ∈ Cl−1, σ ∈ Cl ,(29)

in order to get information about the energy of the total discretization error.
Here, the constantC > 0 should be independent of as much geometric
parameters of the mesh as possible. In the case of secondary discrete con-
stitutive laws, we proceed as above, replacing‖·‖E by ‖·‖Ẽ and|·|E by |·|Ẽ .

In addition, the energy of theprojection error‖(u− u∗
h,σ − σ∗

h)‖E has
tobebounded.This is theobjectiveof asymptotic finiteelement interpolation
estimates. Those rely on a Sobolev space setting and are largely based on
the Bramble-Hilbert lemma and affine equivalence techniques depending on
families of quasiuniform and shape regular meshes [16, Ch. 4], [22, Ch. 3].
In particular, for results on discrete 2-forms in two and three dimensions the
reader should consult [18]. Estimates for discrete 1-forms (n = 3) can be
found in [51], [31], [23], and [47]. It is important tobeaware that all estimates
hinge on assumptions on the smoothness of the continuous solutions.

In the case of finite difference or finite volume methods, one might
object that the spaces of discrete differential forms are “artificial” and so is
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the notion of a total discretization error. Yet, an approximation of the total
energy must always be available and the error in the approximation of the
total energy is well defined at any rate. For this error we get in the case of
primary discrete Hodge operators

‖(u,σ)‖2
E − |(u,σ)|2E = ‖(u,σ)‖2

E − ‖(u∗
h,σ

∗
h)‖2

E + ‖(u∗
h,σ

∗
h)‖2

E −
− |(u∗,σ∗)|2E + |(u∗,σ∗)|2E − |(u,σ)|2E

≤ ‖(u− u∗
h,σ − σ∗

h)‖E ‖(u+ u∗
h,σ + σ∗

h)‖E +
+ |(u∗ − u,σ∗ − σ)|E |(u∗ + u,σ∗ + σ)|E +

+ ‖(u∗
h,σ

∗
h)‖2

E − |(u∗,σ∗)|2E .

Even if the discretization error, the nodal error, and the projection error tend
to zero, the error in the energy need not, owing to the quantity‖(u∗

h,σ
∗
h)‖2

E −
|(u∗,σ∗)|2E . It can be regarded as a consistency error in the approximation
of themassmatrices. Hence, the quality of the approximation of the discrete
energy can serve as an acid test for the efficacy of a discretization scheme.

Remark 5Primary Hodge operators do not permit us to get error estimates
for dual quantities. However, the generalized finite volume methods are an
exception. For instance, in the caseΓM = ∅ the bound for|(δu, δσ)|E also
applies to〈

(M̃l
α)−1δj, δj

〉
+
〈
(M̃l−1

γ )−1δψ, δψ
〉

+
〈
(M̃l−1

β,Γ )−1T̃m
Γ δj, T̃

m
Γ δj
〉
.

This paves the way for coming to terms with‖(j − jh, ψ − ψh)‖2
Ẽ .

An abstract error analysis is also possible in the case of the wave equa-
tion following the strategy from [1]. (cf. [53], [49, Lemma 3.8]), and [46,
Thm. 2.1] for the treatment ofMaxwell’s equations). Here, only the semidis-
crete case without discretization in time is treated. Fully discrete schemes
are examined, e.g., in [44], [23], and [1]. I assuming that there is no nodal
error in the intial values, i.e.δu(0) = 0 andδj(0) = 0. In addition, a hybrid
choiceMl−1

γ u = K̃l−1
m+1ψ, M̃m

1/αj = (−1)mn−mKm
l σ, andMl−1

β,Γ Tl−1
Γ u =

(−1)l−1K̃l−1
m,Γ T̃m

Γ j of discrete material laws is employed. Then, using the
discrete equilibrium laws, the definitions of the consistency errors, integra-
tion w.r.t. time and applying the Cauchy-Schwarz inequality several times,
we end up with

max
0≤t≤T

1
2

(
|δj(t)|21/α + |δu(t)|2γ

)
≤ 3

T∫
0

∣∣∣(M̃m
1/α)−1Ṙm

∣∣∣2
1/α

+

+

T∫
0

∣∣∣(Ml−1
γ )−1Ṙl−1

∣∣∣2
γ
dt+

3
8

T∫
0

∣∣∣(Ml−1
β,Γ )−1RΓ

∣∣∣2
β
dt ,
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whereṘm := d
dtRm, Ṙl−1 := d

dtRl−1. For details the reader is referred to
the papers cited above and [36]. For the parabolic case and purely primal
discrete material laws we find

max
0<t<T

|δu(t∗)|2γ ≤ 6

T∫
0

∣∣∣(Ml−1
γ )−1Ṙl−1

∣∣∣2
γ

+
∣∣∣(Ml

α)−1Rl

∣∣∣2
α

+

+
∣∣∣(Ml−1

β,Γ )−1RΓ

∣∣∣2
β
dt .

The bottom line is that error analysis has to zero in on the consistency
errors, projection errors, and stability issues concerning the approximate
mass matrix in all cases.

7 Estimation of consistency errors

Let us study the consistency error termRl from (23) and find bounds for
the relevant primary norm

∣∣(Ml
α)−1Rl

∣∣
α
. As a consequence of (22), it is

immediate that∣∣∣(Ml
α)−1Rl

∣∣∣2
α

=
〈
Ml

α(σ∗ − ζ),σ∗ − ζ
〉
,(30)

where I setζ := (Ml
α)−1K̃l

mj∗. Note that by the definition of the weak
solution (cf. (12))(σ,η)α =

∫
Ω j ∧ η for all η ∈ Hl(d,Ω). Then

∣∣∣(Ml
α)−1Rl

∣∣∣
α

= sup
η∈Cl

〈
Ml

α(σ∗ − ζ),η〉
|η|α

=

= sup
η∈Cl

1
|η|α

(〈
Ml

ασ
∗,η
〉

−
〈
K̃l

mj∗,η
〉)

= sup
η∈Cl

1
|η|α

(〈
Ml

ασ
∗,η
〉

− (σ∗,ηh)α + (σ∗ − σ,ηh)α +

+
∫
Ω

j ∧ ηh −
∫
Ω

j∗h ∧ ηh +
∫
Ω

j∗h ∧ ηh −
〈
K̃l

mj∗,η
〉)

≤ sup
η∈Cl

〈
Ml

ασ
∗,η
〉− (σ∗

h,ηh)α

|η|α
+ sup

η∈Cl

∫
Ω

j∗h ∧ ηh −
〈
K̃l

mj∗,η
〉

|η|α
+

+ sup
η∈Cl

‖ηh‖α

|η|α
·
(
‖σ − σ∗

h‖α + ‖j − j∗h‖1/α

)
.
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The first two terms are typical consistency errors, as they occur in estimates
for finite element schemeswith numerical quadrature [16, Ch. 8]. The factor
in front of the third term reflects the stability of the approximatemassmatrix
Ml

α, whereas the third term itself incorporates approximation errors of the
nodal projection. In the case of an exact Galerkin approach, the consistency
terms and the stability factor can be dropped. Then, in combination with the
results of the previous section, a standard finite element error estimate pops
up.

There is a more direct approach to bounding the norm from (30), which
is particularly useful in the case of diagonal finite volume methods (cf. [53,
54]). So let us assume thatK̃l

m is an identity matrix andMl
α is diagonal.

For anl-faceF let F̃ stand for its associated dual(n− l)-face. Remember
that the components of vectors inCl can be indexed by thel-faces inFl. By
definition ofRl∣∣∣(Ml

α)−1Rl

∣∣∣2
α

=
∑

F∈Fl

mFR2
l,F , Rl,F := m−1

F σ∗
F − j∗

F̃
,(31)

with mF the diagonal element ofMl
α belonging toF , and a subscriptF

acting as a selector for vector components. Plugging in the canonical degrees
of freedom for Whitney forms, we arrive at

Rl,F = m−1
F

∫
F

σ −
∫
F̃

j = m−1
F

∫
F

σ −
∫
F̃

�ασ .(32)

In the spirit of finite differencemethods, the final termmay be tackled based
on a Taylor’s expansion ofσ. If possible, it should be around a suitable point
in space, providedby the intersectionofF andF̃ . Sufficient smoothnessofσ
is tacitly assumed. An alternative to Taylor’s expansion are Bramble-Hilbert
techniques, which impose less stringent requirements on smoothness. How-
ever, shape-regularity of the meshes is indispensable then [53].

It is worth noting that (32) offers a prescription for a viable choice ofMl
α.

For instance, one could try to fix allmF such thatRl,F , F ∈ Fl, vanishes
for all constantσ. However, the space of constantl-forms has dimension(
n
l

)
. As 0 < l < n, this objective cannot be achieved in general. Consider

the case of a constant metricα and flat faces. Ifσ is constant, too, (32)
means

Rl,F = m−1
F volα(F )σ(t1, . . . , tl) − volα(F̃ )σ(n1, . . . ,nl) ,(33)

where{t1, . . . , tl} and{n1, . . . ,nl} areα-orthonormal (oriented) bases
of the tangent space ofF and of the orthogonal complement of the tangent
space ofF̃ . Only if Span{t1, . . . , tl} = Span{n1, . . . ,nl}, i.e. if F and
F̃ areα-orthogonal, we can makeRl,F vanish for all alternatingl-linear
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formsσ. This highlights the necessity oforthogonaldualmeshes if diagonal
approximate mass matrices are desired.

8 Conclusion

I havedevelopedabasically algebraic approach to the discretization of linear
initial boundary value problems that fit the exterior calculus of differential
forms. Discrete analogues are introduced as linear equations in finite di-
mensional vector spaces of suitable discrete differential forms. This general
description covers most practical finite element and finite volume schemes.
Besides establishing a link between these methods, minimal algebraic re-
quirements even permit an abstract analysis of the discretization error.
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47. P. Monk: An analysis of Ńed́elec’s method for the spatial discretization of Maxwell’s
equations. J. Comp. Appl. Math.47, 101–121 (1993)

48. P.Monk: On the p and hp–extension of Néd́elec’s conforming elements. J. Comp. Appl.
Math.53, 117–137 (1994)

49. P. Monk, E. S̈uli: A convergence analysis of Yee’s scheme on nonuniform grids. SIAM
J. Numer. Anal.31, (2) 393–412 (1994)

50. W. Müller: Analytic torsion and R-torsion of Riemannian manifolds. Adv. in Math.28,
233–305 (1978)
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