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Summary. The combination technique is a method to reduce the computa-
tional time in the numerical approximation of partial differential equations.
In this paper, we present a new technique to analyze the convergence rate
of the combination technique. This technique is applied to general second
order elliptic differential equations in two dimensions. Furthermore, it is
proved that the combination technique for Poisson’s equation convergences
in arbitrary dimensions.
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1. Introduction

The combination technique is a method for the discretization of partial dif-
ferential equations. The important property of this technique is the high
accuracy, while the computational time and the storage requirement are
low.

Let us explain this for the 2-dimensional combination technique. For
reasons of simplicity, let us restrict to the domainΩ =]0, 1[2. LetPhx,hy(u)
be the Ritz-Galerkin approximation of the solutionu of a partial differential
equation on a uniform grid of mesh sizehx in x-direction andhy in y-
direction. Then, the combination solution of depthn is defined by

uc
h =

n∑
i=1

P2−i,2i−n−1(u) −
n−1∑
i=1

P2−i,2i−n(u)

Correspondence to: C. Pflaum
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whereh = 2−n.
The important observation is now that the approximationuc

h of u is
nearly as accurate as the approximationPh,h(u) (see [4]). But the calcula-
tion of uc

h costs much less computational time. Let us precise this in case
of a symmetric elliptic differential equation of second order and piecewise
bilinear finite elements. Now, the computational time for the calculation
of Ph,h(u) is O(h−2), if one uses a multigrid algorithm. But the computa-
tional time for the calculation ofuc

h(u) is only O(h−1 log h−1) . In three
dimensions this difference of the computational times is even larger. Then,
the computational time for the calculation ofPh,h,h(u) is O(h−3) while
the computational time for the calculation of the 3D combination solution
uc

h(u) isO(h−1(log h−1)2). A similar effect can be observed for the storage
requirement.

Another important property of the combination technique is that it can
be parallized in a very efficient way (see [3]). Here, we will analyze the
combination technique on the unit cube for second order elliptic differential
equations. But the combination technique can also be applied to nonlinear
PDE on curvilinear bounded domains (see [5]).

Although, the implementation of the combination technique is not very
difficult, the convergence of this method cannot be proved with standard ar-
guments from finite element theory. In [1] it is proved that the combination
technique converges pointwise of orderO(h2 log h−1) for Laplace’s equa-
tion on the unit square. This proof uses a suitable asymptotic error expansion
for the solutionsPhx,hy(u) and Fourier analysis. Another proof of conver-
gence in two dimensions is presented in [11] or [13] and uses Sobolev space
techniques. The proof in [11] is restricted to second order elliptic differential
equations in 2D, where the coefficients have to satisfy certain assumptions.

The aim of this paper is to present a new technique to prove the con-
vergence of the combination technique. It can be applied to a much larger
class of equations than the proofs in [1] or [11]. The advantages of this new
technique are:

– In Sect. 3, we present a short proof for the convergence of the combination
solution in theH1-norm for Poisson’s equation. This proof shows the
main ideas how to prove the convergence of the combination solution
in general. The new convergence proofs are shorter than the previous
proofs.

– It is possible to prove the convergence of the combination solution for
elliptic differential equations of second order in 2D under weaker as-
sumptions to the coefficients than in [11]. Especially, we do not have
to require that the normal derivative of some coefficients is zero at the
boundary (see Theorem 5). This is significant, if one likes to prove the
convergence of the combination solution on a curvilinear bounded do-
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main. Then, it is necessary to divide the curvilinear bounded domain
in several blocks and to transform each block onto the unit square. In
case of one block and Poisson’s equation the transformed equation on
the unit square has variable coefficients. The normal derivatives of these
coefficients are not zero at the boundary, in general. By the new tech-
nique presented in this paper, we can show for this case a convergence
of orderO(h2 log h−1) in the L2-norm. So, it is proved that the com-
bination solution converges of orderO(h2 log h−1) in theL2-norm on
every curvilinear bounded domain which is a smooth transformation of
the domain]0, 1[2. This is not possible by the results in [11].
Nevertheless, we have to assume that the variable coefficients are smooth.
At least, the coefficients have to be in the spaceW 1∞(Ω) (see assumptions
A to C in Sect. 4).

– By the new technique, we can prove the convergence of the combination
technique in three or more dimensions (see Theorem 8). This is impor-
tant, since the reduction of the computational time by the combination
technique increases with the dimension of the problem. For simplicity,
we restrict to Poisson’s equation and the convergence in theH1-norm in
case of more than two dimensions. The problems of a generalization for
variable coefficients are explained at the end of Sect. 3.

In this paper, we apply a superconvergence technique which is a modifi-
cation of technique presented in [9,16] and [17]. More details about the
superconvergence analysis for Ritz-Galerkin approximations can be found
in [7,8,10,14] and references cited therein.

At the end of this introduction let us introduce the following notation:

Let d be the dimension of the space andΩ =]0, 1[d. Let the indices
α, β, γ be of the form

α, β, γ ∈ {0, 1}d.

Furthermore denote0 = (0, . . . , 0), e = (1, . . . , 1) andei = (0, . . . ,
0, 1, 0, . . . , 0). Let H = (h1, · · · , hd) be mesh sizeshi = 2−k with
k ∈ N. Let us write

Hα := hα
1 · . . . · hαd

d and |α| = α1 + . . . + αd

whereα = (α1, . . . , αd). For α = (α1, . . . , αd) andβ = (β1, . . . ,
βd) we introduce the following ordering

α ≤ β :⇐⇒ αi ≤ βi ∀i = 1, . . . , d.

In the 2-dimensional case we prefer to writehx andhy instead ofh1
andh2.
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2. Results from the basic theory of the combination formula

In this section, we describe the two and more dimensional combination
formula and give some results from the general theory of this formula.

Let beH = (h1, . . . , hd) := (2−i1 , . . . , 2−id), whereI = (i1, . . . , id) ∈
N

d is a multiindex and leth = 2−n. Furthermore, let(uH)I∈Nd be a sequence
of approximations tou ∈ H1

0 (Ω). Such approximations can be constructed
by an interpolation ofu or by a projection on suitable spaces. The com-
bined solutionuc

h of this sequence is defined by the following combination
formula:

uc
h :=

d∑
s=1

(−1)s+1
(

d − 1
s − 1

) ∑
|I|=n+d−s

I∈{1,...,n}d

uH.(1)

This formula was already used in [2] for the construction of ad-variate
Boolean interpolation.

For example, in two dimensions the combination formula is:

uc
h :=

n∑
k=1

u(2−k,2−(n+1−k)) −
n−1∑
k=1

u(2−k,2−(n−k)).(2)

The convergence of the combined solution depends on the properties of the
hierarchical surplus. The hierarchical surplus operatorδα is defined by

δα(wH) :=
∑

0≤β≤α

(−1)|β|wH(e+β),

whereHγ := (h1γ1, . . . , hdγd) is the product in each component.δα(wH)
is called an|α|-dimensional hierarchical surplus ofwH. Let us make two
simple examples of the operatorδα. Ford = 2 andα = (1, 0) it is

δ(1,0)(w(h1,h2)) = w(h1,h2) − w(2h1,h2).

Ford = 2 andα = (1, 1) we get the 2-dimensional hierarchical surplus

δ(1,1)(w(h1,h2)) = w(h1,h2) − w(h1,2h2) − w(2h1,h2) + w(2h1,2h2).

The basic convergence theorem of the combined solution is the following
theorem.

Theorem 1. Assume that

‖δαuH‖H1 ≤ K(u)Hα(3)

for every0 ≤ α ≤ e and

‖u − uH‖H1 ≤ K(u) max{h1, . . . , hd},
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whereK(u) is a constant, which depends only onu. Then, it follows

‖u − uc
h‖H1

∼
< K(u)h(log h−1)d−1.

At the end of this section, we will prove this theorem for the 2-dimensional
case. The proof for more than 2 dimensions can be found in [13].

If uH is the interpolant ofu, then it is not very difficult to show the
assumption (3).

For this let us make a few definitions. Assume0 ≤ α ≤ e. Now, let
WG,α be the mixed Sobolev-space (similar spaces can be found in [6])

WG,α := {w ∈ H1(Ω) | Dβw ∈ H1(Ω) for every 0 ≤ β ≤ α}.

The norm on this space is

‖w‖W G,α :=
√ ∑

0≤β≤α

‖Dβw‖2
L2 .

Let Sα
H be the space of functionsw ∈ H1

0 (Ω) which are continuous and
piecewise linear of mesh sizehi in thei-direction, ifαi = 1 and arbitrary,
if αi = 0. For exampleS1

h1
⊂ H1

0 (]0, 1[) is the space of piecewise linear

functions of mesh sizeh1 in one dimension andS(1,0)
(h1,h2) is the spaceS1

h1
⊗

H1
0 (]0, 1[). In two dimensions we denote the spacesSα

H by

Shx,hy := S
(1,1)
H , Shx,0 := S

(1,0)
H , and S0,hy := S

(0,1)
H .

Now, letIα
H be the natural interpolation operator in the spaceSα

H. Obviously

Iα
H =

∏
0≤β≤α
|β|=1

Iβ
H.

Let us make a few examples for the interpolation operatorIα
H. In the 2-

dimensional case we prefer to write

Ihx,hy := I
(1,1)
H ,

Ihx,0 := I
(1,0)
H , and I0,hy := I

(0,1)
H .

Then,Ihx,hy is the usual bilinear interpolation operator on a grid of mesh
sizehx andhy. Ihx,0 is the interpolation operator which interpolates only
in x-direction on lines of mesh sizehx etc. In the 1-dimensional case we
simply write

Ih := I
(1)
H .

Now, for uH := Ie
H(u), the assumption (3) is contained in the following

lemma.
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Lemma 1. If 0 ≤ α ≤ e andu ∈ WG,α, then it follows

‖δαIe
Hu‖H1

∼
< Hα‖u‖W G,e and

‖δαIα
Hu‖H1

∼
< Hα‖u‖W G,α .

We want to give only a short hint how to prove this lemma. The complete
proof can be found in [13]. For proving Lemma 1, first observe that the
operators ∂

∂xi
andIα

H commutate ifαi = 0. Then, apply the following basic
facts of the 1-dimensional interpolation theory:

‖u − Iei
H‖L2

∼
< hi‖Deiu‖L2 and(4)

‖Dei(u − Iei
H)‖L2

∼
< hi‖D2eiu‖L2 .(5)

By Lemma 1 and Theorem 1, we obtain:

Corollary 1. Assumeu ∈ WG,e and putuH := Ie
H(u). Now, the function

uc
h defined by (1) is called the sparse grid interpolant ofu. The error of this

interpolation is

‖u − uc
h‖H1

∼
< h(log h−1)d−1‖u‖W G,e .

Theorem 1 can be generalized for other assumption to the hierarchical
surplus (see [13]). Here, we apply such an generalization only to the 2-
dimensional case. Therefore, we formulate it only for this case.

Theorem 2. Assumed = 2 and letK(u) be a constant, which depends only
onu. Then, we get:

– If ‖δeuhx,hy‖H1 ≤ K(u)hxhy and ‖u − uh,h‖H1 ≤ K(u)h,
then it follows

‖u − uc
h‖H1

∼
< K(u)h log h−1.

– If ‖δeuhx,hy‖L2 ≤ K(u)hxhy min(hx, hy) and ‖u − uh,h‖L2 ≤
K(u)h

3
2 , then it follows

‖u − uc
h‖L2

∼
< K(u)h

3
2 .

– If ‖δeuhx,hy‖H1 ≤ K(u)hxhy max(hx, hy) and ‖u − uh,h‖H1 ≤
K(u)h, then it follows

‖u − uc
h‖H1

∼
< K(u)h.

– If ‖δeuhx,hy‖L2 ≤ K(u)h2
xh2

y and ‖u − uh,h‖L2 ≤ K(u)h2, then it
follows

‖u − uc
h‖L2

∼
< K(u)h2 log h−1.
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By the first part of this theorem, we get Theorem 1 for the 2-dimensional
cased = 2. Let us prove this part of the theorem. The rest can be proved in
a similar way.

A simple calculation shows (see [15])

n∑
i=2

n∑
j=n−i+2

δeu2−i,2−j = uh,h − uc
h.

By the assumption‖δeuhx,hy‖H1 ≤ K(u)hxhy, we get∥∥∥∥∥∥
n∑

i=2

n∑
j=n−i+2

δeu2−i,2−j

∥∥∥∥∥∥
H1

∼
< K(u)

n∑
i=2

n∑
j=n−i+2

2−i2−j

∼
< K(u)

n∑
i=2

2−i2−n+i−1 ∼
< K(u)nh.

Hence
∥∥uh,h − uc

h

∥∥
H1

∼
< K(u)h log h−1. By the assumption‖u − uh,h‖H1

∼
< K(u)h and by the triangle inequality, we conclude

‖u − uc
h‖H1

∼
< K(u)h log h−1.

This completes the proof of the first part of Theorem 2 and the proof of
Theorem 1 for the 2-dimensional case.

3. The idea of the convergence proofs

In this section, we explain the main idea of the new technique to prove the
convergence of the combination solution. For reasons of simplicity, let us
restrict to the 2-dimensional case.

Let a : H1
0 (Ω) × H1

0 (Ω) → R a H1
0 -elliptic bilinear form andf ∈

L2(Ω). Let u ∈ H1
0 (Ω) be the solution of

a(u, v) =
∫

Ω
fv dz for every v ∈ H1

0 (Ω).

The Ritz-Galerkin projectionPhx,hy : H1
0 (Ω) −→ Shx,hy is defined by:

a(Phx,hyu − u, v) = 0, ∀v ∈ Shx,hy .

Now, let us set
uhx,hy := Phx,hy(u)

and defineuc
h by the combination formula (1).uc

h is called the combination
solution. The aim of this paper is to analyze the error‖u − uc

h‖ in different
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norms. For this we want to apply Theorem 1 and Theorem 2, respectively.
Therefore, we have to prove for example the assumption

‖δeuhx,hy‖H1 ≤ K(u)hxhy.

The main idea for proving this inequality is to divide this inequality in four
inequalities, which can be proved more easily. For this observe

I = Ihx,hy + (I − Ihx,0) + (I − I0,hy) − (I − Ihx,0)(I − I0,hy).(6)

Then, we get

‖δeuhx,hy‖H1 = ‖δePhx,hy(u)‖H1

≤ ‖δePhx,hy(Ihx,hy(u))‖H1

+ ‖δePhx,hy(I − Ihx,0(u))‖H1

+ ‖δePhx,hy(I − I0,hy(u))‖H1

+ ‖δePhx,hy(I − Ihx,0)(I − I0,hy)(u)‖H1 .

Therefore, we only have to prove

‖δePhx,hy(Ihx,hy(u))‖H1 ≤ K(u)hxhy,(7)

‖δePhx,hy(I − Ihx,0(u))‖H1 ≤ K(u)hxhy,(8)

‖δePhx,hy(I − I0,hy(u))‖H1 ≤ K(u)hxhy, and(9)

‖δePhx,hy(I − Ihx,0)(I − I0,hy)(u)‖H1 ≤ K(u)hxhy.(10)

The first inequality (7) follows by Lemma 1 and

‖δePhx,hy(Ihx,hy(u))‖H1 = ‖δeIhx,hy(u)‖H1 .

The last inequality (10) can be obtained easily, too. By inequality (5), we
get

‖Phx,hy(I − Ihx,0)(I − I0,hy)(u)‖H1
∼
< ‖(I − Ihx,0)(I − I0,hy)(u)‖H1

∼
< hx‖∂x(I − I0,hy)(u)‖H1

∼
< hx‖(I − I0,hy)(∂xu)‖H1

∼
< hxhy‖u‖HG,e .

By the triangle inequality, we obtain (10).
The inequalities (8) and (9) are very similar. So let us prove only (8). For

this we define the projection operator on the semi-discrete spaceShx,0. Let
Phx,0(w) ∈ Shx,0 be the solution of

a(Phx,0(w) − w, v) = 0 ∀v ∈ Shx,0.



Error analysis of the combination technique 335

By Cea’s Lemma, we get

‖Phx,0(w) − Phx,hy(Phx,0(w))‖H1
∼
< hy‖∂yPhx,0(w)‖H1 .

By the triangle inequality, we get forw = (I − Ihx,0)(u)

‖δ(0,1)Phx,hy(I − Ihx,0)(u)‖H1 = ‖δ(0,1)Phx,hyPhx,0(I − Ihx,0)(u)‖H1

∼
< hy‖∂yPhx,0(I − Ihx,0)(u)‖H1 .

Now, let us assume that we can show

‖∂yPhx,0(w)‖H1
∼
< ‖∂yw‖H1 .(11)

Then, by inequality (4), we obtain

‖δ(0,1)Phx,hy(I − Ihx,0)(u)‖H1
∼
< hy‖∂y(I − Ihx,0)(u)‖H1

∼
< hy‖(I − Ihx,0)(∂yu)‖H1

∼
< hxhy‖u‖W G,e .

By the triangle inequality, we get (8). By Theorem 1, we conclude:

Theorem 3. Assume thatu ∈ WG,e. Put uhx,hy = Phx,hy(u). Then, the
combination solutionuc

h converges in theH1-norm with order

‖u − uc
h‖ ∼

< ‖u‖W G,eh log h−1.

So, we only have to prove the inequality (11). For Poisson’s equation
inequality (11) is contained in Theorem 6. The proof of Theorem 3 can be
generalized to arbitrary dimensions. This generalization is explained in the
Sects. 8 to 10.

In case of general elliptic differential equations, it is difficult to prove
inequality (11). Therefore, we have to modify the proof of Theorem 3 in case
of variable coefficients. This can be done by a superconvergence technique,
which is presented in [9] and [16]. This technique uses the special form of
the functionw = I − Ihx,0(u). Then, we get (see Proposition 2):

There is aαhx ∈ H1
0 (Ω) ∩ W 2

2 (Ω) such that

Phx,hy((I − Ihx,0)(u)) = Phx,hy(αhx),

‖αhx‖W 2
2

∼
< hx‖u‖

W G,3
2

.

In this paper, we apply the superconvergence technique only for the 2D
case. In our opinion, it is possible to use this technique also for the 3D
case. Nevertheless, this would lead to a very long and very technical proof,
since we have to avoid inequality (11), which we can prove only in case of
Poisson’s equation.
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4. Special notations for the 2-dimensional case

Let us assume thata(·, ·) is the following bounded,H1
0 -elliptic bilinear form

onH1
0 (Ω) × H1

0 (Ω)

a(u, v) =
∫

Ω
a11∂xu∂xv + a12∂xu∂yv + a21∂yu∂xv + a22∂yu∂yv

+ b1∂xuv + b2∂yuv + cuv,

whereaij ∈ W 1∞(Ω), bi, c ∈ L∞(Ω) andf ∈ L2(Ω). Assume thatT hx is
a uniform mesh with mesh sizehx on [0, 1]. This means that

T hx =
{

[ihx, (i + 1)hx]
∣∣∣ i = 0, · · · , 1

hx
− 1

}
.

Now, denote byT hx,hy = T hx × T hy the product mesh. Obviously, it is

Shx = {v ∈ H1
0 (]0, 1[) : v |e is linear,∀e ∈ T hx}.

The operatorIh : C0[0, 1] −→ Sh is the Lagrangian interpolation operator
on the gridT h. If we use this interpolation operator only inx- ory-direction,
then we obtain the interpolation operatorsIhx,0 andI0,hy , respectively.

Let us abbreviate

δx := δ(0,1) and δy := δ(1,0).

For proving the convergence of the combination technique, suitable
spaces are spaces with bounded mixed derivatives. For our purpose the
following spaces are useful

WG,2
∞ :=

{
w ∈ W 1

∞(Ω)
∣∣∣ ∂xy(w) ∈ L∞(Ω)

}
,

WG,3
2 :=

{
w ∈ W 2

2 (Ω)
∣∣∣ ∂xxy(w), ∂xyy(w) ∈ L2(Ω)

}
and

WK,4
2 :=

{
w ∈ W 3

2 (Ω)
∣∣∣ ∂xxyy(w), ∂xyyy(w), ∂xxxy(w) ∈ L2(Ω)

}
with their natural norms‖ · ‖

W G,2∞
, ‖ · ‖

W G,3
2

and‖ · ‖
W K,4

2
, respectively.

Observe thatWG,3
2 = WG,e.

We define different assumptions tou and the coefficientsaij , bi, andc,
which lead to different convergence results (see Theorem 5):

Assumption A: u ∈ WG,3
2 , a11, a12, a21, a22 ∈ W 1∞(Ω), b1, b2 ∈ L∞(Ω),

andc ∈ L∞(Ω).

Assumption B: u ∈ WG,3
2 , a11, a22 ∈ W 1∞(Ω), a12, a21 ∈ WG,2∞ , b1, b2 ∈

L∞(Ω), ∂xb1, ∂yb2 ∈ L∞(Ω), andc ∈ L∞(Ω).

Assumption C: u ∈ WK,4
2 , a11, a22 ∈ W 2∞(Ω), a12, a21 ∈ WG,2∞ , b1, b2 ∈

L∞(Ω), ∂xb1, ∂yb2 ∈ L∞(Ω), andc ∈ L∞(Ω).
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5. Unidirectional difference for Galerkin approximations

Proposition 1. Let w ∈ H1
0 (Ω) and hy = 2−ny , whereny ∈ N. Then it

follows

‖δyPhx,hy(w)‖L2
∼
< hy‖w‖H1 .

If w ∈ H1
0 (Ω) ∩ W 2

2 (Ω), then

‖δyPhx,hy(w)‖H1
∼
< hy‖∂yw‖H1 and

‖δyPhx,hy(w)‖L2
∼
< h2

y‖∂yw‖H1 .

Proof. Let g ∈ Shx,0
0 (Ω) be the solution of

a(v, g) =
∫

Ω
v(Phx,hy(w) − Phx,0(w)) ∀v ∈ Shx,0

0 (Ω).

By the regularity of the semi-discrete solution (see Satz 4.3 in [11]), we
obtain

‖∂yg‖H1
∼
< ‖Phx,hy(w) − Phx,0(w)‖L2 .

ObserveI0,hy(g) ∈ Shx,hy . Thus, we get

‖Phx,hy(w) − Phx,0(w)‖2
L2 = a(Phx,hy(w) − Phx,0(w), g)

= a(Phx,hy(w) − Phx,0(w), g − I0,hy(g))
∼
< ‖Phx,hy(w) − Phx,0(w)‖H1‖g − I0,hy(g)‖H1

∼
< ‖Phx,hy(w) − Phx,0(w)‖H1hy‖∂yg‖H1

∼
< hy‖Phx,hy(w) − Phx,0(w)‖H1‖Phx,hy(w) − Phx,0(w)‖L2 .

This implies

‖Phx,hy(w) − Phx,0(w)‖L2
∼
< hy‖Phx,hy(w) − Phx,0(w)‖H1(12)

and ‖Phx,hy(w) − Phx,0(w)‖L2
∼
< hy‖w‖H1 .

By the triangle inequality we get the first inequality. Now, let us assume
w ∈ W 2

2 (Ω). By the regularity of the semi-discrete solution (see Satz 4.3
in [11]) and a short calculation, we get

‖∂yPhx,0(w)‖H1
∼
< ‖∂yw‖H1 .

Now, Cea’s Lemma gives

‖Phx,hy(w) − Phx,0(w)‖H1 = ‖Phx,hy(Phx,0(w)) − Phx,0(w)‖H1

∼
< hy‖∂yPhx,0(w)‖H1

∼
< hy‖∂yw‖H1 .

By (12), we obtain

‖Phx,hy(w) − Phx,0(w)‖L2
∼
< h2

y‖∂yw‖H1 .

The triangle inequality completes the proof.ut
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6. Error resolution for integrals

Similar to [9,16], and [17], in this section, we have to study error resolution
for some integrals. Integration by parts leads to the following lemma.

Lemma 2. For e = [xe − hx
2 , xe + hx

2 ] ∈ T hx , we have∫
e
w − Ihxw =

∫
e
Eew

′′,

whereEe = 1
2(x − xe)2 − 1

8h2
x.

Lemma 3. (i). If φ ∈ L∞(Ω), then there existsfhx ∈ L2(Ω) such that∫
Ω

φ(w − Ihx,0w)∂xv = (fhx , v), ∀v ∈ Shx,0
0 (Ω),(13)

||fhx ||L2
∼
< hx‖∂2

xw‖L2 .(14)

(ii). If φ, ∂xφ ∈ L∞(Ω), then there existsf1
hx

, f2
hx

∈ L2(Ω) such that∫
Ω

φ(w − Ihx,0w)∂xv = (f1
hx

, v), ∀v ∈ Shx,0
0 (Ω),(15)

∫
Ω

φ∂x(w − Ihx,0w)v = (f2
hx

, v), ∀v ∈ Shx,0
0 (Ω),(16)

||f i
hx

||L2
∼
< h2

x‖∂3
xw‖L2 , i = 1, 2.(17)

Proof. It is simple to prove (13) with (14).
It is only necessary to prove (4), (5) with (6), or

|
∫

Ω
φ(w − Ihx,0w)∂xv | + |

∫
Ω

φ∂x(w − Ihx,0w)v |(18)

≤ Ch2
x||∂3

xw||L2 ||v||L2 ∀v ∈ Shx,0
0 (Ω).

By Lemma 2, we have∫
Ω

Ihx,0φ(w − Ihx,0w)∂xv

=
∫

Ω
(Ihx,0φw − Ihx,0(Ihx,0φw)

− (Ihx,0φIhx,0w − Ihx,0(Ihx,0φIhx,0w)))∂xv

=
∑

e∈T hx

∫
e×[0,1]

Ee∂
2
x((w − Ihx,0w)Ihx,0φ)∂xv
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=
∑

e∈T hx

∫
e×[0,1]

Ee∂
2
xwIhx,0φ∂xv

+ 2
∑

e∈T hx

∫
e×[0,1]

Ee∂x(w − Ihx,0w)∂xIhx,0φ∂xv.

Note that

Ee = −h2
x

12
+

1
6
(E2

e )′′.

Then, we obtain∫
Ω

Ihx,0φ(w − Ihx,0w)∂xv

=
h2

x

12

∫
Ω

∂x(∂2
xwIhx,0φ)v − 1

6

∑
e∈T hx

∫
e×[0,1]

(E2
e )′∂x(∂2

xwIhx,0φ)∂xv

+2
∑

e∈T hx

∫
e×[0,1]

Ee∂x(w − Ihx,0w)∂xIhx,0φ∂xv

= O(h2
x)||∂3

xw||L2 ||v||L2 ,

which together with the following identities∫
Ω

φ(w − Ihx,0w)∂xv

= −
∫

Ω
∂x((φ − Ihx,0φ)(w − Ihx,0w))v +

∫
Ω

Ihx,0φ(w − Ihx,0w)∂xv,

∫
Ω

φ∂x(w − Ihx,0w)v

=
∫

Ω
(φ − Ihx,0φ)∂x(w − Ihx,0w)v −

∫
Ω

(w − Ihx,0w)∂x(Ihx,0φ)v

−
∫

Ω
(w − Ihx,0w)Ihx,0φ∂xv

produce (7). This completes the proof.ut
Proposition 2. (i). If the assumptionA holds, then there existsαhx ∈
H1

0 (Ω) ∩ W 2
2 (Ω) such that

Phx,hy((I − Ihx,0)(u)) = Phx,hy(αhx),(19)

‖αhx‖W 2
2

∼
< hx‖u‖

W G,3
2

.(20)
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(ii). If the assumptionB holds, then there existsαhx ∈ H1
0 (Ω) such that

Phx,hy((I − Ihx,0)(u)) = Phx,hy(αhx),(21)

‖αhx‖H1
∼
< h2

x‖u‖
W G,3

2
.(22)

(ii). If the assumptionC holds, then there existsαhx ∈ H1
0 (Ω) ∩ W 2

2 (Ω)
such that

Phx,hy((I − Ihx,0)(u)) = Phx,hy(αhx),(23)

‖αhx‖W 2
2

∼
< h2

x‖u‖
W K,4

2
.(24)

Proof. Integration by parts yields forv ∈ Shx,0
0 (Ω)

a((I − Ihx,0)u, v)

= −
∫

Ω
∂xa11(I − Ihx,0)u∂xv + ∂ya12∂x(I − Ihx,0)uv

+a12∂x(I − Ihx,0)∂yuv

−a21(I − Ihx,0)∂yu∂xv + ∂y(a22(I − Ihx,0)∂yu)v

−b1∂x(I − Ihx,0)uv − b2(I − Ihx,0)∂yuv − c(I − Ihx,0)uv.

Thus, by Lemma 2, there existsfhx ∈ L2(Ω) such that

a((I − Ihx,0)u, v) = (fhx , v), ∀v ∈ Shx,0
0 (Ω),

‖fhx‖L2
∼
< hx‖u‖

W G,3
2

.

On the other hand, there existsαhx ∈ H1
0 (Ω) ∩ W 2

2 (Ω) satisfying

a(αhx , v) = (fhx , v), ∀v ∈ H1
0 (Ω),

‖αhx‖W 2
2

∼
< ‖fhx‖L2 .

Therefore, combining these equations, we obtain (19) and (20). Analogously,
we obtain (23) and (24).

Note that∫
Ω

∂ya12∂x(I − Ihx,0)uv + a12∂x(I − Ihx,0)∂yuv − b1∂x(I − Ihx,0)uv

= −
∫

Ω
(I − Ihx,0)u∂x(∂ya12v) + (I − Ihx,0)∂yu∂x(a12v)

− (I − Ihx,0)u∂x(b1v).
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This implies

a((I − Ihx,0)u, v)
∼
< h2

x‖u‖
W G,3

2
‖v‖H1 , ∀v ∈ Shx,0

0 (Ω).

Hence, there existsαhx ∈ H1
0 (Ω) satisfying (21) and (22). This completes

the proof. ut
Proposition 3. Let rhx,hy(u, v) = a((I − Ihx,0)(I − I0,hy)u, v).
(i) If the assumptionA holds, then

|rhx,hy(u, v)| ∼
< hxhy‖u‖

W G,3
2

‖v‖H1 , ∀v ∈ Shx,hy(Ω).

(ii) If the assumptionB holds, then

|rhx,hy(u, v)| ∼
< hxhy min(hx, hy)‖u‖

W G,3
2

‖∂x∂yv‖L2 ,

∀v ∈ Shx,hy(Ω).

(iii) If the assumptionC holds, then

|rhx,hy(u, v)| ∼
< hxhy min(hx, hy)‖u‖

W K,4
2

‖v‖H1 , ∀v ∈ Shx,hy(Ω),

|rhx,hy(u, v)| ∼
< h2

xh2
y‖u‖

W K,4
2

‖∂x∂yv‖L2 , ∀v ∈ Shx,hy(Ω).

Proof. (i) is obvious.
Setw = (I − Ihx,0)(I − I0,hy)u. Integration by parts leads to

rhx,hy(u, v) = −
∫

Ω
∂xa11w∂xv + w∂x(a12∂yv) + w∂y(a21∂xv)

+∂ya22w∂yv + w∂x(b1v) + w∂y(b2v) − cwv.

Hence, we have

|rhx,hy(u, v)| ∼
< hxh2

y‖u‖
W G,3

2
‖∂x∂yv‖L2 , ∀v ∈ Shx,hy(Ω),

|rhx,hy(u, v)| ∼
< h2

xhy‖u‖
W G,3

2
‖∂x∂yv‖L2 , ∀v ∈ Shx,hy(Ω),

|rhx,hy(u, v)| ∼
< h2

xh2
y‖u‖

W K,4
2

‖∂x∂yv‖L2 , ∀v ∈ Shx,hy(Ω).

By the inverse inequality, we obtain

|rhx,hy(u, v)| ∼
< hxh2

y‖u‖
W K,4

2
‖∂yv‖L2 , ∀v ∈ Shx,hy(Ω),

|rhx,hy(u, v)| ∼
< h2

xhy‖u‖
W K,4

2
‖∂xv‖L2 , ∀v ∈ Shx,hy(Ω).

This completes the proof.ut
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7. Convergence of the combination solution in 2D

Let us first estimate the 2-dimensional hierarchical surplus.
For this, we prove two consequences of the last two sections.

Proposition 4. (i) If the assumptionA holds, then we obtain

‖δyPhx,hy((I − Ihx,0)(u))‖H1
∼
< hxhy‖u‖

W G,3
2

.

(ii) If the assumptionB holds, then we obtain

‖δyPhx,hy((I − Ihx,0)(u))‖L2
∼
< hxhy min(hx, hy)‖u‖

W G,3
2

.

(iii) If the assumptionC holds, then we obtain

‖δyPhx,hy((I − Ihx,0)(u))‖H1
∼
< hxhy max(hx, hy)‖u‖

W K,4
2

,

‖δyPhx,hy((I − Ihx,0)(u))‖L2
∼
< h2

xh2
y‖u‖

W K,4
2

.

Proof. By Proposition 1 and 2, we obtain

‖δyPhx,hy((I − Ihx,0)(u))‖H1 = ‖δyPhx,hy(αhx)‖H1

∼
< hy‖∂y(αhx)‖H1

∼
< hxhy‖u‖

W G,3
2

,

‖δyPhx,hy((I − Ihx,0)(u))‖L2 = ‖δyPhx,hy(αhx)‖L2

∼
< h2

y‖∂y(αhx)‖H1
∼
< hxh2

y‖u‖
W G,3

2
,

‖δyPhx,hy((I − Ihx,0)(u))‖L2 = ‖δyPhx,hy(αhx)‖L2

∼
< hy‖αhx‖H1

∼
< h2

xhy‖u‖
W G,3

2
,

‖δyPhx,hy((I − Ihx,0)(u))‖H1 = ‖δyPhx,hy(αhx)‖H1

∼
< hy‖∂y(αhx)‖H1

∼
< h2

xhy‖u‖
W K,4

2
,

‖δyPhx,hy((I − Ihx,0)(u))‖L2 = ‖δyPhx,hy(αhx)‖L2

∼
< h2

y‖∂y(αhx)‖H1
∼
< h2

xh2
y‖u‖

W K,4
2

.

This completes the proof.ut
Proposition 5. (i) If the assumptionA holds, then we obtain

‖Phx,hy((I − Ihx,0)(I − I0,hy)(u))‖H1
∼
< hxhy‖u‖

W G,3
2

.

(ii) If the assumptionB holds, then we obtain

‖Phx,hy((I − Ihx,0)(I − I0,hy)(u))‖L2

∼
< hxhy min(hx, hy)‖u‖

W G,3
2

.
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(iii) If the assumptionC holds, then we obtain

‖Phx,hy((I − Ihx,0)(I − I0,hy)(u))‖H1
∼
< hxhy max(hx, hy)‖u‖

W K,4
2

,

‖Phx,hy((I − Ihx,0)(I − I0,hy)(u))‖L2
∼
< h2

xh2
y‖u‖

W K,4
2

.

Proof. The estimates in theH1-norm follow directly by Proposition 3.
Let us definerhx,hy(u, v) like in Proposition 3. For the estimates in

theL2-norm we use a duality argument. Letq := Phx,hy((I − Ihx,0)(I −
I0,hy)(u)).

Let us assumeB. Let w ∈ Shx,0
0 be the solution of

a(v, w) =
∫

Ω
qv ∀v ∈ Shx,0

0 .

Then we obtain‖∂yw‖H1
∼
< ‖q‖L2 . Ihx,hy(w) = I0,hy(w) is the projec-

tion of w in the spaceShx,hy

0 with respect to the bilinear form(v1, v2) 7→∫
Ω ∂x∂yv1∂x∂yv2. Thus, we get

‖∂x∂yI0,hy(w)‖L2 ≤ ‖∂x∂yw‖L2 ≤ ‖∂yw‖H1 .

This shows

‖q‖2
L2 = a(q, w) = a(q, w − I0,hy(w)) + rhx,hy(u, I0,hy(w))

∼
< ‖q‖H1‖w − I0,hy(w)‖H1 + |rhx,hy(u, I0,hy(w))|
∼
< ‖q‖H1hy‖∂yw‖H1 + |rhx,hy(u, I0,hy(w))|
∼
< hxh2

y‖u‖
W G,3

2
‖∂yw‖H1 + hxh2

y‖u‖
W G,3

2
‖∂x∂yI0,hy(w)‖L2

∼
< hxh2

y‖u‖
W G,3

2
‖q‖L2 .

Therefore, we get

‖Phx,hy((I − Ihx,0)(I − I0,hy)(u))‖L2
∼
< hxh2

y‖u‖
W G,3

2
.

Analogously, we obtain

‖Phx,hy((I − Ihx,0)(I − I0,hy)(u))‖L2
∼
< h2

xh2
y‖u‖

W K,4
2

.

This completes the proof.ut
Now, we can estimate the 2-dimensional hierarchical surplus.
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Theorem 4. (i) If the assumptionA holds, then we obtain

‖δe
hx,hy

(u)‖H1
∼
< hxhy‖u‖

W G,3
2

.

(ii) If the assumptionB holds, then we obtain

‖δe
hx,hy

(u)‖L2
∼
< hxhy min(hx, hy)‖u‖

W G,3
2

.

(iii) If the assumptionC holds, then we obtain

‖δe
hx,hy

(u)‖H1
∼
< hxhy max(hx, hy)‖u‖

W K,4
2

,

‖δe
hx,hy

(u)‖L2
∼
< h2

xh2
y‖u‖

W K,4
2

.

Proof. A short calculation shows (see [12] ):

If the assumptionA holds, then we obtain

‖δx ◦ δyIhx,hy(u)‖H1
∼
< hxhy‖u‖

W G,3
2

.

If the assumptionB holds, then we obtain

‖δx ◦ δyIhx,hy(u)‖L2

∼
< hxhy min(hx, hy)‖u‖

W G,3
2

.

If the assumptionC holds, then we obtain

‖δx ◦ δyIhx,hy(u)‖H1
∼
< hxhy max(hx, hy)‖u‖

W K,4
2

,

‖δx ◦ δyIhx,hy(u)‖L2
∼
< h2

xh2
y‖u‖

W K,4
2

.

Observe that

I − Ihx,hy = (I − Ihx,0) + (I − I0,hy) − (I − Ihx,0)(I − I0,hy).

Let ‖ · ‖ be the norm‖ · ‖H1 or ‖ · ‖L2 . Then we obtain

‖δe
hx,hy

(u)(u)‖ = ‖δx ◦ δyPhx,hy(u)‖
≤ ‖δx ◦ δy(Phx,hy − Ihx,hy)(u)‖ + ‖δx ◦ δyIhx,hy(u)‖
≤ ‖δx ◦ δyPhx,hy(I − Ihx,hy)(u)‖ + ‖δx ◦ δyIhx,hy(u)‖
≤ ‖δx ◦ δyPhx,hy(I − Ihx,0)(u)‖ + ‖δx ◦ δyPhx,hy(I − I0,hy)(u)‖

+ ‖δx ◦ δyPhx,hy(I − Ihx,0)(I − I0,hy)(u)‖ + ‖δx ◦ δyIhx,hy(u)‖
∼
< max

h̃x=hx,h̃x=2hx

‖δyPh̃x,hy
(I − Ih̃x,0)(u)‖

+ max
h̃y=hy ,h̃y=2hy

‖δxPhx,h̃y
(I − I0,h̃y

)(u)‖

+ max
h̃x=hx,h̃x=2hx
h̃y=hy,h̃y=2hy

‖Ph̃x,h̃y
(I − Ih̃x,0)(I − I0,h̃y

)(u)‖

+ ‖δx ◦ δyIhx,hy(u)‖.

Applying Proposition 4 and 5 completes the proof.ut
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Now, we can complete our analysis of the combination technique in 2D.
By Theorem 4, Theorem 2 and well-know convergence properties of the
finite element solutionPh,h(u), we obtain the following theorem.

Theorem 5. Put uhx,hy = Phx,hy(u). Then, the the combination solution
uc

h has the following convergence properties:
(i) If the assumptionA holds, then we obtain

‖u − uc
h‖H1

∼
< h log(h−1)‖u‖

W G,3
2

.

(ii) If the assumptionB holds, then we obtain

‖u − uc
h‖L2

∼
< h1.5‖u‖

W G,3
2

.

(iii) If the assumptionC holds, then we obtain

‖u − uc
h‖H1

∼
< h‖u‖

W K,4
2

,

‖u − uc
h‖L2

∼
< h2 log(h−1)‖u‖

W K,4
2

.

8. Special notations for the case of arbitrary dimensions

In the case of arbitrary dimensions, we restrict to the bilinear form

a(u, v) =
∫

Ω
〈∇u, ∇v〉 dx.

We have to define a few operators:

– Let Pα
H : H1

0 (Ω) → Sα
H ∩H1

0 (Ω) be the orthogonal projection operator
with respect to the bilinear forma.

– Define the operator

Fα
H :=

∏
0≤β≤α
|β|=1

(I − Iβ
H).

– Let Maxα be the following simple maximum operator:

Maxα(wH) := max
0≤β≤α

∣∣wH(e+β)
∣∣ ,

wherewH is a real number which depends onH.

These operators have the following properties.

Lemma 4.

‖δα(qH)‖ ≤ 2|α|Maxα(‖qH‖).
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Lemma 5.

I − Iβ
H = −

∑
0≤α≤β
|α|≥1

(−1)|α|Fα
H

Proof. Obviously, it is

Fα
H =

∏
0≤β≤α
|β|=1

(I − Iβ
H) =

∑
γ≤α

(−1)|γ|Iγ
H.

Therefore, we get

−
∑

0≤α≤β
|α|≥1

(−1)|α|Fα
H = −

∑
0≤α≤β
|α|≥1

(−1)|α| ∑
γ≤α

(−1)|γ|Iγ
H

= −
∑
γ≤β

(−1)|γ|Iγ
H

∑
γ≤α≤β
|α|≥1

(−1)|α|

= I − Iβ
H. ut

Lemma 6. Assumeα, β, α + β ∈ {0, 1}d and w ∈ WG,α+β. Then, the
following inequality holds:

‖Fα
H(w)‖W G,β

∼
< Hα‖w‖W G,α+β .

For the proof of this lemma apply the inequalities (4) and (5).

9. Regularity results

H1
0 (Ω) is a Hilbert space with scalar producta. The orthogonal projection

Pα
H(w) onto the spaceSα

H has the following regularity property:

Theorem 6. If γ ∈ {0, 1}d, then it follows

‖P e−γ
H (w)‖W G,γ

∼
< ‖w‖W G,γ

for everyw ∈ WG,γ ∩ H1
0 (Ω).

Proof. Let us first introduce the spaces

Γi :=
{

(x1, . . . , xd) ∈ Ω̄
∣∣∣ xi = 0 ∨ xi = 1

}
,

C∞
α :=

{
ϕ ∈ C∞(Ω̄)

∣∣∣ ϕ|Γi = 0 if αi = 1
}

and

H1
α := C∞

α
H1

.

Now, we prove the following general statement by induction tok =
0, . . . , |γ|:
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Assume|α| = k andα ≤ γ. Then, it follows

‖P e−γ
H (w)‖W G,α

∼
< ‖w‖W G,α(25)

Beginning of the inductionk = 0: Trivial.
Induction0 ≤ k − 1 7→ k ≤ |γ|:
Assume|α| = k andα ≤ γ. The projectionP e−γ

H (w) is the unique function
P e−γ

H (w) ∈ Se−γ
H ∩ H1

0 (Ω) such that

a(P e−γ
H (w), v) = a(w, v) for everyv ∈ Se−γ

H ∩ H1
0 (Ω).

Let β ≤ α and|β| = |α| − 1. By (25), we obtainP e−γ
H (w) ∈ WG,β . Thus,

by partial integration, we get forDβP e−γ
H (w) ∈ Se−γ

H ∩ H1
e−β(Ω)

a(DβP e−γ
H (w), v) = a(Dβw, v) for everyv ∈ Se−γ

H ∩ H1
e−β(Ω).

Without loss of generality, we assumeα − β = (1, 0, 0, . . . , 0). Now we
use a finite difference operator to prove regularity. Letδ1

τ be the symmetric
difference operator in thex1-direction. To apply this operator to functions
on the domainΩ, we extend each functionq on Ω in a point-symmetric
way to the functioñq on a band. For more details about the properties of the
extension operator̃and the finite difference operatorδ1

τ see [11]. Then, we
get by discrete partial integration

|δ1
τD

βP e−γ
H (w̃)|2H1 = a(δ1

τD
βP e−γ

H (w̃), δ1
τD

βP e−γ
H (w̃))

= −a(DβP e−γ
H (w), δ1

τδ
1
τD

βP e−γ
H (w̃))

= −a(Dβw, δ1
τδ

1
τD

βP e−γ
H (w̃))

= a(δ1
τD

βw̃, δ1
τD

βP e−γ
H (w̃))

≤ ‖δ1
τD

βw̃‖H1 |δ1
τD

βP e−γ
H (w̃)|H1

≤ ‖w‖HG,α |δ1
τD

βP e−γ
H (w̃)|H1 .

This implies

|δ1
τD

βP e−γ
H (w̃)|H1 ≤ ‖w‖HG,α .

Thus, we get

|DαP e−γ
H (w)|H1 ≤ ‖w‖HG,α .

Therefore, we get (25). ut
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10. Convergence of the combination solution in arbitrary dimensions

Let us first estimate the hierarchical surplus.

Theorem 7. Assume that0 ≤ α ≤ e and u ∈ WG,e ∩ H1
0 (Ω). Then, it

follows

‖δαP e
H(u)‖H1

∼
< Hα‖u‖W G,α .(26)

Proof. Let us first prove the following statement by induction to|α| = k =
1, . . . , d.

If w ∈ Se−α
H ∩ WG,α ∩ H1

0 (Ω), then it follows

‖δαP e
H(w)‖H1

∼
< Hα‖w‖W G,α .(27)

Beginning of the inductionk = 1: Let |α| = k = 1. By the interpolation
theory, we obtain

‖w − Iα
H(w)‖H1

∼
< Hα‖w‖W G,α .

By w ∈ Se−α
H ∩ H1

0 (Ω), we getIα
H(w) ∈ Se

H ∩ H1
0 (Ω). Thus, by Cea’s

Lemma, we obtain

‖w − P e
H(w)‖H1

∼
< Hα‖w‖W G,α .

By the triangle inequality, we get (27).

Induction1 ≤ k − 1 7→ k ≤ d: Let |α| = k. By w ∈ Se−α
H ∩ H1

0 (Ω), we
getIα

H(w) ∈ Se
H ∩ H1

0 (Ω). Thus, by Lemma 5, we obtain

δαP e
H(w) = δαP e

H(w − Iα
H(w)) + δαP e

HIα
H(w)

= −δαP e
H


 ∑

β≤α
|β|≥1

(−1)|β|Fβ
H(w)


 + δαIα

H(w).

By Lemma 1, we obtain

‖δαIα
H(w)‖H1

∼
< Hα‖w‖W G,α .

Therefore it is enough to show

‖δαP e
H(Fβ

H(w))‖H1
∼
< Hα‖w‖W G,α
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for |β| ≥ 1 andβ ≤ α. Assume|β| ≥ 1 andβ ≤ α. This implies|α−β| <
|α| ≤ k and we can apply inequality (27) for the indexα − β. Thus, by
Lemma 4, it follows

‖δαP e
H(Fβ

H(w))‖H1 = ‖δβδα−βP e
H(Fβ

H(w))‖H1

∼
< Maxβ

(
‖δα−βP e

H(Fβ
H(w))‖H1

)
∼
< Maxβ

(
‖δα−βP e

HP
e−(α−β)
H (Fβ

H(w))‖H1

)
∼
< Maxβ

(
Hα−β‖P

e−(α−β)
H Fβ

H(w)‖W G,α−β

)
By Theorem 6 and Lemma 6, we conclude

‖δαP e
H(Fβ

H(w))‖H1
∼
< Maxβ

(
Hα−β‖P

e−(α−β)
H Fβ

H(w)‖W G,α−β

)
∼
< Maxβ

(
Hα−β‖Fβ

H(w)‖W G,α−β

)
∼
< Maxβ

(
Hα−βHβ‖w‖W G,α

)
∼
< Hα‖w‖W G,α .

Now we have proved (27). By Theorem 6, we conclude

‖δαP e
H(u)‖H1 = ‖δαP e

HP e−α
H (u)‖H1

∼
< Hα‖P e−α

H (u)‖HG,α

∼
< Hα‖u‖HG,α . ut

Now, we can prove the convergence of the combination solution for
Poisson’s equation in arbitrary dimensions.

By Theorem 7 and Theorem 1 and by the convergence of the finite
element solutionPH(u), we obtain the following theorem.

Theorem 8. Put uH = P e
H(u). Assume thatu ∈ WG,e ∩ H1

0 (Ω). Then,
the combination solutionuc

h converges in theH1-norm with the following
order:

‖u − uc
h‖H1

∼
< h log(h−1)‖u‖W G,e .
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