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Summary. The global error of numerical approximations for symmetric
positive systems in the sense of Friedrichs is decomposed into a locally
created part and a propagating component. Residual-based two-sided local
a posteriori error bounds are derived for the locally created part of the global
error. These suggest taking thié-norm as well as weaker, dual norms of

the computable residual as local error indicators. The dual graph norm of
the residualr, is further bounded from above and below in terms of the
L? norm of hrj, whereh is the local mesh size. The theoretical results are
illustrated by a series of numerical experiments.
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1. Introduction

One of the main challenges in the field of computational fluid dynamics
concerns the accurate and efficient numerical solution of partial differen-
tial equations for complex multi-dimensional problems. Recent intensive
research into this area has focused on the construction of reliable and ro-
bust algorithms which can deliver solutions with guaranteed error control.
While for partial differential equations of solid mechanics several finite el-
ement packages exist which go quite a way towards achieving this goal, for
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fluid flow problems the situation is far less advanced. Indeed, the majority
of adaptive CFD algorithms will simply refine or adjust the computational
mesh according to an ad hoc criterion, such as a large gradient in a physical
guantity. Although this intuitive approach has had some success, it does not
provide guaranteed error control. An alternative to this heuristic method is to
derive reliable and efficient a posteriori error estimates which can success-
fully drive adaptive algorithms; indeed, our aim in this paper is to initiate
the development of a theoretical framework for equations of compressible
transonic gas dynamics. One of the key technical difficulties in accomplish-
ing this task stems from the fact that the partial differential equations which
govern the flow are nonlinear and, typically, of changing type (e.g. elliptic-
hyperbolic); see [6].

The late 1950’s withessed an upsurge of research into the well-posedness
of linearised transonic flow problems. A particularly useful family of linear
partial differential equations which emerged from this study is that of sym-
metric positive systems in the sense of Friedrichs. This broad class includes,
for example, first-order symmetric elliptic and hyperbolic systems as well as
various equations of mixed type, and, therefore, it provides a natural starting
point in developing a theoretical framework for reliable and robust adaptive
transonic flow algorithms. This paper is concerned with the a posteriori er-
ror analysis of a general class of numerical methods for symmetric positive
systems in the sense of Friedrichs.

We begin, in Sect. 2, by introducing the necessary notation and recall
the basic theory of symmetric positive systems. In order to carry out a rig-
orous a posteriori error analysis we extend the original theory of symmetric
systems developed by Friedrichs [5], Lax and Phillips [15]. In particular we
define the graph space of a Friedrichs operator equipped with the associated
graph norm we prove trace theorems for this space, as well as associated
integration-by-parts formulae.

The a posteriori error analysis performed in Sect. 3 relies on the stability
of the boundary value problem for a Friedrichs system which we estab-
lish via Garding’s inequality. Next, we define the general class of numerical
schemes to be considered and, exploiting the theory from Sect. 2, we provide
two-sided residual-based global a posteriori error bounds on the graph-norm
and theL? norm of the error in terms of thé? norm and the dual graph-
norm of the residual, respectively. Obtaining local error estimates is one
of the main technical difficulties in the a posteriori error analysis of dis-
cretisation methods for hyperbolic problems. We describe how this can be
achieved by splitting the global error into a locally generated component,
which we call thecell error, and a non-local part, called thensmitted
error, which represents the accumulation of errors generated outside a cell
and merely advected into it (see also [17, 18, 20]). Using this decomposition
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A posteriori analysis for approximations of Friedrichs systems 435

and proceeding analogously as in the global analysis we obtain local error
bounds in strong and weak norms. Thus we deduce that specific norms of
the residual provide reliable and efficient bounds on associated norms of the
cell error. These results indicate that the local residual contains information
only about the error that has been created on an individual cell, which, in
turn justifies the use of residual-based error indicators for adaptive local
mesh refinement. The concept of cell error is a generalisation of that of the
local error frequently used in a priori analysis of numerical methods for
ordinary differential equations, see Sect. 11.8 in [7]; it seems that it was not
used in connection with a posteriori analysis of approximations to partial
differential equations prior to [18].

Although the dual graph norm is a natural quantity to consider from the
point of view of the error analysis, its definition makes it unsuitable for
practical implementations and is difficult to localise. A key result in Sect. 4
is that the dual graph norm can be replaced by a quantity that is essentially
equivalent to it and is easy to compute; in particular, we show that the dual
graph norm of the residual can be further bounded from above by a constant
multiple of A |71 | £, (), Whereh, is the diameter of. We shall also show
that a similar lower bound holds, and thereby we deduce the following two-
sided bound on the locally created component of the error in terms of the
local residual:

(L.1)  c2(m)llhoPhorhll o) < lex o) < es(®@) AT Ly (r):

wherec; andcs are positive constantsy,, is the orthogonal projector in
Ly (x) onto afinite element subspag® = S (k) C Ly(x) onamicropar-
tition of x of granularityhy. Thus we arrive at a two-sided a posteriori bound
that is simple to implement into adaptive algorithms.

We note that, for finite element approximations of scalar hyperbolic
equations, non-local a posteriori error bounds on the transmitted error were
derived in [30] (see also Remark 3.6 below) by exploiting the Galerkin or-
thogonality of the finite element method, together with the stability of the
corresponding dual or adjoint problem, cf. [31]. Thus, unlike the a poste-
riori estimates discussed here, those bounds on the transmitted error are
dependent on the particular discretisation employed.

In Sect. 5, we discuss the numerical implementation of these theoretical
results and highlight the potentials of our a posteriori error bounds. The ap-
plication of the theoretical framework developed here to the Euler equations
of compressible gas dynamics is discussed in [24].

Seminal work in the area of residual-based a posteriori error analysis
and adaptivity for Galerkin finite element approximations of linear elliptic
equations has been carried out in [2] and [22], while for hyperbolic and
almost-hyperbolic problems work in this area has been pursued in recent
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years by Johnson and collaborators (see [9-11,13], and references therein).
The theoretical framework of a posteriori error estimation for Galerkin ap-
proximations of hyperbolic problems developed in the latter papers is based
on an elliptic or parabolic regularisation of the hyperbolic partial differential
equation through the addition of a mesh-dependent artificial viscosity term.
The a posteriori error estimates are then derived by exploiting the strong
stability of the adjoint to the regularised problem and the orthogonality of
the residual to the Galerkin test space. This differs from our approach, in that
we make no use of Galerkin orthogonality or artificial viscosity; indeed, our
estimates are applicable to a general class of numerical schemes, including
ones that lie outside the Galerkin framework, and also to methods which do
not introduce artificial viscosity terms in an explicit fashion. Connections
between the theory developed here and that of Johnson are discussed in more
detail in [29] and [31].

This paper is an extended version of our note [18] and the conference
paper [29].

2. Friedrichs systems

Let £2 be a bounded open setlki* with a Lipschitz-continuous boundary;
such a set will be calledlaipschitz domairfsee Néas [21]). We usé., -) to
denote the.? inner product or12, and|-||, for the corresponding? norm

on £2; analogously, iff?’ is a measurable set contained® we denote by
() the L? inner product o2’ and by||-||, ,, the associated? norm.
Similarly, any other norm will be indexed with a set provided it is taken
over a proper subset @?; otherwise the reference to the domain will be
omitted. The standard hilbertian Sobolev spacefbof real orders will

be denoted?*®({2), and the associated Sobolev norm will be labe||gfl
(see Adams [1] for more details). We shall be using vector-valued functions
u,v : 2 — R™. For such functions, denoting By | the Euclidean norm
of R™, we set

(w,v) = (uj,0;), and Jul| = [ful]

m
J=1

for any of the above scalar norms.

2.1. General theory of symmetric positive systems

We review here some basic results from the theory of symmetric systems
in the sense of Friedrichs [3], see also Lax [14]. Suppose that we are given
matrix-valued functions!;, C' : {2 — R™*™ 4 =1,...,n,and, fork € N,
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A posteriori analysis for approximations of Friedrichs systems 437

the vectorf € [H*(£2)]™. We assume that the compone(ﬁ%ﬁ)lg]’,kgm
of the matricesd; are inC'(£2) and the component&;)1<; k< of the

matrix C' are inC'(2). We consider the system of first-order linear partial
differential equations

(2.2) Lu:=>Y A, +Cu=f  ong
=1

and denote by.* theformal adjointof the operatoll., defined by
2.3) Lu= -3 2 (At 4 O
= Oxi

Following Friedrichs [5], the system (2.2) is said tcdyenmetric positive
if the following conditions hold:

(1) the matricesA;, fori =1,...,n, are symmetric, i.ed; = A},
(2) there existv > 0 and{ € R™, with |¢| = 1, such that the symmetric part
of the matrix

1~ 0 -
Kg 20—2;%Al+a;§'1141

is positive definite, uniformly oif2, i.e. there exists a positive constant
cop = co(£2) such that
1

(2.4) 3 (Ke(z) + Ki(x)) > col

for all z in £2. For simplicity, we shall often writd( instead ofK.

The system (2.2) will be calledissipativeif (2.4) holds fora = 0. We
note that a sufficient condition for (2.4) to hold is that:

(2") there existst € R™, with |¢| = 1, and a positive constanf = c{(2),
such that
§1A1($) +.o.t ann(‘r) > 6617

forall z € 0.

In this case¢ is called a time-like direction, and the hyperplane to which
¢=(&,...,& ) isnormal at the point is called a space-like hyperplane at
x. An important special case when (2’) (and thereby (2)) is trivially satisfied
is when at least one of thé; is positive definite, uniformly om2. Condition

(2") will not be made use of until Sect. 4; there we shall assume that (2’)
holds, instead of (2).
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On the boundary) (2, the unit outer normal vector field= (1, ..., 0y)
is defined almost everywhere with respect tothe- 1)-dimensional mea-
sure ond(2. Consider the matrix

=1

For the sake of simplicity we shall assume tliais non-singular almost

everywhere or9(?2, that is, the boundary of? is nowhere characteristic.

This can be seen as an assumption either on the system or on the damain
We denote byB~ the negative part of the symmetric matiik thus

B~ is negative semi-definite and™ = B — B~ is positive semi-definite.

Given thatg belongs to[H**1(2)]™, k > 0, the tracel} gog of g in

[H’f+%(arz)]m defines an admissible boundary condition via

(2.6) B u=B"g ondf..

Suppose that we are givehe [H'(02)]™ andg € [H!(0£2)]™; then
there exists a unique solutianc [H!(£2)]™ of the boundary value problem
(2.2), (2.6) such that

(2.7) lulle < c(lflle + lgllkoe)

for k = 0, 1 (see Friedrichs [5], Lax [14], Lax—Phillips [15] and Taylor [32,
Chapter IV].) We remark here that a precise definitiorsafutionwill be
givenin Sect. 2.3, following the discussion on the graph space of the operator
L in Sect. 2.2. Note that, by linearity, we may use a standard argument to
ensure thay = 0, at the expense of modifying.

2.2. The graph space

In the following we introduce the basic ingredients for our a posteriori error
analysis of numerical schemes for Friedrichs systems. First, we define the
graph spacen (2 corresponding to the operatbr

H(L,$2) :={u € [L*(2)]™ | Lu € [L*(£2)]™}.

Note that[H!(£2)]™ is contained inH (L, £2). Usinga and ¢ as in the
definition of the matrixk” = K¢ in condition (2), we introduce of{ (L, 2)
theweighted graph norm

—a(éx —a(&x 1/2
lralll = (el 4 e~ Laf3)

Next we state and prove a trace theorem for the spide, {2) and give an
associated integration-by-parts formula. We shall denote the duality pairing
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between the Sobolev spaﬁé%(aﬂ)]m and its dual space by, -)s, and
by I'v.o0 : [H(2)]™ — [H%(é)())}m the usual trace operator (seedds
[21]). The L? inner product ords2 will be denoted -, -) .

Theorem 2.1 (Trace Theoremlet 2 C R” be a Lipschitz domain. There
exists a bounded linedrace operator

1 ’
Tpoo: H(L,2) — ([H}02)]")

such that, for any in [H(£2)]™,

(2.8) I'spou = B (Ippnu).

In addition, the following integration-by-parts formula holds for allin
H(L,2)and allw in [H!(£2)]™:

Z/ (Aiuxi)-wdx——Z/ u- (Aw), dz
i=17% i=179 '
(2.9) +(I'Boou, [ asow)sn.

Proof. Given thatg € [H'/?(9£2)]™, consider anyw in [H'(£2)]™ such
thatg = I pow. We set, foru in H(L, £2),

(2.10) Fu(g) = ;/Q [(Aiumi) cw+u - (Ai'w)xi] dx,

which defines a linear functional qﬂ%(ag)}m. It is easily shown that
the definition ofF, (g) is independent of the choice af, with I sow =
g. Applying the Cauchy-Schwarz inequality, and denotingzlaysuitable
positive constant,

(2.11) [Fu(g)] < el [ul]] - [Jwl].

According to Né&as [21, Sect. 2.5.7], there exists a continuous linear
extension operatdrf’ : [H%(arz)]m — [H(£2)]™. Therefore, withw =
Tg and a suitable positive constant we have that

(2.12) [Fu(g)] < éllfulll - wlly < clllulll - llglls o3
/
henceF, belongs to([H%(aQ)]m) .We setl ' gou := Fy,. Dueto (2.12)

the linear operator

!/

N

Tpoq: H(L,2) — ([H:(00)")
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is continuous. Now (2.10) implies (2.9) since
Fu(g9) = (I'ponu, [ sow)on-

Consideru in [C1(£2)]™ and letw belong to[C! (£2)]™. Thence, using
(2.10) and Gauss’ theorem, we get

(I'poau,g)on = Fulg) = ;/ﬂ [Aju - w], dox = /an (Bu) - gds.

This implies (2.8) for allu in [C1(£2)]™. Since [C(£2)]™ is dense in
H(L, {2) we deduce that
FBya_Q’U/ =B (FO@QU) . O
Let us consider the adjoint operatit given by (2.3), and the associated
graph spacéif (L*, 2) equipped with the norm
ST (ST * 1/2
[l 1= (e ufd 4 e LulF)

Then, in analogy with Theorem 2.1, we have the following result.

Theorem 2.2 Pual Trace Theoremlet (2 be Lipschitz domain iR".
There exists a bounded linetxace operator

/

* * 1 m
Tjoq: H(L*,2) — ([HE(02)").
such that, for anyw in [H'(£2)]™,
(2.13) FE@Q’UJ =Ippow=1HB (Fo’ag’w) :

Forall w € H(L*,2) and allu € [H'(£2)]™ we have the following
integration-by-parts formula:

Z/ u- (Aw), dr= —Z/ (Aiug,) - wdz
=171 ' =171
+(Lo.00u, I'f gow)on-
Proof. The proof is analogous to that of the preceding theorem.
The splittingB = B* + B~ induces a natural decomposition of the
trace operatof s 5, Which leads us to define the partial trace operators
/
Tt oo H(L, 2) — ([H%(a(z)]m>

with
I'on =Ip+ oo+ I'p- a0-
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By virtue of the formula (2.8), on the dense subi&et(£2)]™ of H (L, £2) this
decomposition can be constructed by splitting the trace ef [H*(£2)]™
and then extending the operators by continuity to alHdf_, (2). One can
proceed analogously fdd (L*, 2).

Now we are ready to precisely define the domains of the operatains
L*: the domain of definition of. is

D(L,2) = {u € [L*(2)]™ | Lu € [L*(2)]™ and ['z- you = 0}
and that ofL* is defined by
D(L*,02) = {u € [L*(2)]™ | L*u € [L*(2)]™ and I'z+ gou = 0}.

With the (weighted) graph norm§- |||, respectively|| - |||, defined above,
the domainD(L, (2), respectivelyD(L*, {2), is a subspace of the Hilbert
spaceH (L, {2), respectivelyH (L*, (2).

Lemma 2.3 Letx be a Lipschitz subdomain 6f. Given anyu in D(L, k)
andw in D(L*, k), we have that

(2.14) (Lu,w),, = (u, L*w).

Proof. The equality (2.14) obviously holds farin the dense subsét( L, )
N CY(r) of D(L,x) and w in the dense subsdd(L*,x) N C1(k) of
D(L*, k). The desired result follows by continuityd

2.3. Weak and strong solutions

Suppose thaf € [L2(2)]™, g € [L?(0$2)]™. A functionu € [L%(2)|™
satisfying
(2.15) (u, L*p) + (B~ g, @)oo = (f, ),

for all ¢ € D(L*, £2) is called aweak solutionof the boundary value
problem (2.2), (2.6).

A weak solutionu that belongs td7 (L, {2) is called astrong solution
Lax and Phillips [15] proved, under the assumption thas non-singular,
that every weak solution is a strong solution, and hence any weak solution
is a solution of the boundary value problem

Lu=f ae.onf, I'p- pou = B"g a.e.ond.

The fact thatu € H(L, {2) does not preclude the possibility afbeing
discontinuous. The derivatives appearind.uain the definition ofH (L, (2)
are interior derivatives along characteristic hyper-surfaces and thefafore
will belong to L2(£2), even ifu has a discontinuity across a characteristic
hypersurface.
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3. A posteriori error analysis

An important ingredient in the a posteriori error analysis presented here is
a version of Grding’s inequality given below. Using this, we derive global
and local bounds on the discretisation error.

For the sake of simplicity, throughout Sects. 3.1 and 3.2, we shall assume
thata = 0. Note that if the symmetric part o is non-positive on2 for
«a = 0 then the system can be transformed into one that is dissipative in the
following way. Suppose that we set, fore R,

u(z) = €o(2);

then we obtain, for strong solutions, the equivalent system

Lv+BY &Av=e Pty

=1

with
& 1= 0
i=1 i=1 v

Now redefining the matrix' as the expression in the brackets, folarge
enough, we obtain a new system which satisfies condition (2) above with
a=0.

3.1. Estimates for the Friedrichs system and its adjoint

With the system (2.2) we associate, forc H(L, 2) andv € [L%(£2)]™,
thebilinear form
(3.16) blu,v] := (Lu,v).

Suppose that € [C1(£2)]™. Integrating by parts and exploiting the sym-
metry of theA; gives, fori = 1,...,n,

0

@) () = —5(( A ww) + 5 w)on

and

@18) (5 () w) = 5(( ) ww) + S04 wae

Summing ovet yields
1 (<& 0
_Z —A;
-3 (S

blu,u] = ( w,u) + é(Bu,u)aQ.
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Using (2.4), (3.17) and (3.18) we deduce that
1
blu,u] = 5 ((Lu, u) + (u, Lu))

= %((Lu, u) + (L*u, u)) + %(BU,U)M)

_ ;ZZZ; <(Aiuxi7u) - (i;):m (Aju) ,u))

1 1
; (2 (C+CMu, u) + 1 (Bu.wog

1 1
= 5((K + K*)u,u) + §(Bu>u)89
1
(3.19) > colul + 5 (Bu, w)oq,
and hence th&arding inequality
1
(3.20) blu, u] > collu§ + 5 (B w, w)oe

for all u € [C1(£2)]™; since[Ct(£2)]™ is dense iMH!(£2)]™, we deduce
that (3.20) holds for all. € [H*(£2)]™. In particular for alke in [C* (£2)]™ N
D(L, $2),

b, u] > collull3.
Since[C1(2)]™ N D(L, 1) is dense inD(L, £2) the coercivity ofb]-, ]
follows:
(3.22) blu, u] > collu||?
for all w € D(L, 2). Exploiting this inequality we prove the following
theorem.

Theorem 3.1 For u € D(L, £2) we have that
1

(3.22) lullo < —|Lullo
€o

and, withce; = (1 + 1/c2)'/?2 anda = 0, the following equivalence of

norms:

(3.23) [Lullo < [lJull] < eil|Lullo.

Proof. Note that (3.21) implies that, far € D(L, 2) C [L?(£2)]™,
(Lu,w) _ (Lu,u) blu,u]

[Lullo = sup > = > collwllo-
werz(@2)m  wllo lullo llullo

This in turn implies that
(3.24) cil| Lullo = [||ul]]
and hence (3.23).0O0
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For the purpose of deriving a posteriori error bounds in weaker norms
we introduce the dual spad (L, 2) (respectivelyD’(L*, 2)) to D(L, 2)
(respectivelyD(L*, £2)) with thedual (weighted) graph norm

ulll = sup ) (respectively|ul|, = sup L)
ven(z,2) V]| ven(z+,2) [l

Due to the continuous embeddingg} (2)]™ c D(L,2) C [L*(2)]™,
we have the dual embeddings?(2)]™ c D'(L,2) C [H~1(2)]™.

We consider, forf € [HY(£2)]™ andg € [H'(92)]™, the adjoint
boundary value problem

n

(3.25) - i=1

Writing the operatod.* as

n n 8
L'¢ = z; Ay + ) ((MAZ) @+ Crp
= i=1

one easily sees that this is again a symmetric positive system and all the re-
sults concernind. hold, by analogy, for the adjoint boundary value problem
(3.25). We have the adjoint bilinear form

b*[u,v] ;== (u, L*v)
satisfying
[, 0] = colful} — 5 (Bu,w)ao,
and the associated&®ding inequality

* 1
b o) = eolullf — 58w, u)o,

for all w € [H'(£2)]™. In addition, similarly as for, we have, forw = 0
and anyu € D(L*, (2),

(3.26) lullo < [[lulll < crllL7ullo < eaf|ful]]s
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3.2. Global a posteriori error estimates

Consider the boundary value problem (2.2), (2.6) stated in Sect. 2. We wish
to develop, in an abstract setting, the idea of error localisation and residual-
based local a posteriori error estimation operating within the framework
introduced below. Suppose thiatt ¢ H(L, £2) is a finite element trial
space obtained by partitionin@ by a family consisting ofN;, subsets
(Ki)i=1,.n,- The setss; will be calledcells These could be, for exam-
ple, triangles or quadrilaterals in the case- 2. For each cell we assume
that it satisfies the same properties as thesiself; thus all the analytical
results proved in the case &f will also hold with 2 replaced by a cell
ki. The mesh parametéris defined to be the maximum diameter of the
cells. We denote by}, a projection of L?(£2)]™ into a finite element test
spaceM” contained ifL2(£2)]™. Furthermore, té/" there corresponds a
discrete space on the boundary, and we suppose for simplicity that the trace
of g is an element of this space.

We assume that the scheme can be formulated as a discrete boundary
value problem of the following type: find;, € U" such that

(3.27) Iy Luy, = I f onf2, B uulan = B~ glag.
We suppose that this discrete problem has a unique solution.
Letuw € H(L,(2) be the exact weak/strong solution of the boundary

value problem (2.2), (2.6). We denote éy := u — uy, theglobal error of
the approximate solution and define tesidual

r, = f — Luy(= Lep,) € [L*(02)]™.
In particular, we note that the global errex is the unique solution of the
boundary value problem
Ley, = 7, on{2, B_eh‘ag = 0.

Thus we have that;, belongs taD(L, {2). By takingu = e, in (3.23), we
obtain the following error bounds far = 0.

Theorem 3.2 Suppose thai;, € 4" ¢ H(L, 12); then, we have the strong
global a posteriori error bounds:

(3.28) I7rllo < [llenlll < cllrallo-

Next we extend the process of a posteriori estimation to weaker norms.
Noting thate;, € D(L, {2) and using (2.14) and (3.26) we obtain, o 0,

L L*
Urallls = lZealll, = sup  Eem®) g (enl'9)
oenis,2) Pl gen@) @l
enllollL*®|lo
< sup llenlollL@lo o
oen(is,2) |l

Numerische Mathematik Electronic Edition
page 445 of Numer. Math. (1999) 82: 433—470



446 P. Houston et al.

In the adjoint boundary value problem (3.25) we tgke- ey, g = 0,
and consider the corresponding (unique) solutoa D(L*, {2). Now for
en € D(L, £2) we have, using (2.14) and (3.26), that

(Len, @) _ (Len,p) _ (en, L*p)

llrnllls = sup

senz=2) ol = el el
L*(‘O,L*QO L*QO 2 1
e lll« el — a

This proves the following global two-sided a posteriori error bound on the
L? norm of the global error in terms of the dual (weighted) graph norm of
the residual.

Theorem 3.3 Assuming thatv = 0, we have the weak global a posteriori
error bounds:
(3.29) [lIrnllls < llenllo < exlllrallli.

The next section is concerned with the decomposition of the error into
a locally created part, called tleell error, and a propagating component
which will be referred to as thieansmitted error

3.3. Cell error and transmitted error

Let k C {2 be a cell in the partition of the domain. Gnwe consider the
exact solutionsi, u;, € H(L, §2) of the local boundary value problems

(3.30) La=f onk, B |y, =B ulox,

(3.32) Luy, = f onk, Bf'fl/h‘a,{ = Bf’u,h‘a,i.

Due to the unique solvability of the boundary value problem, we have that
U = ul,.

For u;, we provide the following interpretation. Suppose that we have
determined the numerical solution 6h ThenB~uy,|g, can be thought of
as distorted boundary data due to the numerical error outside of the. cell
In the second problem (3.31) above we consider the exact solution subject
to these distorted numerical data. Then the quantity

e = (wn —up)l, € D(L, k)

represents the error produced by the scheme on this cell; we calldethe
error. The complementary quantity

e = (u—1y)l,
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reflects the component of the error which is created outside of the cell; we
name this part of the error thexnsmitted error Therefore, on each cell we
have the following decomposition of the global error:
eh‘n — (u . uh)"{ _ ezell + e:u{rans.
The relevance of the cell erref®!! is that it is the part of the global error

which directly contributes to the cell residual that we shall use as an error
indicator. We deduce that the transmitted error satisfies

Le™ = Ly — Lii, =0 ons,
(3.32)
B_e,tf‘rmsb,.g = B_(u — ’u,h)’a,i = B_e|3,{.

On the other hand, the cell error satisfies

r, = Lep, = Le™ + Le! = Let®! onk
(3.33)
B~ ey, = 0.

This shows that the cell residugy | ; is only influenced by the cell error on

the cellx. Therefore, it is reasonable to attempt to improve the numerical
solution by an adaptive procedure on those cells where the cell residual is
largest. The next subsection focuses on the question of local error control:
we derive local two-sided a posteriori error bounds on the cell eff8rin

terms of the (computable) local residug], in various norms.

3.4. Local a posteriori error estimates

Suppose that is a Lipschitz subdomain af? with a boundaryx that is
almost everywhere non-characteristic for the operatdn order to sharpen

the global estimates, we shall assume that condition (2) in the definition of
a symmetric positive system holds on each subdomain{? with a local
constanty = cy(x). All of the results derived above di also hold on the
subsets. In particular, sinceec®! is the unique solution to the initial value
problem

Let =7, onk, B e, =0,
we have thae!! belongs taD (L, ). By takingu = e'e~*(¢2) in (3.23)

and repeating the reasoning presented in the previous section, we obtain the
following error estimate.
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Theorem 3.4 Suppose that;, € 4" ¢ H(L, 2); then, we have the strong
local a posteriori error bounds

(3.34) minw(z)|rallos < [[lex™llx < e1(r) maxw()|rallox,
TER TER

wherew(z) = e~ ande; (k) = (1 + 1/co(k)?) /2.

In contrast with the two-sided bound on the cell-error, we only have an
upper bound on the transmitted eredf*™s. This estimate is reminiscent of
stability estimates used in the analysis of error transport in the context of
ordinary differential equations.

Theorem 3.5 Assuming that'™* € [H(x)]™, the following bound holds:

2co(k) lwe ™™ 1F . + (B wey™, wey ™),

— trans trans
< (=B we; ™ we,;; ")y,

wherew(z) = e (&%),

Proof. By consideringb[ef'a"s, w?e1s], proceeding analogously as in
(3.19) and exploiting the fact thake*a" = 0 and hencé[e'*"s, w?erans]
= 0, we obtain the desired inequality. O

SinceB* and— B~ are assumed to be positive definite, this estimate puts
an upper bound on the transmitted erromoend the outflow of transmitted
error in terms of the incoming error.

Remark 3.6In the case of a scalar hyperbolic equation, corresponding to
m = 1, the followingnon-localupper bound on the transmitted eregfs
may be derived:

trans

e H(Hé(,g))' < Cllhrnll 2Dy )

where(C' is a computable constant aie}, (<) denotes the union of all el-
ements in the partition which intersect the domain of dependengeasf
[30]. The proof of this a posteriori error bound is based on a hyperbolic
duality argument using the general theoretical framework outlined in [31].

Now we consider the derivation of weak a posteriori bounds. For this
purpose we consider®! ¢ D(L, x) and use the weighted analogues of
(2.14) and (3.26) to obtain

el = [11Zes 11
sup (Leiell’ )R
peD(Lr ) Dllen
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cell L*
(L)
beD(Lr ) Plllsx
e w1 ol L Bl
" ¢eD(L* k) @]+,

< e,

< max @ ()| e lo,x,
TEK

where(z) = e(&%), For the reverse inequality we consider fn= «
the adjoint boundary value problem (3.25) wjth= e 2«(&z)ecell g — 0,
and consider the corresponding (unique) solutiog D(L*, ). Now for
e ¢ D(L, k) we have, using (2.14) and (3.26), that

r (Leif”, )i > (Lefff’”#)n . (eiie”,L“P)n
[lIralllsy = sup > =
genw) Pllln = el el
(XED L, e ) ), [T L5
[lspllles [epll.x

1 1
> fle&x) p* -
- Cl(li) He ‘PHO,R Cl(ﬁ)
This proves the following local two-sided a posteriori error bound on the

L? norm of the cell error in terms of the weighted dual graph norm of the
residual.

e E el

Theorem 3.7 We have the following local a posteriori error bounds:
minw(z) [[[7all[% . < (e fox
TERK

(3.35) < ex () maxfu(@)] [l e

The results of Theorems 3.4 and 3.7 also allow global error estimates to
be derived. For example

<] = {Z!HGZQHHK}
< {Z(cl(fi) rgggw(w)\lrhllo,nf}

[NIES
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Thereforeg; (k) = ¢1(k) maxge, w(x)||7p|lo, IS a local upper estimator
ande; is a global upper estimate fgjte“|||. We also have

e Mo = {Z Heffullﬁ,n}
{Zm(n) max ()] | ;,HV}

- {Z@W} = 5.

K

NI

IN

Therefore (k) = c¢1(k) maxeex[w(a)] ™ |[|74l|[. . is a local upper esti-
mator anck, is a global upper estimate fgjece!!||.

We conclude this section by noting that estimates identical to the ones
derived above hold for Friedrichs systems in conservation form.

4. Further bounds on the dual graph norm

The error estimates (3.34) and (3.35) derived in the previous section put sharp
bounds on the locally created component of the global error in terms bfthe
norm and the dual graph norm of the residuglrespectively; unfortunately,
the dual graph norm aof;, is difficult to compute (although in [24] it was
approximated by partitioning the cel] and was successfully implemented
into an adaptive finite volume algorithm for the numerical solution of the
Euler equations of compressible gas dynamics). In this section we shall prove
that|||ry|||% ., can be further bounded from above by a constant multiple of
||hrnllo.x, @ quantity that is simple and cheap to compute; we shall also
prove that there is a similar lower bound. These bounds on the dual graph
norm extend the results of [29] to Friedrichs systems in hon-conservative
form.

In the remainder of this section we shall assume that (2’) holds instead
of (2).

Theorem 4.1 The following one-sided a posteriori error bound on the cell
error in terms of the residuat,, is valid:

lex o < ca(r)llbr,

0,k
where

c3(r) = c2(r)(1+ 1/co(r)*)expla(l + h)[E]),
ca(r) = (B* + c(r)?/4) ' 2exp(al€]),
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co(k) andcj () are the constants from conditions (2) and (2’), respectively,
applied on the celk, andh denotes the diameter af

Proof. Assume that is inIR™ (to be fixed later on) and letbe any element

in the partition of(2. In order to simplify the argument we shall suppose
that the origin of the coordinate system is the centroid of the elemaht
this is not the case then the exponential weight-function@p- x)) in
the expressions below should be replaced by ekp- (x — x.))) wherez,

is the centroid of, the important property being that the weight function
remains bounded anash = diam(x) converges to zero. Now for aryin
D(L*, k) we have the following identity:

—/eQO‘(C“) <Z 6(35-(Ai¢)> pdx

i=1 v

_/ e2a(<'z)¢ - (Bo)ds + 2042 / e2a(C-:p)¢ (GiAig) dx
Ok i=17F

_i/em@'%- <‘2ﬁj¢>) dx
ey [ () on

Transferring the last term on the right-hand side to the left, we obtain

Sl

e‘“ €2 . (Bo)ds

/eZQCfL‘ -<a24,1 - 8A>¢d:v.

( Z¢)> “gdz

Thus,

/eQa(C~a:) <_Zaam(Ai¢)+C*¢> - da
k i=1 "

L[ oy, (B¢) ds

2 /o
° 1w 0A4;
4. a(Cw) A — = i '
(4.36) +/Hez b <C+a;:1g P 8xi>¢d:r
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Noting that

/ () gy (Cp) d = / (T (%) - b da

= / ) (C*¢) da

and applying this in the second term on the right-hand side of (4.36) gives

/ Q20(Ca) ( n

=5 [ o (Bo)as

- 1 <= 04;
g2(Co) g * A= ¢
(4.37) / (C +a ;21 CiA; 5 2 8%) ¢dx.

Summing the identities (4.36) and (4.37), and recalling that BT + B~
with B¢ = 0ondf2 and—¢ - (B~ ¢) > 0 on 92, we conclude that

[ s odez [0 (Kela) + Ki (@) da.

In order to proceed, let us consider

S (Ke(a) + KE (@) = 5(C+C7) 5 Z

1=

Choosing; = h™1&;,i = 1,...,n, whereh = diam(x), and recalling (2’)
we have that

5 (Ke(o) + K2 (@)

—p! <azn:§iAi+h< (C+C*) _,Z o ))
i=1 !

Zh_1<ac{)(/{)l+h< (C+C%) ;Zn: ))

=1

Since, by hypothesis, the entries Gfand 0A4;/dz; belong toC(£2), it
follows that, forh sufficiently small and alk: € «,

5 (Ke(o) + K2(2) >
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Thus we arrive at the local&ding inequality

/
[ &g gds> aotr) [ eeop da.

Applying the Cauchy-Schwarz inequality to the left-hand side, it follows
that

a(Cx)| 42 % 2h a(Ca)|T* 42 %
(4.38) (/ﬁe2 || dx> < e () </He2 |L*¢| dx>

To complete the proof, we shall apply (4.38) to show that the dual graph
norm ofr;, is bounded above by a constant multiple|af-;, ||o; indeed,

“ [(hs &)
p 1
oeD(L*r) (||eXCD|[  + (eI L*g|F )2

el s =

sup e CDpp 0. 12T D]l0.
veD(Ler) (||leCD |2, + [lexCDLrg|2 )2

< W(h? + &P (r)?/4) 12 je )

However|a(¢ )| = h~ta|¢- x| with h(< 1) denoting the diameter &f, so

that, recalling that the origin of the coordinate system has been placed at the
centroid ofx and therefor¢r| < hforzin k, itfollows that|a(¢-z)| < af¢|

for x € k. Hence,

7wl < co(k)Ihrnllow
wherecy (k) = €€l(h? 4 a?c)(x)?/4)~ /2. Noting that
1011l = 1110l me = (€5 + [l€*EL*

and writing
e&n) = grCa)g-al(=8z _ gn(Ca)gal(1-h)(z/h)

1
ok

we have that

Thus,

/’ 7{_ Sup ‘( h7¢) ’

< & l[[ry[[L,,
peD(L* ) |I9ll4 e
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Now (3.35) states that,

e llos < (k) max e @[z ||[L . ¢,
TER v

and therefore

”efgeHHO,ri < Cl(lﬁ)eah‘gleam|Hrh”|{h’%<

< c1(w)ea (k)€ By o 4.
Hence, definings (k) = ¢1(k)cz(k)e* Ml we obtain the desired bound

lexlos < es(w)llhrnllo.. O

Now we prove an analogous lower bound; to do so, we consider a uni-
formly regular micro-partition of the cefl, and letS"o = S"0 (k) be afinite
element subspace &f(L*, ) on this micro-partition, witthy = ho(x) de-
noting the maximum diameter of elements in the micro-partition. We denote
by P, the orthogonal projector ifi.%(x)]™ onto the finite element space
Sho,

Theorem 4.2 The following a posteriori lower bound on the cell error is
valid:

ca(k)[hoPuerallos < llex™ o,

wherecy (k) is a computable constant.

Proof. SinceS" = S"0 (k) is contained inD(L*, x), it follows that

, (7, @)l
|Hth|*,n,§ - Sup 2 9 1
oeD(Lr) (|l ED)|3  + ||exEn) Lxg|2 )2
(439) > |(Th7¢ho)m‘

sup —.
$ng €SMO (”ea(g.m)éhoug,m + Hea(glx)L*(bhOH%,n)i

Exploiting a standard inverse inequality.$°, we deduce that

1
= 0 sk .
(Z‘ea(gx)(ﬁ)”%w) < ol )”ea(g Yonolloss — ¢n € 5™,

=1 hO
and therefore, for alp;,, € S™,

1€ ED L* b llo.s

- o(ex) OPn
< Z 1A Lo () 1€ )W:’
=1

0,5 T+ ”DHLOO(R) Hea(f-x)¢h0 ”0,/4
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1
2

= o 0o,
< (Z |AiH%w(n)> <Z |ea(§'$)axi0|(2),n)
i1 i=1

D £ () 1€ D1 [0,

1

2

1 . (& T
S ho [ Dl Lo () + ¢5(K) (Z "Ai‘%m(n)> 1€ dng o,
i=1

= hy o ()€ dng o,k

whereD = C* — 3" | 9A;/0x;. Substituting this bound into (4.39) gives

- [(Th, Phy )
Wenllls e = ho(h2 + c(k)?) Y2 sup — Lo rholnl
- ¢h065h0 ||ea(€‘x)¢hoHO7n

hoe~ ¥ [(Phon: Sno )]

= sup
(h(z) + co(r)?)1/2 bhy €S0 | Do

1
= & IR + c6(+)%) "2 (1o PagT 0.6

0,x

Combining this inequality with the lower bound on the cell error stated in
Theorem 3.7 we arrive at the desired lower bound@fi|o .. O

The bounds in Theorems 4.1 and 4.2 can be summarised as follows:

4.40)  cs(k)|hoPryrrllos < €€l < es(k)|hrn o,

wherecs(x) andcy (k) are computable constants. We note here that while
the two-sided bound on th&? norm of the cell error given in Theorem

3.7 is sharp, inequality (4.40) is not, because of the mismatch between the
expressions under the norm signs in the lower and the upper estimate. By
virtue inequality of (4.40), we have the ‘almost sharp’ two-sided global
estimate

1
2

(ZC4(H)2Hh0PhOThHaK> §||ecell||0
= (Z Cs</~e>2||hrhuan>
= {2(63(%))2} =75

K

N[

which now provides a global bound on the locally created component of the
error.
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5. Computational implementation and numerical experiments

In this section we assess the computational performance of the local a poste-
riori error bounds derived in this paper. We begin in Sect. 5.1 by discussing a
practical approach to approximating the dual graph norm. Then, in Sect. 5.2
we describe an adaptive algorithm for automatically controlling the cell er-
ror with respect to a user-defined tolerance. Finally, in Sects. 5.3-5.6 we
present a number of numerical experiments: Sects. 5.3-5.5 are devoted to
the performance af; ande, for the cell vertex scheme on uniform quadri-
lateral meshes. This cell vertex scheme is described in the papers [25-27, 3,
19], and can be formulated as a Petrov-Galerkin finite element method based
on continuous piecewise bilinear trial functions and piecewise constant test
functions. Itis this latter interpretation that conforms with the framework de-
scribed above. For cell centre finite volume methods, a similar construction
is given in [28]. In Sect. 5.6 we illustrate the performance of the streamline-
diffusion method on both uniform and adaptively refined triangular meshes
usinges as a local error indicator. We note that the streamline-diffusion
method is based on a consistent perturbation of the standard Galerkin finite
element method by adding a weighted least squares term to the standard
test functionwv: for the Friedrichs system (2.2), this corresponds to a test
function of the formw + 6 Lv, whered = Csh, Cs is a constant andl is a

mesh function, cf. [12], for example.

In each of the numerical experiments presented, an approximation of
the cell error and the transmitted error is obtained by numerically solving
the local boundary value problems satisfied on each elemdayt these
guantities. The numerical solution to these local problems is computed using
the underlying discretisation method (i.e. the cell vertex method in Examples
1-3 and the streamline-diffusion method in Example 4) on a mesh generated
by four successive subdivisions of the elemerfor quadrilateral elements,
this corresponds to B x 17 subdivision ofx.

5.1. Estimating the dual graph norm

To evaluate the upper error estimate we need to calculate

(Th, @)
lralllse = sup .
seD(L* k) |1|P]]]5x

In practice, it is impossible to test the residual against every element in
D(L*, x). A computable approximation ¢fir |||’ . is obtained by evalu-
ating

(Th’ Qb)ﬁ

geshocD(L k) |[|9]

Y
*,K
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where S0 is a finite element subspace 6f(L*, x) on a micropartition
of x of granularityhg. In the examples that follow, we use the following
approximation for quadrilateral elements

(Th; Gum )
I,m=1,...NL H|¢lm| | |*’I€ 7

where eachy;,,, € D(L*, k) is a bilinear function om. For example, if we
areinterested in atwo-dimensional scalar advection problem with convective
velocity fielda = (a1, a2), a; > 0,7 = 1,2, then on each

Gum (21, 22) = G1(81) b (d2) 0 Fi
whereF,, is the mapping from local to global coordinates,
_2(1-1)

lrallll s =

aiE) = (- D/ G-, =200
I=1,...,NL,
and
bm(2) = (2 = D/ (G =1, (Ghm = 2D 1,
m=1,...,NL.

Each bilinear function is therefore zero on the outflow boundaryarid is
equal to unity atthe image ¢fz1);, (Z2).,). Numerical experience suggests
that/V L need notbe large, and in the experiments belalv= 3. For further
details concerning the approximate computation of the dual graph norm we
refer to the paper of Sonar [23].

5.2. Adaptive algorithm

For a given tolerance TOL, we consider the problem of constructing a mesh
such that:

(5.41) lec]|p < TOL

and the number of degrees of freedom is minimal. In order to satisfy the first
condition, we exploit the a posteriori error estimate derived in Theorem 4.1;
i.e. if we impose that

< TOL
~ VN
for each element in our mesh/, whereXN is the number of elements if,

then (5.41) will be automatically satisfied. For efficiency we try to ensure
that (5.42) is satisfied with near equality, cf. [31].

(5.42) €s(k)
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In order to generate a mesh which will satisfy (5.42) foralin T,
subject to the efficiency constraint, we must employ a mesh modification
strategy. In this paper we combine the use of a mesh subdivision algorithm
(h-refinement) with a mesh movement algorithrréfinement). The subdi-
vision algorithm is based on the well-known red-green isotropic refinement
strategy, cf. [4]. Here, a red refinement corresponds to dividing a triangle
into four similar triangles by connecting the midpoints of the sides. Green
refinement is only temporary and is used to eliminate any hanging nodes
created by a red refinement. We note that green refinement is only used on
elements with one hanging node; elements with two or more hanging nodes
are red refined.

Ther-refinement algorithm is based on the very simple mesh movement
strategy described in [8]. Here, the nodes are moved to a weighted average of
the positions of the centroids of the neighbouring triangles. The new nodal
position can thus be written as

l
(5.43) e = i1 Wil
. n = 7 )
Ziil We;

herer;, denotes the centroid of elememt andw,, the element weight,

wherei runs over the elements adjacent to nadeHere, we define the

element weightv,;, to bee€s(x;). To prevent mesh tangling, we limit the
distance a node can move by imposing the following restriction

(5.44) (Az) = min (meaw>,

max .
i=1,...,ln h,.;i

whereh,,, = diam(x;). A second restriction is also imposed to prevent the
elements becoming too distorted.

For the implementation of thisr-refinement algorithm, we first specify
an initial background mesfy, j = 1, upon which we calculate a numerical
approximationu, to u. Based oru; we compute; and test to see i3 is
less than the prescribed tolerance TOL. If this is the case then the adaptive
algorithm terminates; otherwise we modify the mesh as followg: ig
an odd number, then move the nodes of the mesh according to conditions
(5.43) and (5.44). We note that for eative loop over all the nodes in the
mesh20 times in order to generate the new mégh;. If j is even, then
subdivide the elements which fail to satisfy condition (5.42), and construct
Ti+1; we remark that elements may also be de-refined. Finally, wg set
j + 1, compute a numerical solution on the new mesh, and test the stopping
criterion again. This process is repeated until the estimated cell error is below
the given tolerance TOL.
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Table 1. ||ex||o and||e™**%||o for Example 1

Mesh ||6hH0 k HetransHo k
17 x 17 2014 x10°° - 2.050 x 102 -
33 x 33 5793 x 1072 1.80 5.945x 107 1.79
65 X 65 1.491 x 107% 196 1.534x 1072 1.95
129 x 129 3.750 x 107*  1.99 3.860 x 10™* 1.99
257 x 257  9.390 x 107° 2.00 9.662 x 1075  2.00

Table 2. |||e°*"||| ande, for Example 1

Mesh [[lec*M][] k & k 6,

17 x 17 1.611 x 10~ * - 3188 x 1071 - 1.98
33 x 33 8.415x 1072 0.94 1.650x 107! 095 1.97
65 X 65 4258 x 1072 0.98 8.330x 1072 099 1.95
120 x 129 2.136 x 1072  1.00 4.174x 1072 1.00 1.95
257 x 257  1.069 x 1072 1.00 2.089 x 10°2 1.00 1.95

5.3. Example 1

The first example considered is a scalar advection problem of the form
(5.45) V.(au) = f, z € (0,1)2
We takef = 0, a = (cos(r/6),sin(r/6))T and boundary conditions

u(z1,0) = exp(—50z7),
u(0,z2) = 1.

To test the sharpness of the error estimates, calculations were performed
on a sequence of uniform meshes. Table 1 showys$|o and||e'""s||y and
their respective rates of convergericeSince the exact solution is smooth,
we observe second-order convergence. Figures 1(a) and (b) depict the dis-
tribution of the global and transmitted errors, respectively, &3 & 33
uniform mesh; the two errors are very similar and grow almost linearly from
the inflow to the outflow boundary. The behaviour|oé<!!||| and its upper
estimateg; are shown in Table 2. Clearly, both quantities converge @s.
The final column of Table 2 shows the effectivity indéx= ¢, /|||e<|||,
which indicates that, slightly overestimateg|ec|||. Figures 1(c) and (d)
depict the distribution off|e!!|||. ande, (), respectively, which are in ex-
cellent agreement. The valuesfa*"||o ande; are shown in Table 3, where
the dual graph norm has been estimated as outlined in Sect. 5.1. We see that
||e!||o ande, both converge a®(h?) and that, slightly underestimates
|le<elY]|o. Finally, Figs. 1(e) and (f) show that the distributior| @f!!||, and
€2 (r), respectively, closely resemble each other. Plots of the distribution
of €3(x) show a similar qualitative behaviour. Note that the distribution of
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the cell error is quite different in character to the distribution of the global
error. Although the cell error is largest along the line of steepest slope of
the approximate solution, its value is almost constant, whereas the global
error is linearly increasing. This suggests that a constant local error is being
generated along characteristic paths from the inflow-boundary data.

5.4. Example 2

For the second example we consider the same scalar advection equation
as in Example 1, with forcing functioff = 0, advective velocitya =
(cos(m/6),sin(7/6))T and boundary conditions

For this problem with discontinuous solution, we expect the cell vertex
finite volume approximation to converge to the analytical solution at the
rateO(h'/3), in accordance with the optimal error bounds presented in [3].
Table 4 shows thatey||o and||e™#"||, converge at the same rate which

is close tol/3. The two errors, which are depicted in Figs. 2(a) and (b),
respectively, are largest along the line of discontinuity of the solution and,
as with Example 1, grow linearly from the inflow to the outflow. Table 5
shows||e“°!!| || ande; ; as the exact solution to this problem is discontinuous,
it is not surprising that the approximate solution does not converge in the
graph norm. However; faithfully remains an upper estimate and only
slightly overestimateg|ec!!|||.. The distributions of||e**!|||,. ande, (k)

are given in Figs. 2(c) and (d), respectively; we observe that the cell error
is quite different in character to the global error. The cell error is largest
at the introduction of the discontinuity into the domain and is then almost
constantin a direction which is not along the line of discontinuity. A Fourier
analysis of the cell vertex method shows that the error is entirely dispersive in
nature and the cell error propagation is determined by the group velocity of
the highest frequency component of the approximate solution [16]. Table 6
shows that|e||o ande; both converge a®(h'/?), and that, (k) slightly
underestimates the error. Plots of the distributiofj@&®!!||y . andeés(x) in

Figs. 2(e) and (f), respectively, show that the local error estimate closely
resembles the local cell error. Agaje™ || is largest at the inflow of the
domain and is distributed similarly td|ec®"|||. To control the cell error,
attention should be paid to the introduction of the discontinuity into the
domain before any further calculations are performed.
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Fig. 2. Example 2: (@)|enllo,x; (b) [l [lo,x; (€) |||€“"[|]x; (d) €1 (x); (&) [|e"|[o,x;
() €2(x)
Table 3. ||e**"||o ande; for Example 1
Mesh ||eCeu Ho k €2 k 0o
17 x 17 5.607 x 107° - 5248 x 10~° - 0.94
33 x 33 1.452x 1073 195 1.360x 102 1.95 0.94
65 X 65 3.663 x107% 1.99 3.430x10"* 199 0.94
129 x 129  9.179 x 1073 2.00 8.595 x 1075 2.00 0.94
257 x 257  2.296 x 107°  2.00 2.150 x 107° 2.00 0.94
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Table 4. ||ex||o and||e™**%||o for Example 2

Mesh ||6hH0 k ||etrans||0 k
17 x 17 1.333x 1071 - 1.333x 10°F -
33 x 33 1.105 x 107  0.27 1.100 x 10~* 0.27
65 X 65 9.104 x 1072 0.28 9.035x 1072 0.27
129 x 129 7.447 x 1072 0.29 7.408 x 1072 0.28
257 x 257  6.055 x 1072 0.30 6.029 x 1072 0.29

Table 5. |||e*®"||| ande; for Example 2

Mesh e & 3] k 2

17 x 17 2.708 - 3.830 - 1.41
33 x 33 3.834 -0.50 5.422 -0.50 1.41
65 X 65 5.425 -0.50 7.672 -0.50 1.41
129 x 129 7.675 -0.50 10.854 -0.50 1.41

257 x 257  10.855 -0.50 15.351 -0.50 1.41

Table 6. ||e°*"||o ande, for Example 2

Mesh le=™lo k & k 02

17 x 17 4963 x 1072 - 4241 x 1072 - 0.85
33 x 33 3514 x 1072 0.50 3.003x 1072 0.50 0.85
65 X 65 2486 x 1072 050 2.125x 1072 050 0.85
1290 x 129  1.758 x 1072 0.50 1.503 x 1072 0.50 0.85
257 x 257 1.243x 1072 050 1.063x10°2 0.50 0.85

5.5. Example 3

Here, we consider the cell vertex method applied to the one-dimensional
wave equation

0%¢ 0%¢

5.46 — =,
(5:46) Ox2 ¢ Ox?

which can be rewritten as the symmetric first-order system

0—c| |ut 10| |ug 0
e [0l [l ] - )
where
0¢ 0¢
= 6—@ and ug = ca—ml.
It can easily be shown that the wave equation is a Friedrichs system. We
consider the case with= 2 and boundary conditions

Uy

_ _1y2
u; =0 and uy = ce100(1—3)

forxzo = 0,0 < 21 < 1, and non-reflecting characteristic boundary condi-
tions whenr; = 0 andz; = 1. Table 7 shows second-order convergence of
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Table 7. ||ex||o and||e™**%||o for Example 3

Mesh ||6hH0 k ||etrans||0 k
17 x 17 3457 x 1072 - 3717 x 1072 -
33 x 33 1.104 x 1072 1.65 1.195x 1072 1.64
65 X 65 2.884 x 1072 1.94 3.139x107% 1.93
1290 x 129 7.261 x 107* 1.99 7.917x107* 1.99
257 x 257 1.818 x 10°* 2.00 1.983 x 10~* 2.00

Table 8. |||e°®"||| ande; for Example 3

Mesh [|le="]|| k @ k 0,

17 x 17 1.869 x 10~ % - 2.642 x 1071 - 1.41
33 x 33 1.041 x 107 0.84 1472x 10! 084 1.41
65 X 65 5315 x 1072 0.97 7.516x 1072 097 1.41
129 x 129  2.667 x 1072 1.00 3.772x 1072 0.99 1.41
257 x 257 1.335x 1072 1.00 1.887 x 1072 1.00 1.41

Table 9. ||e**"||o ande; for Example 3

Mesh ||eCelI HO k €2 k 0o

17 x 17 3.683 x 107° - 3753 x 10°° - 1.02
33 x 33 1.026 x 107 1.84 1.043x107% 1.85 1.02
65 x 65 2.619 x 107*  1.97 2663 x107* 197 1.02
129 x 129  6.571 x 107% 1.99 6.680 x 1075 2.00 1.02
257 x 257  1.644x107° 2.00 1.671x107° 2.00 1.02

llex|lo and||e'™15||y — the expected rate of convergence for a smooth so-
lution. Plots off|e ||, and||e'™||o . in Figs. 3(a) and (b), respectively,
show both errors increasing linearly along characteristic paths from the ini-
tial data. Table 8 shows thite!!||| andeé; converge a®)(h). As with the
previous examples, the error estimate slightly overestimates the error; the
graph norm of the cell error does not increase from the inflow of the domain
to the outflow and is almost constant along characteristic paths. This sug-
gests that a constant error is being generated in these directions. Finally, the
values of|[e**!!| |y andé; in Table 9 are seen to converge®@g:?), and the

error estimate slightly overestimates the error. Figs. 3(e) and (f) show that
the distribution of |e°*!!||o . is very similar tcex (). Mesh adaptation based
oneé (k) ores(x) will direct attention to where the error is being generated,
rather than places to which it has been propagated.

5.6. Example 4

Inthis final example we turn our attention to the streamline-diffusion method
on triangular meshes in two-dimensions. In this section we consider a scalar
advection problem, based ona combination of Examples 1 and 2. Here, we let
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Fig. 3. Example 3: (@)]en 0.« (b) € lo.x: () [[[e°]x: (d) & (); (©) €M [0,
(f) e2(x)

the forcing functiory = 0, with advective velocityr = (0.1+sin(7rx2),2)T
and boundary conditions
e=30000.4=21)" for 0.0 < ;1 < 0.4,
(21,0)

1 for0.4 < 1 <0.6,
0 for0.6 < z1 < 1.0,

with a compatible condition along; = 0, 0 < z5 < 1. Throughout this
section we set the streamline-diffusion paramétgr= 0.5, /|a.|, where
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Table 10. ||en||o and||e'""¢||o for Example 4

Mesh llenllo k €™ ]lo k
17 x 17 1.046 x 10T - 1.007 x 10~ T -
33 x 33 8.428 x 1072 0.31 8.252x 1072 0.29
65 x 65 5.915x 1072  0.51 5.747x 1072 0.52
129 x 120 4.827x 1072 0.29 4.732x 1072 0.28
257 x 257 3.464 x 1072 0.48 3.398 x 1072  0.48

Table 11. ||e*"||o ande; for Example 4

Mesh Hece]l Ho k €3 k 03

17 x 17 0.490 x 10~° - 2419 x 1071 - 25.5
33 x 33 5.051 x 107®  0.91 1.262x 10" 094 25.0
65 X 65 2.802x107% 0.85 6.935x 1072 0.86 24.8
129 x 129 1566 x 1072 0.84 3.857x 1072 0.85 24.6
257 x 257 8748 x 107* 0.84 2.150x 1072 0.84 24.6

h, = diamk), a,, denotes the average af on elementx and|a,| the
Euclidean norm oé,.

We firstinvestigate the asymptotic behaviour of the different components
of the error using a sequence of uniform triangular meshes: in each case the
mesh is constructed from a uniforix N mesh by connecting the bottom-
left corner of each mesh-square with its top-right corner. In Table 10 we
show||ey,||o and||e'?"3||,, along with their respective rates of convergence
k. We observe that while the convergence rates for both of these quantities
are very similar, in each cageoscillates betweek ~ 0.3 andk ~ 0.5.

This behaviour is attributed to the fact that for each of the meshes used,
there is not a nodal mesh point where the discontinuity enters the domain.
Indeed, numerical experiments based on successively finer uniform meshes
which have a mesh pointat = 0.6, zo = 0, lead to a uniform convergence
rate ofk ~ 0.46 for both ||le;|lo and [|e*"5|. Table 11 showg e ||o,

the a posteriori error indicat@g and the associated effectivity indéx =
€3/||ec"|o. In contrast to the convergence rates presented in Table 10, we
see that bothjec!!||, andes converge at a uniform rate with an effectivity
index A3 ~ 25. We note that the same asymptotic behaviour is observed
for a sequence of meshes which contain a nodal mesh point where the
discontinuity enters the domain.

Finally, in Table 12 we present the sequence of meshes generated by
the adaptive algorithm described in Sect. 5.2 for T@L0.025; hereT;
is taken to be d7 x 17 uniform triangular mesh constructed as above.
We see that each of the components of the error decrease as the adaptive
algorithm proceeds; although on the second masH'||y has increased
slightly. Moreover, we observe thai remains an overestimate of the cell
error with a constant effectivity inde% ~ 20 on these adaptively refined
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Fig. 4. Example 4: (a) and (b) Mesh (Nd) and solution, resp., witB49 nodes and 794
elements; (c) and (d) Mesh (N@) and solution, resp., with285 nodes and451 elements;
(e) and (f) Mesh (No8) and solution, resp., witB964 nodes an&804 elements

meshes. In Fig. 4 we show meshie$ andg, along with the corresponding
numerical solutions. Here we see that the mesh is concentrated mostly where
the discontinuity is located, though the adaptive algorithm has clearly refined
the mesh along the top and bottom of the smooth layer also. In particular,
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Table 12. Adaptive algorithm for Example 4 with TOE 0.025

Mesh NOdESHehHO Hetram”o HeceHHo €3 03

280  1.046 x 10T 1.007 x 10T 9.490 x 10~° 2.419 x 10~ 25.5
289  9.380 x 1072 8.932 x 1072 1.030 x 1072 2.358 x 10™% 22.9
949  7.079 x 1072 6.779 x 1072 6.100 x 1073 1.394 x 10~ 22.8
949  5.233 x 1072 4.973x 1072 5.181 x 1072 1.095 x 107! 21.1
2285 4.127 x 1072 3.945 x 1072 3.088 x 1072 6.626 x 1072 21.5
2285 2.838 x 1072 2.715 x 1072 2.438 x 1072 4.877 x 1072 20.0
2064 2.288 x 1072 2.209 x 1072 1.554 x 103 3.227 x 1072 20.8
2064 1.746 x 1072 1.683 x 1072 1.106 x 10~ 2.264 x 1072 20.5

0~ O U WK -

we note that the adaptive algorithm first concentrates the mesh in the region
of the discontinuity closest to the inflow boundary, before refining near
the outflow boundary. This is clearly what we would expect based on the
surface plots presented in Example 2 for the cell vertex method. This example
highlights the accuracy that may be achieved by employirig-anefinement
strategy; the numerical solution in Fig. 4(f) shows how well the discontinuity
has been captured, though some numerical diffusion is observable near the
outflow boundary.

6. Conclusions

In this paper we have derived residual-based two-sided a posteriori bounds
for the locally generated error component in a general class of discretisation
methods for Friedrichs systems. To obtain sharp two-sided bounds, we have
made extensive use of the graph norm and its dual. We decomposed the
global error into a locally created part that is directly related to the local
residual on a cell, and a part that is due to transported error from outside
the cell. We also derived further upper and lower bounds on the dual graph
norm in terms of thé., norm ofhry,. These results provide a mathematical
foundation for the commonly used concept that controlling the local residual
may be considered as a device for reducing the local generation of error in
adaptive algorithms for hyperbolic problems.

The theoretical framework developed here has been used to derive local
error indicators for the Euler equations of compressible gas dynamics in
[24]. Future studies will be directed towards a quantitative assessment of
the a posteriori error estimates for elliptic and mixed-type systems.
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