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Summary. Backward error analysis is a useful tool for the study of numerical
approximations to ordinary differential equations. The numerical solution is for-
mally interpreted as the exact solution of a perturbed differential equation, given
as a formal and usually divergent series in powers of the step size. For a rigorous
analysis, this series has to be truncated.

In this article we study the influence of this truncation to the difference be-
tween the numerical solution and the exact solution of the perturbed differential
equation. Results on the long-time behaviour of numerical solutions are obtained
in this way. We present applications to the numerical phase portrait near hy-
perbolic equilibrium points, to asymptotically stable periodic orbits and Hopf
bifurcation, and to energy conservation and approximation of invariant tori in
Hamiltonian systems.

Mathematics Subject Classification (1991):65L05, 65L70

1. Introduction

Since the work of Wilkinson (1960), backward error analysis has become a
well-established tool in numerical linear algebra. For the numerical treatment of
ordinary differential equations, its use is only very recent. The papers by Eirola
(1993), Feng Kang (1991), Fiedler and Scheurle (1996), Sanz-Serna (1992), and
Yoshida (1993) appear to be among the first studies on this topic. The idea is to
interpret the numerical solution as the exact solution of a perturbed differential
equation. Properties of the perturbed equation can then be converted into prop-
erties of the numerical solution yielding new insight into numerical integrators.

We consider the system of ordinary differential equations
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(1.1) y′ = f (y) , y(0) = y0

and assume thatf is sufficiently differentiable. A numerical one-step method is
a recursionyn+1 = Φh(yn) that gives an approximationyn to the solution of (1.1)
at tn = nh. We are looking for a perturbed differential equation

(1.2) ỹ ′ = f (ỹ) + hf2(ỹ) + h2f3(ỹ) + . . . , ỹ(0) = y0,

such that the numerical solutiony1 is formally equal tõy(h). Expandingy1 and
ỹ(h) into a Taylor series and comparing equal powers ofh yields recursion
formulas for the coefficient functionsfj (y) (explicit formulas forfj (y) are given
in Hairer (1994)). For a method of orderp, the functionsf2(y), . . . , fp(y) vanish
identically.

Unfortunately, the series in (1.2) does not converge in general. This is already
the case for the simple differential equationy′ = f (t) and the trapezoidal rule,
for which (1.2) is equivalent to the Euler-MacLaurin summation formula. For a
truncated series (1.2), the valuesy1 and ỹ(h) are no longer equal.

In Sect. 2 we study the differencey1 − ỹ(h) when the series in Eq. (1.2)
is suitably truncated. A rigorous estimate is given for the case of analyticf
(Theorem 1). Its proof is postponed to Sect. 4. The global erroryn − ỹ(nh) is
analyzed in Sect. 3, and estimates are given for the time span on which this error
remains small. We give applications to the approximation of phase portraits near
hyperbolic equilibrium points, to asymptotically stable periodic orbits and Hopf
bifurcation, and to long-time energy conservation and approximation of invariant
tori in Hamiltonian systems.

A result similar to Theorem 1, together with applications to Hamiltonian
systems (in particular long-time energy conservation like in Corollary 6 below),
has recently been published by Benettin and Giorgilli (1994). Unlike their result,
our bounds are directly in terms of data of the original differential equation (1.1).
Our approach is however more restrictive in the sense that we consider numerical
approximations which can be represented as a B-series. This also allows us to
obtain slightly sharper estimates. Our proof is completely different from that of
Benettin and Giorgilli (1994).

2. Local error of backward analysis

We consider for concreteness a Runge-Kutta method of orderp applied to (1.1),

(2.1) y1 = y0 + h
s∑

i =1

bi ki , ki = f
(

y0 + h
s∑

j =1

aij kj

)
, i = 1, . . . , s .

Here, h > 0 is the step size, andbi , aij are the Runge-Kutta coefficients. We
truncate the series of the corresponding perturbed differential equation (1.2) after
the N th term. This yields

(2.2a) ỹ ′ = f̃ (ỹ) , ỹ(0) = y0
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with f̃ (y) (depending onh and onN ) of the form

(2.2b) f̃ (y) = f (y) + hpfp+1(y) + hp+1fp+2(y) + . . . + hN−1fN (y) .

By construction of thefj (y) we have that

(2.3) y1 − ỹ(h) = O(hN+1) .

The truncation indexN is arbitrary whenf is infinitely differentiable. In general,
the series (2.2b) diverges asN → ∞, and the constants hidden in theO(hN+1)
bounds of (2.3) tend to infinity withN , even if f is analytic. It is thus of interest
to know how close the numerical solutiony1 can come to the solutioñy(h) of a
perturbed differential equation (2.2).

In the following theorem this question is studied for complex functionsf :
C

d → C
d which are analytic in a neighbourhood ofy0 ∈ Cd. We call “polydisc

of radiusR aroundy0” the set{(z1, . . . , zd) : |zj − y0j | ≤ R for j = 1, . . . , d},
and we shall work with thè1-norm onCd (because of the bound (4.3) below).
Moreover, we consider the method dependent constantsκ, µ, andν defined by

(2.4) ‖(aij )‖ ≤ κ , ‖(bi )‖ ≤ µ , ν = κ + µ/(2 log 2− 1) .

The norm used in‖(aij )‖ is the matrix norm corresponding to‖(bi )‖.

Theorem 1.Let f be analytic and bounded by M in a polydisc of radius R around
y0. If h ≤ h0/2 with h0 = R/(2e2νM ), then there exists N= N (h) (namely N
equal to the largest integer satisfying hN≤ h0) such that the difference between
the solution of(2.2) and the numerical result after one step is bounded by

(2.5) ‖y1 − ỹ(h)‖ ≤ 0.032R · e−h0/h.

Theorem 1 is not restricted to Runge-Kutta methods. In fact, the proof shows
that the result is valid for any method whose result after one step is given as
a B-series with suitably (and not restrictively) bounded coefficients. See, e.g.,
Hairer, Nørsett and Wanner (1993) for the definition of B-series. As in Hairer
(1994), the result extends also to partitioned methods.

The proof of Theorem 1 also yields that the derivatives ofy1 and ỹ(h) with
respect to the initial value differ by no more than the right-hand side of (2.5)
(with different h0). This result could alternatively be obtained by a direct appli-
cation of Theorem 1, by noting first that (y1, ∂y1/∂y0) is the numerical solution
of the Runge-Kutta method applied to the system consisting of the original dif-
ferential equation (1.1) and its variational equation, and by noting further that the
associated perturbed system consists of the perturbed differential equation (2.2)
together withits variational equation. Although we will not use it in the present
paper, such aC1 approximation result is of interest in a variety of situations in
the numerical analysis of dynamical systems. In particular, it would allow us to
apply all the results in Stuart’s (1994) review article to the comparison of the
dynamics of the numerical method and the perturbed differential equation (2.2).

We defer the proof of Theorem 1 to Sect. 4, and study first some implications
of Theorem 1 to the long-time behaviour of numerical solutions of differential
equations.
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3. Global error of backward analysis

3.1. General bounds

We now ask over which time interval the solution of the perturbed equation (2.2)
remains close to the numerical solution, or in other words: What is the ‘life-span’
of backward error analysis? We denote byy(t , s, z) the solution at timet of the
differential equationy′ = f (y) that satisfiesy(s) = z.

Corollary 2. Let the numerical solution yn and the exact solution y(t) of (1.1)
for sufficiently long time be contained in a compact subset K of the region of
analyticity of f . Let U be a neighbourhood of K , and assume that for z∈ U and
t > s with y(t , s, z) ∈ U

(3.1)

∥∥∥∥∂y
∂z

(t , s, z)

∥∥∥∥ ≤ Ceµ(t−s) ,

∥∥∥∥∂2y
∂z2

(t , s, z)

∥∥∥∥ ≤ Ceµ(t−s) .

Over a time interval of length

T =


∞ µ < 0
O(h−(p+1)) for µ = 0
O(h−1) µ > 0 ,

the numerical solution and the solution of the perturbed equation of Theorem 1
then remain exponentially close:

yn − ỹ(nh) = O(e−h∗/2h) for nh < T ,

where h∗ is the minimum, taken over the compact set K , of the numbers h0 = h0(y0)
of Theorem 1.

Proof.(a) We use the Gröbner-Alekseev formula (see Hairer, Nørsett and Wanner
(1993), p. 96) to show that the perturbed equation (2.2) propagates errors similarly
to the original equation (1.1). Lety(t), z(t) be solutions of (1.1) to initial values
y0, z0, and letỹ(t), z̃(t) be the solutions of the perturbed equation (2.2) to these
initial values. Writingf̃ (y) = f (y) + hpg(y), the Gr̈obner-Alekseev formula reads

ỹ(t) = y(t) + hp
∫ t

0

∂y
∂z

(
t , s, ỹ(s)

)
g
(
ỹ(s)

)
ds ,

and similarly forz̃(t) andz(t). Forming the difference of these two formulas and
taking norms, we obtain by the assumption (3.1)

‖ỹ(t)− z̃(t)‖ ≤ Ceµt‖y0 − z0‖ + hp
∫ t

0
Leµ(t−s)‖ỹ(s)− z̃(s)‖ ds ,

with L = CBg + CLg, whereBg andLg are respectively a bound and a Lipschitz
bound ofg. (These can be obtained, uniformly inh, from Lemma 11 in Sect. 4.)
The Gronwall lemma then gives us

(3.2) ‖ỹ(t)− z̃(t)‖ ≤ Ce(µ+Lhp)t ‖y0 − z0‖ .
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(b) We use Lady Windermere’s fan (see Hairer, Nørsett and Wanner (1993),
p. 160) to bound the difference betweenyn and ỹ(tn). Let us denote bỹy(t , s, z)
the solution of (2.2) withy(s) = z. By (3.2), we have

‖ỹ(tn)− yn‖ ≤
n∑

k=1

‖ỹ(tn, tk−1, yk−1)− ỹ(tn, tk , yk)‖

≤
n∑

k=1

Ce(µ+Lhp)(tn−tk )‖ỹ(tk , tk−1, yk−1)− ỹ(tk , tk , yk)‖ ,

where we note that̃y(tk , tk , yk) = yk . By Theorem 1, we have

‖ỹ(tk , tk−1, yk−1)− yk‖ ≤ Ce−h∗/h .

Inserting this bound and summing up the geometric series gives the result.ut

Remark.The conclusion of Corollary 2 remains valid when condition (3.1) is
replaced by the one-sided Lipschitz condition

Re〈f (y)− f (z), y − z〉 ≤ µ‖y − z‖2 for y, z ∈ U ,

where〈·, ·〉 is some inner product with associated norm‖ · ‖.

3.2. Near hyperbolic equilibrium points

In some situations, the numerical solution and a solution of the associated per-
turbed differential equation remain close for arbitrarily long times even when
solutions diverge exponentially. This is achieved by shadowing, where one gives
up the strict requirement that̃y(0) = y0. For example, this works near hyper-
bolic equilibrium points of (1.1). We recall that such points are characterized by
the property thatf vanishes there and the Jacobian has no eigenvalues on the
imaginary axis.

Corollary 3. Let y∗ be a hyperbolic equilibrium point of(1.1). Then, there is a
neighbourhood U of y∗ such that for sufficiently small step sizes there exists a
perturbed differential equation(2.2) with the following property: To every numer-
ical solution (yn) in U , there exists a solutioñy(t) of the perturbed differential
equation satisfying

‖yn − ỹ(nh)‖ ≤ e−c/h as long as yn ∈ U

with c > 0. Conversely, to every solutioñy(t) in U , there is a numerical solution
(yn) satisfying the above inequality.

With Theorem 1, the result follows from the shadowing result of one-step meth-
ods, see Beyn (1987a), Sanz-Serna and Larsson (1993).

Up to exponentially small terms, the phase portrait of the numerical method
is therefore identical to that of a perturbed differential equation near the hyper-
bolic equilibrium. In particular, the stable and unstable manifold of the discrete
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scheme are exponentially close to those of a perturbed differential equation. See
also Eirola (1993) and Garay (1993) for different backward analysis results near
hyperbolic fixed points.

3.3. Asymptotically stable periodic orbits

Corollary 4. Assume that the differential equation(1.1) with analytic right-hand
side has an asymptotically stable periodic orbit. For sufficiently small step sizes,
the numerical method then has an asymptotically stable invariant closed curve
which is exponentially close to the periodic orbit of a perturbed differential equa-
tion (2.2).

Proof. The existence of a uniformly (inh) asymptotically stable invariant closed
curve for the numerical method is shown by Braun and Hershenov (1977) and
Beyn (1987b). For the perturbed differential equation (2.2), the existence of an
asymptotically stable periodic orbit follows by considering the Poincaré map of
(1.1) at a cross-section, which is a contraction in a suitable norm and hence
preserves fixed points under small perturbations. It remains to be shown that the
two curves are exponentially close. We choose a cross-sectionS at a pointx∗

on the invariant curve of the numerical method. As a substitute for the Poincaré
map, we consider the family of mapsPθ : S → S defined as follows for 0≤
θ ≤ 1: Starting from a pointx on S, we first go a time interval of lengthθh
backwards via (2.2) and takey0 = ỹ(−θh, 0, x) as starting value of the numerical
method, with which we computey1, . . . , yM until there existsτ ∈ [0, 1) such that
z = ỹ(τh, 0, yM ) ∈ S. We then setPθ(x) = z. From the asymptotic stability of
the periodic orbit of (2.2) and Theorem 1 (or rather Corollary 2 on a bounded
time interval) we conclude that there existsκ < 1 such that in a suitable norm

(3.3) ‖Pθ(x)− Pσ(y)‖ ≤ κ‖x − y‖ + e−c/h

with c > 0 for any x, y ∈ S in a neighbourhood of the periodic orbit, and for
any θ, σ ∈ [0, 1]. Again by Theorem 1 (or Corollary 2), we obtain

(3.4) ‖Pθ(x̃)− x̃‖ ≤ e−c/h

for x̃ ∈ S on the periodic orbit of (2.2) and arbitraryθ ∈ [0, 1]. By (3.3), we
have for any sequencexk+1 = Pθk (xk)

‖xk − x0‖ ≤ C‖x1 − x0‖ + Ce−c/h

with C = 1/(1−κ). Choosingx0 = x̃ and lettingk become large, we obtain with
(3.4) for a suitable choice of the shiftsθj

‖x∗ − x̃‖ ≤ 3Ce−c/h ,

and hence the result follows. ut
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3.4. Hopf bifurcation

Via the arguments of the preceding proof, Theorem 1 provides a relatively simple
means to study Hopf bifurcation under discretization. Consider a parametrized
differential equation

(3.5) y′ = f (y, λ)

that hasy∗ as an equilibrium point for all realλ in a neighbourhood of 0. Letf be
analytic with respect toy and at least five times continuously differentiable with
respect to (y, λ). We assume that the Jacobian∂f /∂y has a complex conjugate
pair of eigenvaluesλ ± iω(λ) with ω(0) /= 0, and that all other eigenvalues are
in the left half-plane and bounded away from the imaginary axis. If a certain
coefficient a is negative, which depends in a complicated way on derivatives
of f at (y∗, 0) up to order 3, then the system undergoes asupercritical Hopf
bifurcation at λ∗ = 0 (see, e.g., Wiggins (1990), Ch.3.1B): For sufficiently small
λ > 0, the system has an asymptotically stable periodic orbit which, in suitable
coordinates, isO(λ) close to a circle of radius

√
λ/(−a).

Corollary 5. In the above situation, let Eq.(3.5) be discretized by asymmetric
Runge-Kutta method. Then, there existλ > 0 andh > 0 such that the following is
valid for h ≤ h: There exists a perturbed differential equation (parametrized by
λ) that undergoes a supercritical Hopf bifurcation at thesameparameter value
λ∗ = 0 and satisfies the local error bound of Theorem 1. The numerical scheme
has for0 < λ ≤ λ an asymptotically stable invariant closed curve which ise−c/h

close to the periodic orbit of the perturbed differential equation. Here c> 0 is
independent ofλ and h.

Proof. (a) We show first that there exists a perturbed parametrized differential
equation which has a supercritical Hopf bifurcation atλ∗ = 0 and satisfies the
local error bound of Theorem 1. We may assume that the equilibrium point is
y∗ = 0, and we rewrite (3.5) as

(3.6) y′ = A(λ)y + g(y, λ)

with A(λ) = ∂f /∂y(0, λ), so thatg(0, λ) = 0 and∂g/∂y(0, λ) = 0. Then, the
numerical method takes the form

yn+1 = R(hA(λ))yn + hϕ(yn, λ) ,

whereR(z) is the stability function of the method, andϕ is ah-dependent function
with ϕ(0, λ) = 0 and∂ϕ/∂y(0, λ) = 0. Instead of (2.2), we choose a modified
perturbed equation

(3.7a) ỹ ′ = Ã(λ)ỹ + g̃(ỹ, λ)

whereÃ(λ) = h−1 logR(hA(λ)) and g̃ is of the form

(3.7b) g̃(y, λ) = g(y, λ) + hpgp+1(y, λ) + . . . + hN−1gN (y, λ)
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with g̃(0, λ) = 0 and∂g̃/∂y(0, λ) = 0. The above choice of̃A(λ) givesỹ(tn) ≡ yn

wheng ≡ 0. We expand̃A(λ) as a (convergent) series inh,

Ã = A + hpAp+1 + hp+1Ap+2 + . . . ,

and we note that the expansion terms of (2.2), as constructed in Hairer (1994),
are of the form

fk(y, λ) = Ak(λ)y + gk(y, λ)

with gk(0, λ) = 0 and∂gk/∂y(0, λ) = 0. Hence, (3.7) differs from (2.2) only in
the remainder term of the convergent series forÃ, which is bounded by (Ch)N

(another difference is in the obvious dependence onλ). Therefore, the estimate of
Theorem 1 remains valid for (3.7) with a suitableN , and moreover it is uniform
for λ varying in bounded intervals.

Since the method is assumed to be symmetric, the stability function has unit
modulus along the imaginary axis. It follows that for smallλ alsoÃ(λ) has a pair
of complex conjugate eigenvalues with nonvanishing imaginary part which cross
the imaginary axis atλ∗ = 0 with positive speed asλ increases, while the other
eigenvalues have strictly negative real part for smallλ and h. Therefore, (3.7)
undergoes a Hopf bifurcation atλ∗ = 0. Because of the genericity assumption
a < 0 aboutf , the bifurcation is again supercritical.

(b) For a given small positiveλ, let P̃ be the Poincaré map of (3.7) associated
with a cross-sectionS, and letPθ be the Poincaré-like map onS for the numerical
method, as defined in the proof of Corollary 4. By asymptotic stability and
Theorem 1 we have in a suitable norm

(3.8) ‖P̃(x)− Pθ(y)‖ ≤ κ‖x − y‖ + e−2c/h

for x, y ∈ S near the periodic orbit of (3.7) and for arbitraryθ ∈ [0, 1], with

κ ≤ 1− Kλ

for some positive constantK . The norm in (3.8) can be chosen independently of
λ for small λ, as can be seen from the normal form (Wiggins (1990), p. 271).
Consequently, alsoc > 0 in (3.8) is independent ofλ. Defining the sequences
xk+1 = Pθk (xk) and x̃k+1 = P̃(x̃k) with starting valuex0 = x̃0 in the basin of
attraction of the periodic orbit of (3.7), we obtain

‖xk+1 − x̃k+1‖ ≤ 1
1− κ

e−2c/h = O(e−c/h) for λ ≥ e−c/h .

Letting k become large, we conclude that the numerical solution is for suffi-
ciently large times exponentially close to the periodic orbit of (3.7), uniformly
for e−c/h ≤ λ ≤ λ.

(c) We can show that there is actually an invariant closed curve for the nu-
merical method for small positiveλ by invoking the Naimark-Sacker theorem
(Wiggins (1990), Ch. 3.2C) (“Hopf bifurcation for maps”). This yields immedi-
ately that for sufficiently smallh, there is aλh > 0 such that there exists an
asymptotically stable invariant closed curve for 0< λ ≤ λh. A more detailed in-
vestigation, which we omit here, shows thatλh can in fact be chosen independent
of h. ut
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Remark.When the method is not symmetric, then the perturbed differential equa-
tion (3.7) has a Hopf bifurcation at̃λ = λ∗ + O(hp). Otherwise, Corollary 5
remains valid for non-symmetric methods.

3.5. Hamiltonian systems: energy conservation

We consider long-time energy approximation of symplectic numerical schemes
for the integration of Hamiltonian systems

(3.9) p′ = −∂H
∂q

(p, q) , q′ =
∂H
∂p

(p, q) .

It was shown independently by Benettin and Giorgilli (1994) and Hairer (1994)
that for asymplecticnumerical method the perturbed differential equation (2.2)
is again a Hamiltonian system, with perturbed Hamiltonian

(3.10) H̃ (p, q) = H (p, q) + hpHp+1(p, q) + . . . + hN−1HN (p, q) .

Hairer’s proof shows in addition that the perturbation functionsHk are composed
of derivatives ofH . This has the important global consequence that the perturbed
HamiltonianH̃ is analytic (and single-valued) on the same domain as the original
HamiltonianH .

The following is a variant of a result that was previously obtained by the
same argument as below by Benettin and Giorgilli (1994) as a corollary to their
version of Theorem 1.

Corollary 6. Suppose that the numerical solution(pn, qn) given by a symplectic
method applied to(3.9) stays in a compact subset K of the region of analyticity
of H . Over a time interval of length

T = h eh∗/2h ,

the perturbed HamiltoniañH , with N = N (h) of Theorem 1, remains nearly
constant along the numerical solution:

H̃ (pn, qn) = H̃ (p0, q0) + O(e−h∗/2h) for nh ≤ T .

Here h∗ is the minimum, taken over the compact set K , of the numbers h0 of
Theorem 1.

In particular, the original Hamiltonian is well conserved over exponentially long
time:

H (pn, qn) = H (p0, q0) + O(hp) for nh ≤ T .
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Proof. We denote bỹy(t , s, z) the solution at timet of the system with Hamilto-
nian H̃ that starts atz at times. Since the flow of this system conservesH̃ , the
valuesH̃ (ỹ(t , s, z)) = H̃ (z) are independent oft ands, and hence we have with
yk = (pk , qk)

H̃ (pn, qn)− H̃ (p0, q0) =
n∑

k=1

(
H̃ (yk)− H̃ (ỹ(tk , tk−1, yk−1))

)
.

The result now follows from Theorem 1 upon using anh-independent Lipschitz
bound forH̃ , which is obtained from Lemma 11 below.ut

3.6. Hamiltonian systems: KAM tori

We consider a Hamiltonian system whose Hamiltonian can be written in suitable
symplectic coordinates (a, ϕ) ∈ R

d × T
d (with T

d = R
d/2πZd the standard

d-dimensional torus) as

(3.11) H (a, ϕ) = ωTa + aTM (ϕ)a + O(‖a‖3) for a near 0,

with ω ∈ Rd andM (ϕ) ∈ Rd×d. The system thus has the invariant torusa = 0.
The celebrated Kolmogorov-Arnold-Moser (KAM) theory concerns the persis-
tence of invariant tori under perturbations of the Hamiltonian. We will use the
following version of the KAM theorem, cf. Thirring (1977), Ch. 3.6. Let the
following conditions be satisfied:

(3.12a)
The Hamiltonian (3.11) is real-analytic
in a complex neighbourhoodU of {0} × Td.

The vector of frequenciesω satisfies the non-resonance condition

(3.12b) |ωTk| > γ ‖k‖−ν for all k ∈ Zd, k /= 0

for someγ > 0 andν > d − 1. Further, there is a non-degeneracy condition:

(3.12c)
∫
Td

M (ϕ) dϕ is an invertible matrix.

Consider now a perturbed Hamiltonian

H̃ (a, ϕ) = H (a, ϕ) + εG(a, ϕ) ,

whereG is real-analytic and bounded by unity onU , andε is a small scaling
factor. Then, there existsε0 > 0, such that for everyε with |ε| ≤ ε0 there is a
real-analytic symplectic transformation of coordinates between complex neigh-
bourhoods of{0}×Td, such that in the new coordinates the perturbed Hamilto-
nian has again the form (3.11), with the sameω. The coordinate transform tends
to the identity mapping asε→ 0. (The proof in Thirring (1977) provides a bound
of the difference with a power ofε that is inverse proportional to the dimension
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d. Since the coordinate transform depends analytically onε, one concludes that
the difference to the identity mapping is in factO(ε), where the constant depends
on ε0.) The perturbed system therefore has an invariant torus near that of the
original system. The thresholdε0 and the domain of the coordinate transform
depend on the quantities in (3.12) and on the dimensiond, but can be chosen
independently ofG.

In our context, this applies to the Hamiltonian (3.10) of the perturbed system
associated with a symplectic numerical integrator. The following result shows in
particular that the invariant torus of the perturbed system is over exponentially
long times nearly invariant under the numerical method.

Corollary 7. Consider a Hamiltonian system satisfying the KAM conditions
(3.12), and the discretization of its equations of motion(3.9) by a symplectic
numerical method. For sufficiently small step size h, there exists a perturbed
Hamiltonian system(3.10) possessing an invariant torus on which the flow has
frequenciesω, such that the following is valid: Over a time interval of length

T = h eh∗/4h ,

there is the error bound

yn − ỹ(nh) = O(e−h∗/2h) for nh ≤ T

between an arbitrary numerical solution yn starting on the invariant torus of the
perturbed system, and the solutionỹ(t) of the perturbed system with the same
starting value.

The constant h∗ is given as the minimum over a neighbourhood of the torus
of the numbers h0 of Theorem 1.

Proof. (a) Lemma 11 below assures that the perturbed system withN = N (h) of
Theorem 1 fits into the KAM framework described above, withε = O(hp). The
KAM theorem then yields that the perturbed Hamiltonian (3.10) can be written
in the transformed coordinates (b, ψ) as

H̃ = ωTb + S(b, ψ)

with S(b, ψ) = O(‖b‖2). The perturbed system thus has the invariant torusb =
0. The transformation from the original coordinates (p, q) of (3.9) to (b, ψ) is
bounded uniformly inh. The equations of motion read in these coordinates

(3.13) b′ = u(b, ψ) , ψ′ = ω + v(b, ψ)

whereu(b, ψ) = O(‖b‖2) andv(b, ψ) = O(‖b‖), and similarly for the derivatives
∂u/∂b = O(‖b‖), ∂u/∂ψ = O(‖b‖2), and∂v/∂b = O(1), ∂v/∂ψ = O(‖b‖). The
constants in theseO-terms are independent of the step sizeh. Let (b(t), ψ(t))
and (̂b(t), ψ̂(t)) be two solutions of (3.13) such that‖b(t)‖ ≤ β, ‖b̂(t)‖ ≤ β (β
sufficiently small) for allt under consideration. Then, a simple argument based
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on Gronwall’s lemma shows that their difference is bounded over a time interval
0≤ t ≤ 1/β by

(3.14)
‖b(t)− b̂(t)‖ ≤ C

(‖b(0)− b̂(0)‖ + β ‖ψ(0)− ψ̂(0)‖)
‖ψ(t)− ψ̂(t)‖ ≤ C

(
t ‖b(0)− b̂(0)‖ + ‖ψ(0)− ψ̂(0)‖) ,

for some constantC that does not depend onβ or h.

(b) With the previous estimate, the result is obtained with Lady Windermere’s
fan similarly to the proof of Corollary 2. With the notation used there, we have

‖yk − ỹ(tk , tk−1, yk−1)‖ ≤ δ := Const. e−h∗/h

by Theorem 1. We further denote theb-coordinates ofyn, ỹ(t) and ỹ(t , tk , yk)
by bn, b̃(t) and b̃(t , tk , yk), respectively. In order to be able to apply the error
propagation estimate (3.14), we assume that

(3.15) ‖b̃(t , tk , yk)‖ ≤ β for tk ≤ t ≤ 1/β ,

and for allk satisfyingtk = kh ≤ 1/β. This assumption will be justified later and
the value ofβ will be specified in Eq. (3.17) below. By (3.14) we thus obtain
the bound

‖ỹ(t , tk , yk)− ỹ(t , tk−1, yk−1)‖ ≤ C (1 + (t − tk)) δ for tk ≤ t ≤ 1/β .

Summing up fromk = 1 to k = n gives for tn ≤ t ≤ 1/β

(3.16)
‖ỹ(t , tn, yn)− ỹ(t)‖ ≤

n∑
k=1

C
(
1 + (t − tk)

)
δ ≤ Ch−1δ (tn + ttn − t2

n/2)

< Ch−1δ t2 ≤ Ch−1δ/β2

(these estimates hold at least fort > 2). We now set

(3.17) β = (2Ch−1δ)1/3 ,

so thatCh−1δ/β2 = β/2, and we obtain the desired estimate from (3.16) by
putting t = tn.

(c) We still have to justify the assumption (3.15). This will be done by
induction. Fork = 0 nothing has to be shown, becauseb̃(t , t0, y0) = b̃(t) ≡ 0 as
a consequence of the fact thatỹ(t) stays on the torusb = 0. Suppose now that
(3.15) holds fork ≤ n. It then follows from (3.16) that

‖b̃(t , tn, yn)‖ < Ch−1δ/β2 = β/2 for tn ≤ t ≤ 1/β

(again because of̃b(t) ≡ 0). Consequently we also have

‖bn+1‖ ≤ ‖bn+1 − b̃(tn+1, tn, yn)‖ + ‖b̃(tn+1, tn, yn)‖ < δ + β/2≤ β,

provided thath is sufficiently small so thatδ ≤ β/2. By continuity,b̃(t , tn+1, yn+1)
is bounded byβ on a non-empty interval [tn+1,Tn+1]. The computation of part (b)
shows that‖b̃(t , tn+1, yn+1)‖ ≤ β/2 on this interval. Hence,Tn+1 can be increased
until Tn+1 ≥ 1/β. This proves the estimate (3.15) fork = n + 1. ut
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Using the preceding arguments together with a normal form of the Hamiltonian
derived by Perry and Wiggins (1994), we can study also the behaviour of nu-
merical solutions which start a distanceρ away from an invariant torus of the
perturbed Hamiltonian.

Corollary 8. In the situation of Corollary 7, the following is additionally valid:
Over a time interval of length

T = min
(

Cρ−1e(ρ∗/ρ)α , h eh∗/4h
)
,

there is the error bound

yn − ỹ(nh) = O(e−h∗/2h) for nh ≤ T

between an arbitrary numerical solution yn starting at a sufficiently small distance
ρ from the invariant torus b= 0 of the perturbed system, and the solutionỹ(t) of
the perturbed system with the same starting value.

This holds with a constantρ∗ that is independent of h andρ, and withα =
1/(d + 2), where d is the dimension of the system. The constant h∗ is given as the
minimum over a neighbourhood of the torus of the numbers h0 of Theorem 1.

Remark.It is known from Perry and Wiggins (1994) thatỹ(t) remainsO(ρ)-close
to the invariant torus fort ≤ T.

Proof. (a) According to Theorem 5 of Perry and Wiggins (1994) there is, for
everyr > 0 (sufficiently small), a real-analytic symplectic transformation of co-
ordinates (b, ψ) 7→ (c, θ) between complex neighbourhoods of{0} × T

d, such
that in the new coordinates the HamiltoniañH takes the form

(3.18) H̃ = ωTc + Z(c) + R(c, θ) , ‖c‖ ≤ r ,

where

(3.19) ‖Z(c)‖ ≤ K r 2 , ‖R(c, θ)‖ ≤ K r 2 e−(k/r )α

for (c, θ) in the complex neighbourhood, with some constantsK and k. The
explicit bounds in Perry and Wiggins (1994) show that the neighbourhood can
be chosen independent ofh, and the coordinate transform as well asK and
k are bounded independently ofh and r . Let now (c(t), θ(t)) and (̂c(t), θ̂(t))
be two solutions of the equations of motion for the HamiltonianH̃ such that
‖c(t)‖ ≤ r , ‖ĉ(t)‖ ≤ r for all t under consideration. With (3.19), an argument
based on Gronwall’s lemma then shows that the difference of the two solutions
is bounded fort ≤ Const.r−1e(k/r )α (hence, much longer than (3.14)!) by

(3.20)
‖c(t)− ĉ(t)‖ ≤ C

(‖c(0)− ĉ(0)‖ + r e−(k/r )α‖θ(0)− θ̂(0)‖)
‖θ(t)− θ̂(t)‖ ≤ C

(
t ‖c(0)− ĉ(0)‖ + ‖θ(0)− θ̂(0)‖) ,

for some constantC that does not depend onr or h.
(b) The result now follows by a slight variation of parts (b) and (c) of the

preceding proof, using (3.20) instead of (3.14).ut
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4. Proof of Theorem 1

Theorem 1 is a direct consequence of the following bound: IfhN ≤ R/(2e2νM ),
then the difference between the numerical resulty1 and the solutioñy(t , h) of
the perturbed differential equation (2.2) is bounded by

(4.1) ‖y1 − ỹ(h, h)‖ ≤ 0.012Re−(N+1) + 0.02Re−(N+1) .

Choosing N as large as permissible, i.e., as the largest integer such that
hN ≤ R/(2e2νM ), then gives the bound of Theorem 1. The error bound (4.1)
will be shown as follows: By analyticity, we have the convergent Taylor series
expansions

(4.2)

y1 = y1(h) =
∞∑
i =0

hi

i !
di y1

dhi
(0) and

ỹ(h, h) =
∞∑
i =0

hi

i !

i∑
k=0

(
i
k

)
∂ i ỹ(0, 0)
∂t k∂hi−k

.

The construction of (2.2) yields that the two series coincide up to theN th term.
The remainder terms will be bounded separately. Lemma 12 yields an upper
bound for the remainder of the lower series, and Lemma 9 shows that the re-
mainder of the upper series is bounded by (forN ≥ 2)

2µMh
∑

ρ≥N+1

(4κMh
R

)ρ−1
≤ (2 log 2− 1)R

N (e2 − 1)
e−2N ≤ 0.012Re−(N+1).

Here we have used the estimateshN ≤ R/(2e2νM ), κ ≤ ν, andµ ≤ (2 log 2−1)ν
(which follow from (2.4)). The bounds of Lemmas 9 and 12 also show that the
series in (4.2) are absolutely convergent forhN ≤ R/(2e2νM ).

4.1. The analyticity assumption

We assume thatf is analytic in the polydisc of radiusR around y0, so that
Cauchy’s integral formula can be applied:

f (x1, . . . , xd) =
1

(2πi )d

∫
γ1

. . .

∫
γd

f (z1, . . . , zd)
(z1 − x1) · . . . · (zd − xd)

dz1 . . . dzd .

Here we writex = (x1, . . . , xd) instead ofy0, andγj denotes the circle of radius
R aroundxj . Differentiation yields the estimate∥∥∥∂k1+...+kd f (x)

∂xk1
1 . . . ∂xkd

d

∥∥∥ ≤ k1! · . . . · kd! · M · R−(k1+...+kd ),

whereM is an upper bound off on the polydisc. Thekth derivative, considered
as ak-linear mapping, is defined by
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f (k)(x)(u, v, . . .) =
∑
i ,j ,...

∂kf (x)
∂xi ∂xj . . .

· ui · vj · . . . ,

and we obtain fromk1! · . . . · kd! ≤ (k1 + . . . + kd)! that

‖f (k)(x)(u, v, . . .)‖ ≤ k! M R−k
∑
i ,j ,...

|ui | · |vj | · . . . ≤ k! M R−k · ‖u‖1 · ‖v‖1 · . . . .

For the`1 operator norm we thus obtain (we write againy0 in place ofx)

(4.3) ‖f (k)(y0)‖ ≤ k! M R−k , k ≥ 0 ,

which will be the fundamental assumption for the following estimates.

4.2. Estimation of the derivatives of the numerical solution

We need to recall some notation (for more details see Butcher (1987) or Hairer,
Nørsett and Wanner (1993)). The numerical solutiony1 is given as a B-series

(4.4) y1 = y0 +
∑
τ∈T

hρ(τ )

ρ(τ )!
α(τ ) a(τ ) F (τ )(y0) .

Here,T is the set of rooted trees,ρ(τ ) is the number of vertices of a treeτ ∈ T,
and the integerα(τ ) counts the number of monotonic labellings of the treeτ . The
set of all trees with exactlyρ vertices will be denoted byTρ. In (4.4),F (τ )(y) is
the elementary differential off (y) associated with the treeτ . This is recursively
defined by

F (τ )(y) = f (y) for τ = •
F (τ )(y) = f (m)(y) · (F (τ1)(y), . . . ,F (τm)(y)

)
for τ = [τ1, . . . , τm]

where • is the tree with only one vertex, and [τ1, . . . , τm] is the tree which
decomposes into the treesτ1, . . . , τm when the root is chopped off.

The real numbera(τ ) depends on the coefficients of the integration method.
With κ andµ of (2.4), it satisfies

(4.5) |a(τ )| ≤ γ(τ )µκρ(τ )−1 ,

where the integerγ(τ ) is bounded byρ(τ )!, and is such thata(τ ) = γ(τ ) for the
implicit Euler method. There exist recursive definitions of botha(τ ) and γ(τ ),
which will however not be used below.

Lemma 9. Under conditions (4.3) and (4.5), theρth derivative of the numerical
solution is bounded by

(4.6)
1
ρ!

∥∥∥∥dρy1

dhρ
(0)

∥∥∥∥ ≤ 2µM
(4κM

R

)ρ−1
.
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Proof. By (4.4) we have∥∥∥∥dρy1

dhρ
(0)

∥∥∥∥ ≤ ∑
τ∈Tρ

α(τ ) |a(τ )| ‖F (τ )(y0)‖ .

For κ = 0 (i.e., for the explicit Euler method) the estimates are obvious, if one
interpretsκ0 = 1. For κ > 0 we may assume without loss of generality that
κ = µ = 1. This means that it is sufficient to prove the result for the implicit
Euler method, for whicha(τ ) = γ(τ ) for all treesτ .

The main idea is to consider the scalar differential equation

(4.7) z′ = g(z) with g(z) =
M

1− z/R
,

and initial valuez(0) = 0. For the derivativesg(k)(0) of this function we have
equality in (4.3) for allk ≥ 0. Consequently,∑

τ∈Tρ

α(τ ) γ(τ ) ‖F (τ )(y0)‖ ≤
∑
τ∈Tρ

α(τ ) γ(τ ) G(τ )(0) =
dρz1

dhρ
(0) ,

whereG(τ )(z0) are the elementary differentials corresponding to (4.7) and

(4.8) z1 =
hM

1− z1/R
, or equivalently, z1 =

R
2

(
1−

√
1− 4Mh

R

)
is the numerical solution of the implicit Euler method applied to (4.7). From the
Taylor series expansion

(4.9)
√

1− x =
∑
ρ≥0

(
1/2
ρ

)
(−x)ρ = 1−

∑
ρ≥1

1
(2ρ− 1)

(
2ρ
ρ

)(x
4

)ρ
,

applied to (4.8), we see that

(4.10)
1
ρ!

dρz1

dhρ
(0) =

R
2(2ρ− 1)

(
2ρ
ρ

)(M
R

)ρ
≤ 2M

(4M
R

)ρ−1
.

The second inequality of (4.10) follows from the fact that|(1/2
ρ

)| ≤ 1. A slightly
better estimate could be obtained with Stirling’s formula.ut

Remark.If, in the proof of Lemma 9, we apply the implicit Euler method to the
scalar problem (4.7) with arbitrary initial valuez0, we get estimates for derivatives
of y1 with respect to bothh andy0, in particular,

1
ρ!

∥∥∥ ∂ρ

∂hρ

(∂y1

∂y0

)
(0, y0)

∥∥∥ ≤ µ

2

(
2ρ
ρ

)(κM
R

)ρ
≤ µ

2

(4κM
R

)ρ
.

Together with the estimates of the proof of Lemma 11 below, this allows us to
prove that besides the difference‖y1− ỹ(h)‖ also the difference of the derivatives
with respect to the initial value,‖∂y1/∂y0(h) − ∂ỹ/∂y0(h)‖, is exponentially
small.

Numerische Mathematik Electronic Edition
page 456 of Numer. Math. (1997) 76: 441–462



The life-span of backward error analysis for numerical integrators 457

4.3. Estimation of coefficients of the perturbed differential equation

In Hairer (1994), the expansion termsfρ of (2.2) were constructed as

(4.11) fρ(y) =
1
ρ!

∑
τ∈Tρ

α(τ ) b(τ ) F (τ )(y) .

Here, the coefficientsb(τ ) are recursively defined by

(4.12) a(τ ) =
ρ(τ )∑
k=1

1
k!

∑
(τ,S)

(
ρ(τ )

ρ(σ1), . . . , ρ(σk)

)
α(τ,S)
α(τ )

b(σ1) · . . . · b(σk).

The second sum in (4.12) is over all partitionsS of τ into k subtreesσ1, . . . , σk .
The integerα(τ,S), associated with a partitionS of τ , counts the number of
possible monotonic labellings ofτ such that the vertices of the subtrees in the
partition are labelled consecutively.

Lemma 10. Suppose that

(4.13) |a(τ )| ≤ µ · κρ(τ )−1 · ρ(τ )! for all treesτ .

Then the coefficents b(τ ), defined in Eq. (4.12), can be estimated by

(4.14) |b(τ )| ≤ log 2 · νρ(τ ) · ρ(τ )! with ν = κ + µ/(2 log 2− 1).

Proof. In the sum of (4.12) the term fork = 1 is equal tob(τ ). We extract this
term from the formula, apply the triangle inequality, divide byρ!, and thus obtain

|b(τ )|
ρ!

≤ |a(τ )|
ρ!

+
ρ∑

k=2

1
k!

∑
(τ,S)

α(τ,S)
α(τ )

· |b(σ1)|
ρ1!

· . . . · |b(σk)|
ρk !

,

where ρ = ρ(τ ) and ρi = ρ(σi ). We now fix k ≥ 2, a k-tupel (ρ1, . . . , ρk)
satisfyingρ1 + . . . + ρk = ρ and a labelling of the treeτ . If the sets of vertices
{1, . . . , ρ1}, {ρ1 + 1, . . . , ρ1 + ρ2}, {ρ1 + ρ2 + 1, . . . , ρ1 + ρ2 + ρ3}, . . . are all
connected in the treeτ , then we are led to a “labelled” partition ofτ and every
labelled partition can be obtained in this way. Therefore it holds

(4.15) |b(τ )|/ρ! ≤ dρ,

where the numbersdρ are recursively defined by

(4.16) dρ = µκρ−1 +
ρ∑

k=2

1
k!

∑
ρ1+...+ρk =ρ

dρ1 · . . . · dρk

(the second sum is overk-tupels (ρ1, . . . , ρk) with ρi ≥ 1). Multiplying (4.16)
by ζρ and summing up forρ ≥ 1, we get for the generating function

d(ζ) = d1ζ + d2ζ
2 + d3ζ

3 + . . .
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the relation

(4.17) d =
µζ

1− κζ
+ ed − 1− d.

Whenever ed /= 2 (i.e., forζ /= (2d − 1)/
(
µ + κ(2d − 1)

)
with d = log 2 + 2kπi )

the implicit function theorem can be applied. This implies thatd(ζ) is analytic in
a disc with radius 1/ν = (2 log 2−1)/

(
µ+κ(2 log 2−1)

)
and center at the origin.

On the disc|ζ| ≤ 1/ν, the solutiond(ζ) of (4.17) with d(0) = 0 is bounded by
log 2. This is seen as follows: The complex function ed − 2d − 1 maps the disc
|d| < log 2 conformally onto a domain that contains the disc|w| < 2 log 2− 1,
which is the image of the disc|ζ| < 1/ν under the mappingµζ/(1−κζ) appearing
in (4.17). The preimage of this latter disc is thus contained in the disc|d| < log 2,
and by continuity|ζ| ≤ 1/ν therefore implies|d(ζ)| ≤ log 2. The estimate (4.14)
is thus a consequence of Cauchy’s inequalities for the coefficientsdρ, and of
(4.15). ut

4.4. Estimation of the expansion functions of the perturbed differential equation

Using the analyticity assumption onf and the estimates of Lemma 10, we are
in the position to bound the functionfρ of (4.11) and its derivatives.

Lemma 11. If f satisfies (4.3), then we have forρ ≥ 2 and k≥ 0 the estimate

(4.18)
1
k!
‖f (k)

ρ (y0)‖ ≤ 0.2R
ρ

(2eνM ρ

R

)ρ( e
R

)k
.

Proof. The important observation is that

(4.19)
∑
τ∈Tρ

α(τ )
∥∥∥ dk

dyk
F (τ )(y0)

∥∥∥ ≤ ∑
τ∈Tρ

α(τ )
dk

dzk
G(τ )(0) =

∂ρ+kz

∂tρ∂zk
0

(0, 0)

where, as in the poof of Lemma 9,G(τ )(z) are the elementary differentials
corresponding to (4.7), andz(t , z0) is the solution of (4.7) with initial valuez0

for t = 0. This solution is given by

z(t , z0) = R

(
1−

√(
1− z0

R

)2
− 2Mt

R

)
and has the Taylor series expansion

z(t , z0) = z0 +
∑
ρ≥1

R
(2ρ− 1)

(
2ρ
ρ

)(Mt
2R

)ρ∑
k≥0

(
2ρ + k − 2

k

)(z0

R

)k

so that the desired derivative is
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∂ρ+kz

∂tρ∂zk
0

(0, 0) =
ρ! k! R

(2ρ− 1)

(
2ρ
ρ

)(
2ρ + k − 2

k

)(M
2R

)ρ( 1
R

)k
.

Using Stirling’s formula and the well-known inequality (1 +x/n)n ≤ ex (for
x ≥ 0), which implies (2ρ+ k)2ρ ≤ (2ρ)2ρek and (2ρ+ k)k ≤ kke2ρ, this unhandy
expression can be estimated to give

1
k!

∂ρ+kz

∂tρ∂zk
0

(0, 0)≤ 0.287R
ρ

(2eM ρ

R

)ρ( e
R

)k
.

Together with (4.11), (4.14) and (4.19) this yields the result.ut

4.5. Choice of N and estimation of solution derivatives of the perturbed equation

In order to estimate the derivatives of the solution of the perturbed differential
equation (2.2) we have to fixN . The estimate (4.18) withk = 0 shows that theρth
term of the truncated series (2.2b) is bounded byConst·(ερ)ρ with ε = 2eνMh/R.
This bound is a convex function ofρ, having its minimum atρ = (εe)−1. For a
fixed h, it is therefore natural to chooseN close to the value (εe)−1. Hence, for
the following we assume

(4.20) hN ≤ R
2e2νM

.

We are interested in estimating the expression (see Eq. (4.2))

(4.21) EN :=
∑

i≥N+1

hi

i !

i∑
k=0

(
i
k

)
∂ i ỹ(0, 0)
∂t k∂hi−k

.

Lemma 12. Under condition (4.20) the remainder term (4.21) is bounded by

(4.22) ‖EN‖ ≤ 0.02Re−(N+1).

Proof. (a) We use

(4.23)
1
k!
‖f (k)

ρ (y0)‖ ≤ 0.1R
(2eνM ρ

R

)ρ( e
R

)k
,

which follows for ρ ≥ 2 from (4.18) and forρ = 1 (we use the notationf1(y) :=
f (y)) from (4.3) provided that 0.2eν ≥ 1. This condition is satisfied for methods
of order ≥ 1 (for which a(•) = 1), because by (4.5)µ ≥ 1 and by (4.14)
ν ≥ 1/(2 log 2− 1)≥ 2.5.

We now consider the scalar differential equation (with parameterh)

z′ = g1(z) + hg2(z) + . . . + hN−1gN (z),

where
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gρ(z) =
0.1 · R · (Bρ)ρ

1− ez/R
with B = 2eνM /R.

For the functionsgρ(z) we have equality in (4.23) for allρ and k. Expressing
the derivatives of̃y(t , h) and of z(t , h) in terms of the derivatives offρ(y) and
gρ(z), respectively, we see that

(4.24)

∥∥∥∥ ∂ i ỹ(0, 0)
∂t k∂hi−k

∥∥∥∥ ≤ ∂ i z(0, 0)
∂t k∂hi−k

for all i , k ≥ 0 ,

and hence

(4.25) ‖EN‖ ≤
∑

i≥N+1

hi

i !

i∑
k=0

(
i
k

)
∂ i z(0, 0)
∂t k∂hi−k

.

The differential equation forz can be solved analytically and we have for the
initial value z0 = 0 that

z(t , h) =
R
e

(
1−

√
1− 0.2 et h−1∑N

ρ=1(Bρh)ρ
)
.

From the Taylor series expansion (4.9) we thus get

z(h, h) =
R
e

∑
j≥1

1
(2j − 1)

(
2j
j

)(0.2 e
4

)j ( N∑
ρ=1

(Bρh)ρ
)j
.

Removing all terms which haveh0, h1, . . . , hN as factor, we obtain from (4.25)
that

(4.26) ‖EN‖ ≤ R
e

∑
j≥2

1
(2j − 1)

(
2j
j

)(0.2 e
4

)j ( N∑
ρ≥(N+1)/j

(Bρh)ρ
)j
.

We shall prove below (in part (b)) that fork ≥ 1 and forN ≥ k

(4.27)

( N∑
ρ=k

( ρ

Ne

)ρ) N+1
k

≤ e−(N+1).

If for a given j ≥ 2 we denote byk the smallest integer satisfyingk ≥ (N +1)/j ,
then we have from (4.27), from the definition ofB, and from (4.20) that( N∑

ρ≥(N+1)/j

(Bρh)ρ
)j
≤
( N∑

ρ=k

( ρ

Ne

)ρ) N+1
k

≤ e−(N+1).

Inserted into (4.26) we get from (4.9) the estimate

‖EN‖ ≤ R
e

(∑
j≥2

1
(2j − 1)

(
2j
j

)(0.2e
4

)j
)

e−(N+1)

≤ R
e

(
1−√

1− 0.2 e− 0.1 e
)

e−(N+1),

Numerische Mathematik Electronic Edition
page 460 of Numer. Math. (1997) 76: 441–462



The life-span of backward error analysis for numerical integrators 461

which completes the proof.
(b) In order to prove the inequality (4.27), we first remark thatxx is decreasing

on the interval [0, e−1]. Consequently, the term forρ = k is the largest one in
the sum of (4.27) and we have( N∑

ρ=k

( ρ

Ne

)ρ) N+1
k

≤
(

(N − k + 1)
( k

Ne

)k
) N+1

k

.

The estimate (4.27) thus follows from the fact that

(N − k + 1)kk ≤ N k for k ≥ 1 and for N ≥ k,

which, for fixedk ≥ 1, can be proved by induction onN . ut
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