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Summary. Given a nonsingular matrid, and a matrixT of the same order,
under certain very mild conditions, there is a unique splitdhg B — C, such
thatT = B~1C. Moreover, all properties of the splitting are derived directly from
the iteration matrixT. These results do not hold when the matixs singular.

In this case, given a matriX and a splittingA = B — C such thatT = B~1C,

there are infinitely many other splittings corresponding to the same mafices
andT, and different splittings can have different properties. For instance, when
T is nonnegative, some of these splittings can be regular splittings, while others
can be only weak splittings. Analogous results hold in the symmetric positive
semidefinite case. Given a singular matAx not for all iteration matrices

there is a splitting corresponding to them. Necessary and sufficient conditions
for the existence of such splittings are examined. As an illustration of the theory
developed, the convergence of certain alternating iterations is analyzed. Different
cases where the matrix is monotone, singular, and positive (semi)definite are
studied.

Mathematics Subject Classification (1998pF10, 15A06

1. Introduction and preliminaries

Consider the solution of linear systems of the form
Q) AX = b,

whereA is a square matrix of ordam, possibly singular, and,b € R". The
representatiolA = B — C is called a splitting ifB is nonsingular. A splitting
gives rise to the classical iterative method
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310 M. Benzi, D.B. Szyld

2) xX*1=TxK+c, k=0,1,...,

whereT = B~C is called the iteration matrix of the method,= B~'b, and
x? € R" is given as the initial guess. We denote By> 0 a nonnegative matrix,
i.e., a matrix with nonnegative entries, byT) the spectrum off, and byp(T)
its spectral radius. By we denote the identity matrix of order, and byl, that
of orderr forr #n.

It is well-known that the convergence of the method (2), i.e., of the sequence
{xk}, depends on the convergence of the sequdticask — oo; see, e.g., [28].
Following [17] and other authors, we say thhtis convergentf the powers
TX converge to a limiting matrix ak — oo. If that limit is the zero matrix,

T is called zero-convergentAs is well-known, forA nonsingular a necessary
and sufficient condition for the convergence of (2) for afyis thatT be zero-
convergent, or, equivalently, tha{T) < 1. In the singular case the situation

is more involved; see, e.g., [4], [26]. In this caseclo(T) and a necessary
condition for convergence is tha\T) = 1 be theonly eigenvalue in the unit
circle, i.e., thaty(T) := maX{|\|, A € o(T), A # 1} < 1. If (1) is consistent and

T is convergent, the iterative scheme (2) converges to a solution of (1) which
depends, in general, on the initial gueds

A real, not necessarily symmetric matii is positive definitef x"Cx > 0
for all realx # 0. This is equivalent to requiring that the symmetric partGaf
denotedCS := (C +CT)/2, be positive definite in the usual sense.

Definition 1.1. Let A= B — C be a splitting, and’ = B~1C the corresponding
iteration matrix. The splitting is calle@-regular if B + C is positive definite
[21], weakif T > 0 [15], weak regularif B~* > 0 andT > 0 [4], regular if
B~! > 0 andC > 0 [28], and anM -splitting if B is an M -matrix andC > 0
[24]. A nonsingulaM -matrix can be defined as having nonpositive off-diagonal
elements and its inverse being nonnegative; see, e.g., [28].

Note that forA symmetric, the splittind\ = B — C beingP-regular is equiv-
alent to requiring thaB + BT — A be positive definite in the usual sense.

The classifications in Definition 1.1 have been used as important tools to
obtain convergence results of the methods of the form (2). In particular, we have
the following two convergence results for monotone and symmetric positive
definite matrices, respectively. A nonsingular mat#ixis called monotoneif
Al>0.

Lemma 1.2. [4] Let A=B — C be a weak regular splitting, and let ¥ B~1C.
Thenp(T) < 1if and only if the matrix A is monotone.

Lemma 1.3.[21] Let A= B — C be a P-regular splitting of the symmetric matrix
A, and let T=B~1C. Thenp(T) < 1if and only if A is positive definite.

For the case of nonsingula, the following simple result was used, e.g.,
in [13], to obtain a splittinginducedby a given iteration matrix, and to then
consider the characteristics of the induced splitting to study convergence.
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Existence and uniqueness of splittings for iterative methods 311

Lemma 1.4.[13] Let A and T be square matrices such that A and T are
nonsingular. Then, there exists a unique pair of matrices B, C, such that B is
nonsingular, T= B~1C and A= B — C. The matrices are B- A(l — T)~! and
C=B-A

This Lemma is very useful when analyzing parallel algorithms, since the
application of many operators simultaneously can be rewritten as a single split-
ting whose properties can then be analyzed; see, e.g., [20] or [29], where the
Lemma was implicitly used. It is also useful for studying the convergence of
two-stage methods [12] and of alternating iterations; see Sect. 3. We point out
that the constructive properties of Lemma 1.4, though simple and very useful,
were not always appreciated; see, e.g., [18, Sect. 2] where it is mentioned that
the conclusions of the Lemma do not hold.

The following observation, which is a little surprising at first, is a direct
consequence of the uniqueness in Lemma 1.4.

Remark 1.5.Let AandT satisfy the hypothesis of Lemma 1.4. The characteristics
of the unique splitting induced by are intrinsically already given, i.e., if the
splitting is weak, weak regular, etc. this property is already imbedded in the
structure ofA andT.

In this paper we further consider iterative methods of the form (2) when the
matrix A is singular and the system (1) is solvable, e.g., when one is looking
for the stationary probability distribution of a Markov chain [4], or when solv-
ing discretized elliptic partial differential equations with Neumann or periodic
boundary conditions [23]. As it is shown in Sect. 2, in the singular case, the
results analogous to Lemma 1.4 and Remark 1.5 are totally opposite to those in
the nonsingular case: there are infinitely many splittings induced by the same
iteration matrix, and different splittings induced by the same matrices can have
different properties.

The results in this paper deal with the existence and uniqueness of the split-
tings. The existence question, sometimes referred to as the consistency question,
has been studied before, e.g., in [3], [19], [27], [31]. In Sect. 2 we present a
constructive proof.

In Sects. 3 and 4, we analyze in detail certain alternating iterative methods.
The theory developed in the first part plays a crucial role in this analysis. We
show, for example, that if the different splittings defining each iterationPare
regular, there is overall convergence, and moreover, the induced splitting is also
P-regular. This holds both in the symmetric positive definite case, as well as
in the semidefinite case. Finally, a comparison result is presented which shows
that under certain conditions, the asymptotic convergence rate of the alternating
method is at least as fast as the faster single iterative method defining each
iteration.

A longer version of this paper, with extensive references and more examples
can be found in [2].
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2. Splittings of singular matrices

By .7"(M) and.Z2(M) we denote the null space and the range of the madrjx
respectively. We begin this section with the existence question, cf. Lemma 1.4.

Theorem 2.1. Let Aand T be nx n matrices. The necessary and sufficient con-
dition for the existence of a splitting AB — C with T=B~1C is that

(3) AB= 470 —T).

Proof. The necessity follows from the fact thatAf= B — C with B nonsingu-
lar, we haveA = B(I —T). For the sufficiency, let = rank(@) = rank( —T). Let
a,,a,...,q ber linearly independent columns &. From the hypothesis (3)

it follows thath; , h;, ..., h;, are linearly independent columnsidf=1 —T. Let
v =a,w =hi,j=12...r. Letv.s,..., vy abasis of /7 (AT) =.2(A)*

andwy+1, . . ., wn a basis of22(1 —T)*. The nonsingular matriB we are looking
for can be defined by

4 Buwj =v for j=12,...,n.

In other words, letv = [v1,v2,...,v0] aNd W = [wq, wy, ..., wy], then chose
B = VW1, To see that the matriB thus constructed satisfies

5) A=B(l —T),

we look at this equality one column at a time.Kf= i; for somej, i.e., if a
belongs to the chosen basis.@®(A), the equality (5) follows from the definition
r

of B in (4). If & is not in the chosen basis of2(A), we write &, = Z(Jéj v =
j=1

;
BZaj w; = Bh, where the last equality follows from the hypothesis (3).
j=1

Theorem 2.1 is not new. It can be found, e.g., in [3], [30], [31]. The proof
here, unlike that of Young, does not use the Jordan form of the matrix. Note
also that different choices of the vectars vy, . . ., v, andws, wy, . .., wy, in the
proof can produce different splittings of a singular matixThis leads to the
following non-uniqueness theorem.

Theorem 2.2. Let Ac R™*" be a singular matrix of rankrs < n.IfA=B-C

is a splitting, then there are infinitely many other splittings=A — G with the
same iteration matrix, i.e., with E B~'C = F~1G. The matrices F have the
form F = (B~ +UVT)~%, where V& R"™ " is a matrix whose columns belong
to. 7 (AT, r < s, and } + VTBU is nonsingular. Conversely, if two splittings
A =B —C =F — G are such that they have the same iteration matrix, then there
exists a matrix Uc R"*® such that F= (B~*+ UV T)~%, where V& R"% is

a matrix whose columns belong td"(AT) and ks + V 'BU is nonsingular. The
rank of the difference B- F is at most s.
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Proof. Let s = dim./"(AT) = dim./"(A). Let 0# V € R™" be a matrix
whose columns lie in/"(AT), r <'s, and letU be anyn x r matrix such that
I, +V TBU is nonsingular (note that it is always possible to find a nonzero matrix
U with this property). LeF =M 1, andG = F —A, whereM =B~ +UVT. The
nonsingularity ofM can be established using the Sherman-Morrison-Woodbury
formula, found, e.g., in [9]. It follows thaE —G =1 —F~'A=1 —-B~!A=T
and the first part of the Theorem is proved.

For the converse, frorr ~1A = B~1A it follows that AT(F~T —B~T) = 0,
that is, the columns of =T — B~T are in the null space oA™:

(6) (FT-B g e. /(AT forall j=1,2,...,n,

wheresg is thejth column of the identity. Letq, v, . . ., vs be a basis of /"(AT),
then for each 1< j < n there exist scalarsjq, Ujz, . . ., Uis such that F—T —
S

B—T)q = Zuji vi. Let nowV be then x s matrix whoseith column isv; and

i=1
U be then x s matrix whose entry in position (j) is u;, then we can rewrite
the last identity a& T — B~T = VUT or, equivalently, a& *=B~t+UV'.
From the Sherman-Morrison-Woodbury formula we get

7) F=B'+Uv)1=B-BU(s+V'BU) VTB.

The invertibility of Is + VTBU readily follows from the assumption th&t and

F are both invertible. Indeeds 1 =B~1+UVT =B~1(1 + BUVT) implies that

| +BUVT is nonsingular, that is-1 is not an eigenvalue UV . Because the
nonzero eigenvalues &UVT are the same as those 6f BU, we can conclude
thatls + VTBU is also nonsingular.

Finally, from (6) it follows that the rank oF ~T — B~ T isr < s, and thus,
from (7) the difference betweef andB is a matrix of rankr. In this case the
matrixU can be chosen to have exactlyr zero columns, and the corresponding
columns ofV can be replaced by zero columns. Equivalently, such columns can
just be deletedd

Remark 2.3.In the context of Theorem 2.2, A=M — N is a weak splitting,

so is any other splitting oA. But, as the following example shows, one can be a
regular splitting (or even aM -splitting) while the other may not even be weak
regular (only weak).

_ 1 -1 _lo 1 .
Example 2.4.Let A= [ 11 } and T = { 0 1 ] . Consider
_ 10 _ 1 -2
M—{_l 1]andF—{_l 1].

LetN =M —A G =F — A so thatT =M !N = F~!G. Note thatA=M — N
is an M -splitting and thus a regular splitting, bét = F — G is only weak.
Also, notice thatA = M — N is aP-regular splitting of the symmetric positive
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semidefinite matri¥d, whereash = F —G is not. Furthermores 1 = M ~1—-2ee’
wheree = (1,1)" € .4 (A"), showing that the two matricdd andF differ by
a rank-one matrix.

It is a consequence of the theory described so far that a splitting need not
be regular or weak regular in order to obtain a convergent iteration (2). Thus,
for example in Theorem 2 of [17], the hypothesis of regular splitting can be
replaced with just being a weak splitting, and actually the proof in [17] carries
through with no changes. This fact is also illustrated in Lemmas 4.4 and 4.5 of
[16] where the hypothesis used is of having a weak splitting, and relates to the
index of the eigenvalue 1 of the iteration matrix. This situation is also consistent
with the observation in [16] and in [26] that condition (3) in the Theorem in
[26] is independent of the splitting chosen. Another possible interpretation of the
results presented is that for singular matrices, convergence follows only from the
study of the iteration matrix, and not from the splitting. This is done, e.g., in [10,
Sect. 2].

3. The convergence of alternating iterations

Consider the general class of iterative methods for the solution of (1) of the form
(8) x*Y2=M7INX*+M b, x*1=plQx*¥2+p~lp, k=0,1,...,

whereA=M — N =P — Q are splittings of a possibly singular mati and
x? is the given initial guess. Many well-known methods belong to this class.
When A is symmetric and® = MT, the first iteration of this kind is perhaps
Aitken’s to-and-fro method (symmetric Gauss-Seidel) [1]. Its extrapolated ver-
sion is Sheldon’s SSOR (Symmetric Successive Over-Relaxation) scheme [25].
One important feature of this method is that wheis symmetric positive definite
(SPD), its convergence may be enhanced by Chebyshev or conjugate gradient
(CG) acceleration. Another set of algorithms in the class described by (8) are
the alternating direction implicit methods (ADI), see, e.g., [14], [30]. We also
mention here the methods considered by Conrad and Wallach [5], [6], including
SSOR and one alternating between a Gauss-Seidel and a Jacobi sweep. They pre-
sented efficient implementations on parallel computers with substantial operation
savings; see also [22].

To analyze the convergence of the general scheme (8) we construct a single
splitting A = B — C associated with the iteration matrix. To that end, let us
eliminatex**%/2 from (8) and obtain the iterative process

(9) X1 =P~ IOMINX* + P~ QM1 +1)b, k=0,1,...,

which is of the form (2), wherd = P~1QM ~IN. We use this formulation to
study the convergence of (8) under the assumptionAhateither monotone or
symmetric and positive (semi)definite.
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Existence and uniqueness of splittings for iterative methods 315

We note that the convergence of the individual splittidgs M — N and
A =P — Q does not guarantee the convergence of the alternating iteration (8),
as illustrated by the following example.
Example 3.1.Consider the symmetric positive definfg-matrix A = { 2 1}

-1 2
and the splittingA =M — N =P — Q, where

R

-1 1 1 2
» oo Jo 1 .~_[0 0
Both splittings are convergent, sinke™"N = 0 0 andP—Q = 10l
YetT =P 1QM~IN = { 8 2 } and therefore the iteration (8) is not conver-

gent.

If Ais nonsingular, we use Lemma 1.4 to obtain the unique spliird3 —C
such thatB—1C =T. It is very natural to ask which properties of the splittings
A=M —N =P—-Q are inherited byA = B—C. This question can be answered in
a fairly complete manner together with sufficient conditions for the convergence
of (8) if A is monotone or symmetric positive (semi)definite. We begin with the
monotone case.

Theorem 3.2. Let A be nonsingular, and 2 > 0. If the splittings A~M —N =

P — Q are weak regular, then E P~1QM ~IN is zero-convergent, and therefore
the sequencégx¥} generated by (8) converges to the unique solution of=Ax
for any choice of the initial gues€xFurthermore, the unique splitting AB —C
induced by T is weak regular.

Proof. We will show thatp(T) < 1. From

T=(-P A1 -M"1A=I —PA-MA+PIAM A
we find that

(I -DAt=pt+Mt-piAMtI=p 1+ —-PlIAM L

Because the splittings are weak regular, it follows tiiat- 0 and also I( —
T)A1>0.Hence O< (1 +T+T2+- - +TM)( —T)A L= (1 —T™HA L < A?
for every nonnegative integen. It follows, by a standard argument (see, e.g.,

[21]), that the partial sums of the serig T™ remain uniformly bounded (in

m=0
norm). Therefore, the series is convergent, a() < 1.
Let A = B — C be the unique splitting induced by = P~1QM N, cf.
Lemma 1.4 and (9). We have that
(10) B = P QM '+1)=Pt+(1 -PAM
P XM +P-AM1
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The nonsingularity oM + P — A follows from that ofl — T and the identity
| - T=Pt+M1-PlAM HA=P M +P —AM 1A
We see from (10) thaB—* > 0, and the proof is completé&l

Theorem 3.2 implies that weak regularity is a property which the single
splitting A = B — C inherits from the original splittingg=M —N =P —Q. The
following example shows that =M — N =P — Q are both regular splittings,
the induced splittingA = B — C need not inherit that property.

Example 3.3.Consider theM -matrix A = _g _2 and the splittingsA =
M —N =P—-Q, whereM = { 7? g ] andP = { 7? g ] Both splittings are

regular, but the unique splitting =B — C such thaB—!C =T =P~ QM !N
is given by

o=| e 7] emc=e-as| g 17

and therefore it is not regular.

Let us consider now the case whéxés singular. In this case, it follows from
Theorems 2.1 and 2.2 that there are either infinitely many splittings corresponding
to T, or none at all, depending on whether or not the compatibility condition (3)
is satisfied. It turns out that, unlike in the nonsingular case, weak regularity of
the splittingsA =M — N = P — Q does not imply compatibility. Consider, for
example, the symmetric positive semidefine-matrix A from Example 2.4,
with the weak regular splittings defined i = P = 1. Obviously,M +P — A
is singular, and the compatibility condition is violated. However, if iwgose
thatM + P — A be nonsingular, then the compatibility condition (3) holds, and
the iteration matrixT = P~1QM ~IN is induced by the splitting

(11) A=B—-C, where B=P(M +P —A)"IM.

It follows from (10) thatB—! > 0 and thus, this splitting is weak regular. Hence,
we have proved the following result.

Theorem 3.4. Let A be a singular matrix. If the splittingsAM — N =P — Q
are weak regular and MP — A is nonsingular, the splitting (11) is a weak regular
splitting and B1C =T =P~'QM~IN.

The splitting (11) is weak regular, but examples can be found to show that not
all splittings corresponding td are weak regular. We note that in many practical
situations, the nonsingularity dfl + P — A is not difficult to check. Consider,
as a simple example, the symmetric Gauss-Seidel meth@d=IL +D + U is
the usual splitting ofA into its lower triangular, diagonal, and upper triangular
parts, therM =L+D,P =D +U andM +P — A=D is invertible if and only
if A has no zeros on the main diagonal.
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As is well-known, if the matrixA is singular, having a weak regular splitting
is not sufficient for convergence of a method of the form (2), thus the hypotheses
of Theorem 3.4 need to be supplemented so tlf&) < 1. For example, ifA
is a singular, irreduciblé&l -matrix, the results in [17] imply that(T) = 1, and
letting T,, := (1— &)l +aT, we havey(T,) < 1 for all « € (0, 1). It follows that
the iteration (2) withT replaced byT,, is convergent to a solution of (1).

Next, we consider the symmetric positive (semi)definite case. There are many
analogies, but also some interesting differences, with the monotone case. We
already know, from Example 3.1, that convergence of the individual splittings
A=M —N andA = P — Q of a symmetric positive definite matrix is not
sufficient to insure convergence of the alternating iteration (8). However, if the
splittings areP-regular, this property is inherited by the iteration matfFixf the
combined iteration (2).

Theorem 3.5. Let A be symmetric positive definite. If the splittings M — N =

P — Q are P-regular, then T= P~*QM ~IN is zero-convergent. Therefore, the
sequencgxk} generated by (8) converges to the unique solution of=Ax for
any choice of the initial guessxMoreover, the unique splitting induced by the
iteration matrix is P-regular.

Proof. We show thatA — TTAT is positive definite (convergence will then
follow from Stein’s Theorem; see, e.g., [21]). Since the splittidgs M —
N = P — Q are P-regular, we know thasS := A — (P1Q)"A(P'Q) and
R:= A— (M~IN)TA(M ~IN) are both positive definite. Thus, the matkik :=
(M~IN)TS(M ~IN) is positive semidefinite. But

H=M7N)'AMIN) — (M IN)T(PIQ)TAP Q)M ~IN),

and thereforeR+ H = A — TTAT is positive definite. The induced splitting is
given by (11). This splitting i$-regular, as is clear from the identity

A-T'AT=A—- B !C)'ABC)=BA)TB +B" —A(B A
and the first part of the proofl
Remark 3.6.In the important special casd = PT, B is actually SPD, since
Bl=M"TM+MT —AM L

It follows thatT is symmetrizable, and therefore Chebyshev or CG acceleration
can be used. Besides SSOR, an important example is provided by alternating
iterations based on a splitting of the forfka = A; + A, with Aq, A, positive
definite and such thak, = Al; see, e.g., [14]. Letting! =rl +A;, N =1l — Ay,

P=rl +A; andQ =rl — Ay, withr > 0, the splittingsA=M —N =P —Q are
P-regular (becaust! + MT — A = 2rl), andM = PT. The convergence of the
corresponding alternating iteration is insured by Theorem 3.5.
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Remark 3.7.The unique splittingh = B—C suchthaB~1C =T =P~!QM~IN

may beP-regular, and hence convergent, even if the splitthgsM —N = P—-Q

are notP-regular. This shows the usefulness of rewriting the alternating iteration
as a single splitting. An example is provided by the Alternating Direction Implicit
methods (ADI), in which the SPD matrii is split asA = A; + A, with A; and

A, symmetric positive definite. If1,N,P andQ are defined as in Remark 3.6,
with r > 0, it is easy to see with examples that the splittidgsM —N =P —-Q

are notP-regular, generally speaking. Nevertheless, it is possible to associate a
single splittingA = B — C to the iteration, with

B 1=P M +P—AM =l +A) 2l )(rl +A) "

. . . 1
It follows that B is invertible for allr > 0, with B = o (rl + A)(rl +Ay), and

1 . .
thereforeB+BT—A=rl + or (A1A2+A2A1). In the commutative case (i.e., when

AiAs = ApA;) we find thatB+BT — A is SPD becausa; A, as the product of two
SPD matrices, has real positive eigenvalues. HeAce,B — C is a P-regular
splitting (for allr > 0) and thereforey(T) < 1. Moreover,T is symmetrizable

and acceleration techniques can be used. However, if the commutativity condition
is not satisfied, it may happen that= B — C is a P-regular splitting only for
sufficiently larger, yet the ADI iteration converges for all> 0.

We next analyze the case whekds symmetric positive semidefinite, using
as a tool the following generalization of Stein’'s Theorem to the singular case.

Lemma 3.8. [8] A matrix T is convergent if and only if there exist two symmetric
positive semidefinite matrices Z, Y, suchtha X — T'YT and. /(I —T) =
N = 47(2).

Theorem 3.9. Let A be symmetric positive semidefinite and singular. If the split-
tings A=M — N =P — Q are P-regular, then == P~1QM~IN is convergent.
Moreover, T induces infinitely many splittings of A, and they are all P-regular.

Proof. First we prove thaM + P — A is nonsingular, showing that the com-
patibility condition (3) is verified. SincdA = M — N = P — Q are P-regular
splittings, matriceM + MT — A andP +PT — A are both positive definite. But
since the symmetric part &fl +P — A is

(M+P—-A) = (M+P—-A)/2+MT+PT—A)/2 = M+MT—-A)/2+(P+P"—A)/2,

M +P — A'is positive definite and therefore nonsingular. HeBcé = P~1(M +

P — AM 1 is well-defined and3—1C = T. To prove thafT is convergent, we
apply Lemma 3.8 withy = A, the original coefficient matrix. The same argument
used in the nonsingular case (Theorem 3.5) showsZhatA — TTAT is now
positive semidefinite. Also, — T = B~A implies /(I —T) = /7 (A). We
only have left to show that/(Z) = .47 (A). First we show that /" (A) C
AN7(2). Letv € J7(A), thenv = Ty and thereforeZv = Av — TTATv =
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Av—TTAv =0, hencev € ./7°(Z). To prove the inclusion in the other direction,

let R = A— (M~IN)TAM~IN), S = A— (P1Q)TA(P Q). SinceM ~IN

is convergent, using Lemma 3.8, we have th&t'(R) = ./"(A). SinceZ =

R+ (M~IN)'S(M~IN) is a symmetric positive semidefinite matrix, it follows
thatZv = 0 if and only if v"Zv = O (see [11, p. 400)), thereforec .4 (Z) if

and only ifv"Rv = —vT(M ~IN)TS(M ~IN)w. In this equality, the quantity on

the left-hand side is nonnegative, the one on the right-hand side is nonpositive
and therefore they must be both zero. Herie= 0, but since /" (R) = .47 (A),

v € 4 (A) and the convergence af is established.

Finally, we show that the splittinh = B — C is P-regular. We have just
shown thatZv = 0 if and only if Av = 0; becauseZ is symmetric positive
semidefinite, this is equivalent to saying thdZv = 0 if and only if Av = 0,
or that @ 1Av)"(B + BT — A)(B~1Av) = 0 if and only if Av = 0. Clearly, this
is equivalent to saying thaé® + BT — A is symmetric positive definite, that is,
A =B —C is aP-regular splitting. This argument is valid fany of the infinitely
many splittingsA = B — C such thatB~1C = P~!QM~IN, and not just for the
splitting (11).0

Many of the results of this section and the next, can be extended to alternating
schemes involving more than two splittings of the coefficient magixFor
example, in the solution of three-dimensional problems it is useful to consider
three splittingsA=M — N =P — Q =R — S and the corresponding three-step
alternating procedure. This requires studying the convergence of the iteration
matrix T = R™ISP~1QM~IN. The extension to this case, or to an arbitrary
number of splittings, can be done by recursively applying the results shown for
two splittings.

4. A comparison theorem

We have already observed that the convergence of the two spliftieggl —N =

P — Q is not sufficient to insure the convergence of the alternating iteration (8).
Even if the alternating iteration converges, in general there is no guarantee that it
will converge faster than either of the two basic splittings. However, the following
result shows that under appropriate conditions the asymptotic rate of convergence
of the alternating iteration (8) is at least as good as the rate of convergence of
the fastest of the two basic iterations.

Theorem 4.1. Let A be a monotone matrix. If the splittings=™ — N =P —Q
are regular, the following upper bound on the spectral radius of P~1QM ~IN
holds

(12) p(T) < min(p(M ~*N), p(P~'Q)).
Proof. Let T be the iteration matrix corresponding to the induced splitting

(11). We know from Theorem 3.2 th&t = B — C is a weak regular splitting.
We have the following two matrix inequalities
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(13) B! =M-1+P-INM-1 >M71
(14) B! =p-l+p-lQM~1 >pPL

We can now apply the comparison theorem for weak regular splittings due to
Elsner [7]JtoA=B —C andA=M — N to getp(T) < p(M ~IN) . Applying

the same result téA = B — C andA = P — Q we also getp(T) < p(P~1Q).
Therefore, the upper bound (12) ofiT') holds.

As was shown in [6] and in [22], considerable savings in arithmetic operations
are possible when implementing alternating iterations of the type (8). Together
with our comparison result, this shows that alternating between two splittings
can be advantageous over iterating with a single splittingd i5 monotone.
Nevertheless, it would be desirable to have comparison theorems of the type
(12) with strict inequality. This can be achieved by requiring that the inequalities
(13) and (14) be strict; see [15]. To that end one can require Rhat > 0
and that neitheN or Q has any zero column. Furthermore, the assumptions in
Theorem 4.1 can be somewhat weakened but in that case the hypotheses may be
hard to check; see [15].
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