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Summary. In an abstract framework we present a formalism which specifies the no-
tions of consistency and stability of Petrov-Galerkin methods used to approximate
nonlinear problems which are, in many practical situations, strongly nonlinear ellip-
tic problems. This formalism gives rise to a priori and a posteriori error estimates
which can be used for the refinement of the mesh in adaptive finite element methods
applied to elliptic nonlinear problems. This theory is illustrated with the example:
−div (k(u)∇u) + c · ∇u = f in a two dimensional domainΩ with Dirichlet boundary
conditions.
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1. Introduction

Let X and Y be two reflexive Banach spaces and let us consider aC1-mapping
F : X → Y ′ whereY ′ is the dual space ofY , the duality pairing is denoted by〈·|·〉.
We are interested in approximations of an elementu ∈ X satisfying

(1.1) F (u) = 0 ,

or equivalently

(1.2) 〈F (u)|v〉 = 0 , ∀ v ∈ Y .

In order to build approximationsuh of u, we use a Petrov-Galerkin method on (1.2),
that is to say we choose finite dimensional subspacesXh ⊂ X and Yh ⊂ Y with
dimXh = dimYh, and we finduh ∈ Xh satisfying

(1.3) 〈F (uh)|vh〉 = 0 , ∀ vh ∈ Yh .
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In this paper we assume we have a solution u of (1.1) such that the Fréchet derivative
DF (u) at the point u is an isomorphism fromX onto Y ′. Then, under consistency
and stability conditions which are essentially linked to approximation properties of
X by Xh, of Y by Yh and to discrete “inf-sup” conditions on the bilinear form
b(ϕ,ψ) ≡ 〈DF (u)ϕ|ψ)〉, we prove that Problem (1.3) has a unique solutionuh in
a neighborhood ofu and we establish a priori and a posteriori error estimates for
(u − uh) in the norm ofX. Let us point out that the main term in the a posteriori
estimate is the residual value‖F (uh)‖Y ′ in the Y ′-norm. In concrete situations, the
knowledge of this value is important since it allows to minimize the error by means
of adaptive techniques (see for instance Johnson [11], Johnson and Hansboo [12],
Baranger-Elamri [3], Verf̈urth [15], Picasso [13]).

The main results presented in this paper have been announced in Pousin-Rappaz
[14]. For proving them, we begin to build aC1-mappingFh : X → Y ′ such that if
w ∈ X is a solution of

(1.4) Fh(w) = 0 ,

thenw belongs toXh and uh = w is a solution of (1.3) and conversely. Next we
compare the mappingsF and Fh in a similar way as in Crouzeix-Rappaz [5] for
obtaining the existence and the error estimates for the approximate problem (1.3).
Nevertheless, in contrast to the method previously employed in Crouzeix-Rappaz [5],
the new approach presented here, does not require to invert the principal part of the
operator when treating approximations of nonlinear elliptic problems. Consequently
our theory permits to consider strongly nonlinear problems.

An outline of the paper is as follows. In Sect. 2 we define the functional framework
in which the problem is set and we give some abstract theorems of convergence and
error estimates when we compare Problem (1.4) to Problem (1.1) under reasonable
assumptions. Section 3 is devoted to the particular case where the nonlinear problem
(1.1) is approximated by Petrov-Galerkin methods (1.3). We give a priori and a
posteriori error estimates. In Sect. 4 we consider a nonlinear stationary heat problem
with a convection term. Under appropriate hypotheses we show how the abstract
results of the previous sections can be applied to the finite element approximation of
this problem, and we give a posteriori error estimates by means of local indicators
which are used in an adaptive code solving this problem (see Picasso [13]).

2. Abstract results

Let X and Z be two Banach spaces the norm of which are respectively denoted
by ‖ · ‖X and by‖ · ‖Z . If L (X,Z) is the Banach space of all continuous linear
operators fromX into Z, we denote by‖T‖XZ = supu∈X,‖u‖X=1 ‖Tu‖Z the norm
of T ∈ L (X,Z). If G : X → Z is aC1-mapping fromX into Z and if u ∈ X, we
denote byDG(u) the Fŕechet derivative ofG at the pointu.

We begin to establish a result which is similar to one of them we find in Girault-
Raviart [9].

Theorem 1. LetG : X → Z be aC1-mapping fromX intoZ and letw be an element
of X. We assume

(2.1) (i) DG(w) is an isomorphism fromX ontoZ,
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(2.2) (ii) ‖DG(w)−1‖ZX‖G(w)‖Z ≤ δ/2

whereδ > 0 is such that

(2.3) sup
x∈X,‖w−x‖X≤δ

‖DG(w)−DG(x)‖XZ ≤ (2‖DG(w)−1‖ZX )−1 .

Then there exists a uniquev ∈ X satisfying

(2.4) G(v) = 0 and ‖w − v‖X ≤ δ .

Moreover we have the estimate:

(2.5) ‖w − v‖X ≤ 2‖DG(w)−1‖ZX‖G(w)‖Z .

Proof. Let δ > 0 be given by (2.3). If we define the mapping

L(x) = x−DG(w)−1G(x) , x ∈ X ,

we have forx, y ∈ X such that‖w − x‖X ≤ δ, ‖w − y‖X ≤ δ:

‖L(x)− L(y)‖X = ‖DG(w)−1
∫ 1

0
(DG(w)−DG(sx + (1− s)y))(x− y)ds‖X

≤ ‖DG(w)−1‖ZX (2‖DG(w)−1‖ZX )−1‖x− y‖X
≤ 1

2
‖x− y‖X .

By using the above inequality withy = w together with (2.2) we have:

‖w − L(x)‖X ≤ ‖w − L(w)‖X + ‖L(w)− L(x)‖X
≤ ‖DG(w)−1‖ZX‖G(w)‖Z +

1
2
‖w − x‖X ≤ δ .(2.6)

We conclude thatL is a contracting mapping from the ball centered atw and with
radiusδ into itself. Consequently there exists a unique fixed pointv of L in this ball,
i.e. v = L(v), and (2.4) is proved. Estimate (2.5) is a direct consequence of (2.6) with
x = v.

A consequence of Theorem 1 is

Corollary 1. LetG : X → Z be aC2-mapping such that its second Fréchet derivative
is bounded on all bounded subsets ofX. We assume there exist a sequence{un}∞n=1 ⊂
X and constantsC,M , independent ofn, satisfying:

lim
n→∞ ‖G(un)‖Z = 0(i)

‖un‖X ≤ C , n = 1, 2, 3, . . . ,(ii)

DG(un) is an isomorphism fromX ontoZ and‖DG(un)−1‖ZX ≤M .(iii)

Then there existsu ∈ X such thatG(u) = 0.

Proof. Since the second derivative ofG is bounded on all bounded subsets ofX and by
using (ii), we can findδ > 0 such that supx∈X,‖un−x‖X≤δ ‖DG(un)−DG(x)‖ZX ≤
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1/(2M ). By using (i) and (iii) there existsN such that‖DG(un)−1‖ZX‖G(un)‖Z ≤
δ/2 for all n > N . Theorem 1 allows to conclude.

Let us remark that Corollary 1 applied to concrete nonlinear elliptic problems gives,
in several situations, a numerical proof of existence in the same way as Bamberger
[2].

Now we consider an elementu ∈ X and a family{Fh}0<h≤1 of C1-mappings
fromX intoZ parametrized byh. In concrete examples,u will be a zero of a mapping
F : X → Z andFh will be an approximation ofF .

We assume that the family{Fh}0<h≤1 and the pointu ∈ X are satisfying:
(H1) there exists a constantε0 > 0 and for allh ∈ (0, 1] there exists a positive

numberLh such that

‖DFh(u)−DFh(v)‖XZ ≤ Lh‖u− v‖X for all v ∈ X with ‖u− v‖X ≤ ε0 ;

(H2) limh→0(1 +Lh)‖Fh(u)‖Z = 0;
(H3) DFh(u) is an isomorphism fromX ontoZ for all h ∈ (0, 1] and there exists a

constantM , independent ofh, such that

‖DFh(u)−1‖ZX ≤M , ∀ h ∈ (0, 1] .

Let us note that ifu is a zero of a mappingF which is approximated byFh, Hypothesis
(H3) is a stability assumption and Hypothesis (H2) is a consistency assumption. In
fact if Lh is bounded with respect toh (which is realized in a lot of applications)
then it is sufficient to assume limh→0 ‖Fh(u)‖Z = 0 which is the standard consistency
hypothesis ifFh is an approximation of a mappingF .

Now we establish the two main results of this section.

Theorem 2. Assume that the family of mappings{Fh}0<h≤1 satisfies Hypotheses
(H1), (H2) and (H3). Then there existh0 > 0 andδ0 > 0 such that for allh ∈ (0, h0]
there is a uniqueuh ∈ X satisfying

(2.7) Fh(uh) = 0 and ‖u− uh‖X ≤ δ0/(1 +Lh) .

Moreover, forh ≤ h0 we have the estimate:

(2.8) ‖u− uh‖X ≤ 2‖DFh(u)−1‖ZX‖Fh(u)‖Z .

Proof. We setδ0 = min(ε0,
1

2M ) and we defineδh = δ0/(1 +Lh). By using (H1) we
verify that, for allv ∈ X such that‖u− v‖X ≤ δh, we have:

(2.9) ‖DFh(u)−DFh(v)‖XZ ≤ 1
2M

.

It follows, by using (H3), that for allh ∈ (0, 1] and‖u− v‖X ≤ δh:

(2.10) ‖DFh(u)−DFh(v)‖XZ ≤ 1
2‖DFh(u)−1‖ZX .

Now using Hypothesis (H2), there existsh0 > 0 such that forh ≤ h0

(2.11) (1 +Lh)‖Fh(u)‖Z ≤ δ0/(2M ) .



Petrov-Galerkin methods 217

Since Hypothesis (H3) implies

‖DFh(u)−1‖ZX‖Fh(u)‖Z ≤M‖Fh(u)‖Z ,
it is easy to verify by using (2.11) that, forh ≤ h0:

(2.12) ‖DFh(u)−1‖ZX‖Fh(u)‖Z ≤ δh/2 .

Theorem 2 is a direct consequence of (2.10), (2.12) and of Theorem 1 withG = Fh
andw = u.

Remark 1. If Lh is bounded, we can see that, in a fixed neighborhood ofu, there
exists a unique zerouh of Fh if h is small enough.

Let us observe that, under Hypotheses of consistency and stability (H2) and (H3),
we have

(2.13) ‖u− uh‖X ≤ 2M‖Fh(u)‖Z .
Consequentlyuh converges tou whenh tends to zero with the same order as the one
of the consistency. Inequality (2.13) is an a priori error estimate since it depends on
u.

Now, if u is a zero of aC1-mappingF : X → Z, we have the following a posteriori
error estimate which does not depend onu.

Theorem 3. Assume that the family of mappings{Fh}0<h≤1 satisfies (H1), (H2),
(H3). Moreover we assume that we have aC1-mappingF : X → Z such that:

(H4) F (u) = 0 andDF (u) is an isomorphism fromX ontoZ.

If h0, δ0 anduh are given by Theorem 2, there existsh1 ≤ h0 such that for allh ≤ h1
we have:

(2.14) ‖u− uh‖X ≤ 2‖DF (uh)−1‖ZX‖F (uh)‖Z .

Proof. SinceF is aC1-mapping, there existsδ > 0 such that

(2.15) sup
v∈X,‖u−v‖X≤2δ

‖DF (u)−DF (v)‖XZ ≤ 1
8‖DF (u)−1‖ZX .

A consequence of Theorem 2 is thatuh converges tou whenh tends to zero and so
there exists̃h1 ≤ h0 such that

(2.16) ‖u− uh‖X ≤ δ , ∀ h ≤ h̃1 .

Now, if h ≤ h̃1 andx ∈ X satisfies‖uh − x‖X ≤ δ, then‖u − x‖X ≤ 2δ and by
using (2.15) we obtain:

(2.17) sup
x∈X,‖uh−x‖X≤δ

‖DF (uh)−DF (x)‖ ≤ 1
4‖DF (u)−1‖ZX .

Besides, there existsh1 ≤ h̃1 such that for allh ≤ h1 we have:
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(2.18) ‖DF (uh)−1‖ZX ≤ 2‖DF (u)−1‖ZX
and

(2.19) ‖DF (uh)−1‖ZX‖F (uh)‖Z ≤ δ/2 .

By using Relations (2.17), (2.18) and (2.19) we can conclude from Theorem 1 with
G = F andw = uh: there is a uniquev ∈ X satisfying

F (v) = 0 and ‖v − uh‖X ≤ δ .

Moreover the following estimates hold:

(2.20) ‖uh − v‖X ≤ 2‖DF (uh)−1‖ZX‖F (uh)‖Z .
Inequality (2.14) is a direct consequence of Inequality (2.20) if we prove thatv = u.
In fact we have‖u− v‖X ≤ 2δ andF (u) = F (v) = 0. From the identity

(u− v) = DF (u)−1
∫ 1

0
(DF (u)−DF (su + (1− s)v))(u− v)ds

and from Inequality (2.15) we deduce‖u− v‖X = 0.

3. Petrov-Galerkin methods

Let X and Y be two reflexive real Banach spaces equipped respectively with the
norms‖ · ‖X and‖ · ‖Y and we denote by〈·|·〉 the duality pairing betweenY ′ andY .

In all the following,F : X → Y ′ is aC1-mapping defined onX (or eventually
on an open subset ofX) with values inY ′. We call the exact problem, the following
one: findu ∈ X satisfying

(3.1) F (u) = 0 ,

or equivalently

(3.2) 〈F (u)|v〉 = 0 , ∀ v ∈ Y .

If {Xh}0<h≤1 and {Yh}0<h≤1 are respectively two families of finite dimensional
subspaces ofX andY , we shall say that the problem of findinguh ∈ Xh such that

(3.3) 〈F (uh)|vh〉 = 0 , ∀ vh ∈ Yh
is a Petrov-Galerkin approximation of Problem (3.2).

In this section, we build, under suitable assumptions, a family{Fh}0<h≤1 of C1-
mapping fromX into Y ′ which allows to obtain the solutions of (3.3) as the zeros
of Fh. Next using the results established in Sect. 2, we get error estimates for the
Petrov-Galerkin approximation of the exact problem.

We start by assuming there is a solutionu ∈ X of Problem (3.1), i.e.F (u) = 0,
and we define the continuous bilinear formb : X×Y → R by the following relation:

(3.4) b(x, y) = 〈DF (u)x|y〉 , ∀ x ∈ X , ∀ y ∈ Y .
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We denote by‖b‖ the norm ofb, i.e. ‖b‖ = supy∈Y,‖y‖Y =1
x∈X,‖x‖X=1

b(x, y) = ‖DF (u)‖XY ′

and we assume the “inf-sup” conditions onb hold (see [1] for instance), i.e.

inf
x∈X,‖x‖X=1

sup
y∈Y,‖y‖Y =1

b(x, y) = β > 0 ,(3.5)

(H5)

sup
x∈X,‖x‖X=1

b(x, y) > 0 , ∀ y ∈ Y , y /= 0 .(3.6)

Hypothesis (H5) is equivalent to assume thatDF (u) is an isomorphism fromX onto
Y ′ sinceY is a reflexive space (Hypothesis (H4) withZ = Y ′) ; the norm of its
inverse is given by

(3.7) ‖DF (u)−1‖Y ′X = β−1 .

Concerning the spacesXh, Yh and the formb, we assume the “discrete inf-sup”
conditions hold:

inf
x∈Xh,‖x‖X=1

sup
y∈Yh,‖y‖Y =1

b(x, y) = βh > 0 , and(3.8)

(H6)

dimXh = dimYh ,(3.9)

whereβh, for h ∈ (0, 1], is a positive constant which could possibly tend to zero when
h tends to zero. For this reason we assume in addition the following approximation
property:

(3.10) lim
h→0

β−2
h min

xh∈Xh
‖u− xh‖X = 0. (H7)

Let us remark thatβh ≤ ‖b‖ and if βh is bounded from below, then (3.10) is
a consequence of the standard hypothesis for the approximation ofX by Xh, i.e.
limh→0 minxh∈Xh ‖x− xh‖X = 0, ∀ x ∈ X.

If βh is not bounded from below we shall see, in concrete applications related to
elliptic problems, thatu must be sufficiently regular to obtain (3.10).

Now we give the main result of this section.

Theorem 4. We suppose Hypotheses (H5), (H6) and (H7) are fulfilled. Moreover we
assume thatDF is Lipschitzian atu, i.e.

∃ε0 > 0 andL such that for allv ∈ X, ‖u− v‖X ≤ ε0:
(H8)

‖DF (u)−DF (v)‖XY ′ ≤ L‖u− v‖X .(3.11)

Then there existh0 > 0 and η0 > 0 such that for allh ∈ (0, h0] there is a unique
uh ∈ Xh satisfying

(3.12) 〈F (uh)|vh〉 = 0 , ∀ vh ∈ Yh and ‖u− uh‖X ≤ η0βh .

Moreover we have the error estimates:

‖u− uh‖X ≤ 2‖b‖
β

(
1 +

‖b‖
βh

)
min

χh∈Xh
‖u− χh‖X ,(3.13)

‖u− uh‖X ≤ 4
β
‖F (uh)‖Y ′ , ∀ h ≤ h0.(3.14)
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Before to prove Theorem 4, we build a mappingFh : X → Y ′, the zeros of which
will be the solutions of (3.3).

It is well known (see [1] for instance) that Hypotheses (H6), that is to say (3.8),
(3.9), imply the existence of two projectors

Π1
h : X → Xh and Π2

h : Y → Yh ,

defined by

b(x−Π1
hx, yh) = 0 , ∀ yh ∈ Yh , ∀ x ∈ X ,(3.15)

b(xh, y −Π2
hy) = 0 , ∀ xh ∈ Xh , ∀ y ∈ Y .(3.16)

It is easy to verify that

(3.17)
∥∥Π1

h

∥∥
XX

≤ ‖b‖
βh

.

In order to give a bound for‖Π2
h‖Y Y , we use Relations (3.4), (3.7), (3.15), (3.16);

we write for y ∈ Y :

‖Π2
hy‖Y = sup

ϕ∈Y ′,‖ϕ‖Y ′=1
< ϕ|Π2

hy〉 = sup
ϕ∈Y ′,‖ϕ‖Y ′=1

b(DF (u)−1ϕ,Π2
hy)

= sup
ϕ∈Y ′,‖ϕ‖Y ′=1

b(Π1
hDF (u)−1ϕ, y) ≤ ‖b‖ · ‖y‖Y · ‖Π1

h‖XX · β−1 .

Finally, we use (3.17) in order to obtain

(3.18) ‖Π2
h‖Y Y ≤ ‖b‖2

β · βh .

Now, for all h ∈ (0, 1], we buildFh : X → Y ′ in the following way:

(3.19) 〈Fh(x)|y〉 def
= 〈F (x)|Π2

hy〉 + b(x, y −Π2
hy) , ∀ x ∈ X , ∀ y ∈ Y .

Let us notice thatFh depends on the solutionu of (3.1) through the bilinear formb.
We have

Lemma 1. If uh ∈ Xh is a solution of Problem (3.3), thenuh is such thatFh(uh) = 0.
Conversely, ifµ ∈ X is such thatFh(µ) = 0, thenµ ∈ Xh anduh = µ is a solution of
Problem (3.3).

Proof. It is easy to show that all the solutions of Problem (3.3) are zeros of the
mappingFh. Conversely, letµ ∈ X be a zero of the mappingFh, i.e.

(3.20) 〈F (µ)|Π2
hy〉 + b(µ, y −Π2

hy) = 0 , ∀ y ∈ Y .

If w belongs toY and if we choosey = w −Π2
hw in (3.20), we obtain

(3.21) b(µ,w −Π2
hw) = 0 , ∀ w ∈ Y .

By using definitions (3.15), (3.16) of projectorsΠ1
h andΠ2

h, we can see that (3.21)
implies
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(3.22) b(µ−Π1
hµ,w) = 0 , ∀ w ∈ Y .

Hypothesis (H5) together with (3.22) implyµ = Π1
hµ ∈ Xh.

By settingy = vh ∈ Yh in (3.20), we obtain

〈F (µ)|vh〉 = 0 , ∀ vh ∈ Yh ,
and consequentlyuh = µ is a solution of Problem (3.3).

Now we are in position to derive the proof of our main result as a consequence of
Theorems 2 and 3 thanks to Lemma 1.

Proof of Theorem 4.According to Lemma 1 we can deal with the family{Fh}0<h≤1
defined by (3.19) instead of considering Problem (3.3). Let us check that the Hy-
potheses (H1), (H2), (H3) and (H4) are fulfilled by the family{Fh} in order to
apply Theorems 2 and 3. From the definition (3.19) ofFh we easily deduce that for:
v, ϕ ∈ X, y ∈ Y , we have:

〈(DFh(u)−DFh(v))ϕ|y〉 = 〈(DF (u)−DF (v))ϕ|Π2
hy〉 .

Thanks to (3.18), (3.11) and to inequalitiesβ ≤ ‖b‖, βh ≤ ‖b‖, it follows that for
v ∈ X, ‖u− v‖X ≤ ε0:

‖DFh(u)−DFh(v)‖XY ′ ≤ ‖b‖2

β · βh ‖DF (u)−DF (v)‖XY ′

≤ L
‖b‖2

β · βh ‖u− v‖X ≤
[

(L + 1)
‖b‖2

β · βh − 1

]
‖u− v‖X .(3.23)

So, we have proven Hypothesis (H1) of Sect. 2 withZ = Y ′ and

(3.24) Lh = (L + 1)
‖b‖2

β · βh − 1 .

In order to verify Hypothesis (H2) of Sect. 2, we use (3.19), (3.2), (3.15), (3.16) to
obtain:

‖Fh(u)‖Y ′ = sup
v∈Y,‖v‖Y =1

〈Fh(u)|v〉

= sup
v∈Y,‖v‖Y =1

b
(
u, v −Π2

hv
)

= sup
v∈Y,‖v‖Y =1

b
(
u−Π1

hu, v
)

≤ ‖b‖‖u−Π1
hu‖X .

Considering the inequality

‖u−Π1
hu‖X ≤ ‖u− χh‖X + ‖Π1

h(χh − u)‖X , ∀ χh ∈ Xh

and Relation (3.17), we conclude that:

(3.25) ‖Fh(u)‖Y ′ ≤ ‖b‖
(

1 +
‖b‖
βh

)
min

χh∈Xh
‖u− χh‖X .

Inequality (3.25) together with (3.24) and the relationβh ≤ ‖b‖ imply:
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(3.26) (1 +Lh)‖Fh(u)‖Y ′ ≤ 2(1 +L)‖b‖4

β · β2
h

min
χh∈Xh

‖u− χh‖X ,

thus Hypothesis (H2) withZ = Y ′ is a consequence of (H7).
Hypothesis (H3) of Sect. 2 is a direct consequence of (H5), or equivalently of

(3.7), because we can easily verify that our choice ofFh and of form b implies
DFh(u) = DF (u).

Theorem 2 withZ = Y ′ can be applied in this particular situation. We obtain the
existence ofδ0 > 0 andh0 > 0 such that for allh ≤ h0, there is a uniqueuh ∈ Xh

satisfyingFh(uh) = 0 and‖u − uh‖X ≤ δ0
1+Lh

. By settingη0 = δ0β

(L+1)‖b‖2 we obtain

‖u − uh‖X ≤ η0βh. By Lemma 1, the elementuh belongs toXh and is solution to
Problem (3.3). A priori error estimate (3.13) is a direct consequence of (2.8), (3.7),
(3.25) together withDFh(u) = DF (u). A posteriori error estimate (3.14) is derived
from Inequality (2.14) and (3.7) if we prove that

(3.27) ‖DF (uh)−1‖Y ′X ≤ 2‖DF (u)−1‖Y ′X

for h ≤ h0 even if it means to takeh0 smaller. In fact Relations (3.13), (3.10) and
βh ≤ ‖b‖, imply thatuh converges tou whenh tends to zero thus (3.27) is true.

Let us terminate this section with two remarks.

Remark 2. According to Remark 1 of Sect. 2, we can see that, ifβh is bounded from
below, then, in a fixed neighborhood ofu in X, there exists a unique solutionuh of
the Petrov-Galerkin approximation of the exact Problem (3.1).

Remark 3. If X = Y and if the bilinear formb(·, ·) defined in (3.4) is coercive, then
the constantβ in equality (3.14) can be evaluated.

4. An example and practical considerations

In this section, we investigate a stationary heat problem with convection. We show
how the formalism previously developed applies to this problem and to its numerical
approximation.

Let Ω = (0, 1)× (0, 1)⊂ R2 be the unit square, the boundary of which is denoted
by ∂Ω. The notationsWm,p(Ω) will denote the usual standard Sobolev’s spaces of
functions equipped with the norms‖ ·‖m,p,Ω and the semi-norms| · |m,p,Ω . Forp = 2,
we will write Hm(Ω) for Wm,2(Ω) and we miss out the indexp in the norms and
semi-norms, that is to say‖ · ‖m,Ω = ‖ · ‖m,2,Ω and | · |m,Ω = | · |m,2,Ω . Finally,
W 1,p

0 (Ω) denotes the subspace{ϕ ∈ W 1,p(Ω), ϕ = 0 on ∂Ω}, and if q is such that
1
p + 1

q = 1, thenW−1,q(Ω) is the dual space ofW 1,p
0 (Ω).

The problem we want to discuss, is to findu ∈ H1
0(Ω) such that:

(4.1) −div (k(u)∇u) + c · ∇u = f , in Ω ,

where the functionsf ∈ L∞(Ω), c ∈ [C0(Ω)]2 are given, andk ∈ C2(R) is a positive
mapping satisfying:
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k(s) ≥ α > 0 , ∀ s ∈ R ,(4.2)
(H9)

|k(`)(s)| ≤ γ` , ∀ s ∈ R , ∀ ` = 0, 1, 2,(4.3)

whereα, γ0, γ1, andγ2 are positive constants andk(`) stands for thè th derivative of
k.

If we define the functionK by K(s) =
∫ s

0 k(t)dt, using the property (4.2) we
deduce thatK is increasing, thusG the inverse ofK exists, i.e.K(G(s)) = s,
∀ s ∈ R, andG is aC2 mapping which first derivativeg is defined byG′(s) = g(s) =
k(G(s))−1. Moreover, estimate (4.2) implies thatg is bounded. SetU = K(u), then
∇K(u) = k(u)∇u and Problem (4.1) is equivalent to findU ∈ H1

0(Ω) such that:

(4.4) −∆U + g (U ) c · ∇U = f , in Ω .

Since the functiong is bounded, Problem (4.4) is equivalent to findU ∈ H1
0(Ω) such

that:

(4.5)
∫
Ω

∇U · ∇ϕdx +
∫
Ω

g(U ) c · ∇Uϕdx =
∫
Ω

fϕdx , ∀ ϕ ∈ H1
0(Ω) .

Theorem 5. Assume Hypothesis (H9) holds and thatc ∈ [C1(Ω)]2 with div c = 0.
Then Problem (4.5) has at least one solutionU ∈ H1

0(Ω). Moreover,U ∈ W 2,p(Ω)
for all p, 2 ≤ p < +∞, andu = G(U ) ∈ W 2,p(Ω) ∩H1

0(Ω) for all p, 2 ≤ p < +∞ is
a solution to Problem (4.1).

Proof. We know that−∆ is an isophormism fromH1
0(Ω) ontoH−1(Ω), then denoting

by T its inverse, we easily verify that (4.5) is equivalent to:

(4.6) U = T (f − g(U ) c · ∇U ) .

The mappingU → g(U ) c·∇U is continuous and compact fromH1
0(Ω) intoH−1(Ω),

so by settingS(U ) = T (f − g(U ) c · ∇U ), we have thatS is a compact continuous
mapping fromH1

0(Ω) into itself.
It is not difficult to check that problem (4.5) is equivalent to find a fixed point

of the operatorS. It is well known (see for example Gilbarg-Trudinger [8]) thatS
has at least one fixed point if there exists a constantC such that for all solutions of
V = λS(V ) with λ ∈ [0, 1], we have‖V ‖1,Ω ≤ C. ConsiderV satisfyingV = λS(V )
for λ ∈ [0, 1] that is to say:V ∈ H1

0(Ω) and verifies:

(4.7)
∫
Ω

∇V · ∇ψdx + λ
∫
Ω

g(V ) c · ∇V ψdx = λ
∫
Ω

fψdx ∀ ψ ∈ H1
0(Ω) .

If we prove that
∫
Ω
g(V ) c · ∇V V dx = 0, then Equality (4.7) withψ = V combined

with Poincaŕe and Schwarz inequalities provide a bound for‖V ‖1,Ω independent of
λ.

Let M be defined byM (s) =
∫ s

0 g(t)tdt. We verify thatM (V ) ∈ W 1,1
0 (Ω) if

V ∈ H1
0(Ω) sinceg is bounded, and we have∇M (V ) = g(V )V∇V . It follows that∫

Ω

g(V ) c · ∇V V dx =
∫
Ω

c · ∇M (V )dx = −
∫
Ω

div cM (V )dx = 0 ,

which proves the existence ofU solution of (4.5). Since the functiong is bounded,
g(U ) c · ∇U belongs toL2(Ω); the elliptic regularity of the laplacian operator in a
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square impliesU ∈ H2(Ω) (see for example Grisvard [10]). The embedding ofH2(Ω)
into W 1,p(Ω) for all p, 2 ≤ p < +∞ and one more time the elliptic regularity of the
laplacian operator lead toU ∈W 2,p(Ω) ∩H1

0(Ω) for all p, 2≤ p < +∞.
It is easy to show thatu = G(U ) is a solution of (4.1) andu ∈W 2,p(Ω)∩H1

0(Ω)
for all p, 2≤ p < +∞.

Remark 4. In fact, by using a maximum principle, we can generalize Theorem 5 as
follows: If c ∈ [C0(Ω]2, Problem (4.1) has always a solutionu ∈W 2,p(Ω). Moreover,
if c ∈ [C1(Ω)]2 is such that divc = 0, then the solution is unique.

In all the following, we will deal with Problem (4.1) instead of Problem (4.4) or
Problem (4.5). In fact, for theoretical reasons, it is easier to control Problem (4.4)
because the nonlinearity does not take place in the principal part of the operator.
However, it is Problem (4.1) which is discretized in practice, when seeking for a
numerical approximation ofu. It is the reason why we are interested in Problem
(4.1).

In all the following, u ∈ W 2,p(Ω) ∩H1
0(Ω), 2 ≤ p < +∞ will be a solution of

Problem (4.1) andF will be the mapping defined by:

F (v) = −div (k(v)∇v) + c · ∇v − f , ∀ v ∈ H1
0(Ω) .

Clearly, F is well defined as a mapping fromH1
0(Ω) into its dualH−1(Ω) when

hypothesis (H9) holds, and we haveF (u) = 0. Unfortunately this mapping is notC1.
To overcome this difficulty we introduce the standard Sobolev’s spacesX = W 1,p

0 (Ω)
with p > 2, Y = W 1,q

0 (Ω) with 1
p + 1

q = 1, and their dual spacesX ′ = W−1,q(Ω),

Y ′ = W−1,p(Ω). ClearlyW 1,p
0 (Ω) ↪→ C0(Ω) and we have:

Theorem 6. Under Hypothesis (H9), the mappingF , considered fromX into Y ′ is a
C1-mapping. Moreover there existsc0 such that if‖c‖0,∞,Ω ≤ c0, thenDF (u) is an
isomorphism fromX ontoY ′.

Proof. If we denote by〈·|·〉 the duality pairing betweenY ′ andY , we have, for all
ψ ∈ Y andv ∈ X:

(4.8) 〈F (v)|ψ〉 =
∫
Ω

k(v)∇v · ∇ψdx +
∫
Ω

c · ∇vψdx−
∫
Ω

fψdx .

We easily check thatF is C1 and that for allv, w ∈ X, ψ ∈ Y we have:

〈DF (v)w|ψ〉 =
∫
Ω

k(v)∇w · ∇ψdx +
∫
Ω

k′(v)w∇v · ∇ψdx +
∫
Ω

c · ∇wψdx

=
∫
Ω

∇(k(v)w) · ∇ψdx +
∫
Ω

c · ∇wψdx .(4.9)

Now we show thatDF (u) is an injective operator ifc is small enough. Ifw ∈ X is
such thatDF (u)w = 0, we have:

(4.10)
∫
Ω

∇(k(u)w) · ∇ψdx +
∫
Ω

c · ∇wψdx = 0 , ∀ ψ ∈ Y .

By settingω = k(u)w, we can chooseψ = ω in (4.10), then using Ḧolder’s inequality
we get:
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(4.11) |ω|21,Ω ≤ ‖c‖0,∞,Ω‖ω‖0,Ω

∥∥∥∥∇ ω

k(u)

∥∥∥∥
0,Ω

.

Poincaŕe’s inequality and Hypothesis (H9) give the existence of a constantd (inde-
pendent ofω) such that

‖ω‖0,Ω

∥∥∥∥∇ ω

k(u)

∥∥∥∥
0,Ω

≤ d|ω|21,Ω .

It follows that ford‖c‖0,∞,Ω < 1 we haveω = 0 and consequentlyw = 0, this means
thatDF (u) is injective when‖c‖0,∞,Ω is small enough.

Combining the characterization ofW−1,p(Ω) given in [10], p. 17, the result of
regularity given in Dautray-Lions [7], p. 538, and a symmetry method for the square
(see [7], p. 652), we can prove that the laplacian operator is an isomorphism from
W 1,p

0 (Ω) ontoW−1,p(Ω), the inverse of which is denoted byT (see also item (5.5)
of Dau [6], p. 241). From relation (4.9) it follows:

T DF (u)w = k(u)w + T (c · ∇w) .

Since the mappingR : ϕ ∈W 1,p
0 (Ω) → Rϕ = ϕ/k(u) ∈W 1,p

0 (Ω) is an isomorphism,
the inverse of which is the multiplying operator byk(u), we have:

(4.12) T DF (u)Rϕ = ϕ + T (c · ∇Rϕ) .

Since the operatorT is compact fromLp(Ω) into W 1,p
0 (Ω) (due to the elliptic

regularity of the laplacian operator and the compact embedding ofW 2,p(Ω) into
W 1,p(Ω)), thenT DF (u)R is a Fredholm’s operator with index zero fromW 1,p

0 (Ω)
ontoW−1,p(Ω) whenDF (u) is injective.

SinceR is an isomorphism ofW 1,p
0 (Ω) and sinceT is an isomorphism from

W−1,p(Ω) onto W 1,p
0 (Ω), it follows thatDF (u) is an isomorphism fromW 1,p

0 (Ω)
ontoW−1,p(Ω) whenDF (u) is injective.

Remark 5. In fact, in Theorem 6, it is not necessary to assume thatc is small in the
C0-norm. By using a maximum principle, we can prove that ifc ∈ C1(Ω) is such
that divc = 0, thenDF (u) is an isomorphism fromX ontoY ′.

Remark 6. By considering (4.9), it is easy to see thatDF (u) admits a contin-
uous extension fromH1

0(Ω) into the dual spaceH−1(Ω). Moreover, using Lax-
Milgram theorem, it is standard to define the continuous one-to-one linear operator
T2 : H−1(Ω) → H1

0(Ω) as the inverse of the laplacian operator. The operatorT2 is
compact fromL2(Ω) into H1

0(Ω). It follows that the operatorT2DF (u)R, defined
in the proof of Theorem 6, is a Fredholm’s operator with index zero fromH1

0(Ω)
into itself. The density ofW 1,p

0 (Ω) into H1
0(Ω) implies that the range ofT2DF (u)R

considered inH1
0(Ω) is all the spaceH1

0(Ω). Thus,T2DF (u)R is an isomorphism of
H1

0(Ω) and consequentlyDF (u) is an isomorphism fromH1
0(Ω) ontoH−1(Ω). We

conclude that

(4.13) inf
v∈H1

0
(Ω)

|v|1,Ω=1

sup
w∈H1

0
(Ω)

|w|1,Ω=1

〈DF (u)v|w〉 = γ > 0 .
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Now we can use the abstract framework of Sect. 3 for treating an approximation of
Problem (4.1) by finite element method. To do this, we assume in the following that
Problem (4.1) has a solutionu such thatDF (u) is an isomorphism fromX onto
Y ′ (this hypothesis is not void because it is the case whenc ∈ [C1(Ω)]2 is such
that divc = 0 or c‖0,∞,Ω is small enough (Theorems 5 and 6)). As in Sect. 3 we set
b(w,ψ) = 〈DF (u)w|ψ〉 and we have (see (4.9)):

b(w,ψ) =
∫
Ω

∇(k(u)w)∇ψdx +
∫
Ω

c · ∇wψdx .

Naturally Hypothesis (H5) of Sect. 3 is true withβ = ‖DF (u)−1‖−1
Y ′X .

Let now Ch be a quasi-uniform regular triangulation ofΩ (see [4] for the defini-
tion) and letVh be the finite element subspace defined by

Vh = {ϕ ∈ C0(Ω) : ϕ/K is a polynomial of degree≤ 1 , ∀ K ∈ Ch ;ϕ = 0 on∂Ω} .
Clearly Vh ⊂ W 1,s

0 (Ω), s ≥ 1, and we chooseXh = Yh = Vh as finite dimensional
subspaces ofX andY respectively.

It follows that a finite element aproximation of Problem (4.1) consists on finding
uh ∈ Vh satisfying:

(4.14)
∫
Ω

k(uh)∇uh · ∇vhdx +
∫
Ω

c · ∇uhvhdx =
∫
Ω

fvhdx , ∀ vh ∈ Vh .

Note that, in practice, we compute these terms by using numerical integration. For
the sake of simplicity, we analyze the approximate problem (4.14) without numerical
integration. In the following, we verify Hypotheses (H6) and (H7) of Sect. 3.

Theorem 7. Under Hypothesis (H9) and ifF (u) = 0 andDF (u) is an isomorphism
fromW 1,p

0 (Ω) ontoW−1,p(Ω) with p > 2, then we have

(4.15) inf
vh∈Vh

|vh|1,p,Ω=1

sup
wh∈Vh

|wh|1,q,Ω=1

b(vh, wh) ≥ ξh(p−2)/p

whereξ is a positive constant independent ofCh, andh is the maximum of diameters
of trianglesK ∈ Ch.

Proof. By considering thatDF (u) is an isomorphism fromW 1,p
0 (Ω) ontoW−1,p(Ω)

and by taking into account Remark 6, we state that:

(4.16) DF (u) is an isomorphism fromH1
0(Ω) ontoH−1(Ω).

We now define the operatorTh : H−1(Ω) → Vh by the following relation:∫
Ω

∇(Thg) · ∇ϕhdx =
∫
Ω

gϕhdx , ∀ ϕh ∈ Vh , g ∈ H−1(Ω) ,

where the second integral means the duality pairing betweenH−1(Ω) andH1
0(Ω).

If T is the inverse of the laplacian operator with homogeneous boundary conditions
and if R is the mapping defined byRϕ = ϕ/k(u), then we have seen in Remark 6
that the operatorTDF (u)R is an isomorphism fromH1

0(Ω) onto itself. Moreover we
have seen that
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(4.17) T DF (u)Rϕ = ϕ + T (c · ∇Rϕ) , ∀ ϕ ∈ H1
0(Ω) ,

and we can verify that

(4.18) ThDF (u)Rϕh = ϕh + Th(c · ∇Rϕh) , ∀ ϕh ∈ Vh .
It is well known that the hypothesis about the triangulation implies

(4.19) lim
h→0

‖T − Th‖L2(Ω)H1
0(Ω) = 0 .

From relations (4.16), (4.17), (4.18) and (4.19), we conclude that (I + Th(c · ∇R)) is
an isomorphism ofH1

0(Ω) with uniformely bounded inverse with respect toh, and
there exists a positive constantγ > 0 such that:

(4.20) |ThDF (u)Rϕh|1,Ω ≥ γ|ϕh|1,Ω , ∀ ϕh ∈ Vh .
For vh andwh ∈ Vh we obtain:

b(Rvh, wh) = 〈DF (u)Rvh|wh〉 =
∫
Ω

∇(ThDF (u)Rvh) · ∇whdx .

By taking the supremum onwh and by using (4.20) we have:

(4.21) sup
wh∈Vh

|wh|1,Ω=1

b(Rvh, wh) = |ThDF (u)Rvh|1,Ω ≥ γ|vh|1,Ω .

By using Hypothesis (H9) onk, the regularity of the triangulation and the regularity
of the solutionu (see the arguments of Theorem 5), we can easily prove, by standard
calculations on the reference triangle, that the multiplying operatorR−1 satisfies the
following properties:

(4.22) lim
h→0

max
χh∈Vh

|χh|1,Ω=1

|R−1χh − rhR
−1χh|1,Ω = 0

whererh is the interpolation operator onVh.
Relations (4.21) and (4.22) lead to the existence of a positive constant ˜γ (inde-

pendent ofh) such that forh ≤ h0 small enough we have:

(4.23) inf
vh∈Vh

|vh|1,Ω=1

sup
wh∈Vh

|wh|1,Ω=1

b(vh, wh) ≥ γ̃ .

Taking into account the following inverse inequality (see [4], p. 140):

C1h
(p−2)/p|vh|1,p,Ω ≤ |vh|1,Ω , ∀ vh ∈ Vh ,

whereC1 is a positive constant independent ofh, we deduce (4.15) from (4.23).

Remark 7. After this article has been submitted, the result of Theorem 7 has been
improved. For two dimensional convex polygonal domainsΩ, Inf-Sup conditions
(4.15) can be replaced by:
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inf
vh∈Vh

|vh|1,pΩ=1

sup
wh∈Vh

|wh|1,q,Ω=1

b(vh, wh) ≥ ξ ,

whereξ is a positive constant independent ofCh and wherep > 2.

Theorem 7 implies Hypothesis (H6) of Sect. 3 withβh = ξh(p−2)/p. On the other
hand, we have the following interpolation inequality ifu ∈W 2,p(Ω):

(4.24) |u− rhu|1,p,Ω ≤ ch‖u‖2,p,Ω .

It follows that Hypothesis (H7) of Sect. 3 is satisfied forp < 4. Moreover we verify
from relation (4.9) thatDF is Lipschitzian inu and the hypotheses of Thereom 4
hold. Consequently, we obtain the main result:

Theorem 8. We assume that Hypothesis (H9) holds, that the triangulationCh is quasi-
uniform, that the solutionu of Problem (4.1) belongs toW 2,p(Ω) with p ∈]2, 4[ and
thatDF (u) is an isomorphism fromW 1,p

0 (Ω) ontoW−1,p(Ω) (see Theorems 5 and 6
which prove these hypotheses are not void).

Then there existh0 > 0 and η0 > 0 such that forh ≤ h0 there exists a unique
uh ∈ Vh solution of Problem (4.14) satisfying|u − uh|1,p,Ω ≤ η0h

(p−2)/p. Moreover
we have the error estimates:

(4.25) |u− uh|1,p,Ω ≤ ch2/p

and

(4.26) |u− uh|1,p,Ω ≤ c

 ∑
K∈Ch

η(K)p

1/p

wherec is a constant independent of the triangulationCh andη(K) is the local esti-
mator given by

η(K) = hk‖ − div (k(uh)∇uh) + c · ∇uh − f‖0,p,K

+ h(2−p)/p
K

3∑
i=1

h(p−1)/p
si

∥∥∥∥[k(uh)
∂uh
∂n

]∥∥∥∥
0,p,Si

;

herehK is the diameter ofK ∈ Ch, hsi are the lengths of edgesSi of the triangleK,
1 ≤ i ≤ 3, and [v] denotes the jump ofv across the considered edge (we adopt the
convention∂u∂n = 0 outside the domainΩ).

Proof. Theorem 8 is a consequence of Theorems 4 and 8 if we prove the two following
error estimates:

(4.27)
1
βh

min
vh∈Vh

|u− vh|1,p,Ω ≤ ch2/p

and

(4.28) ‖F (uh)‖Y ′ ≤ c

 ∑
K∈Ch

η(K)p

1/p

.
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Inequality (4.27) is a direct consequence of (4.24) andβh = ξh(p−2)/p.
Let us show how we can compute the residual norm‖F (uh)‖Y ′ (see for instance

[3] or [14]).
For v ∈ Y , vh ∈ Yh we have (using (4.14)):

〈F (uh)|v〉 = 〈F (uh)|v − vh〉
=
∑
K∈Ch

{∫
K

k(uh)∇uh · ∇(v − vh)dx +
∫
K

c · ∇uh(v − vh)dx−
∫
K

f (v − vh)dx

}

=
∑
K∈Ch

{∫
K

(−div (k(uh)∇uh) + c · ∇uh − f )(v − vh)dx

+
∫
∂K

k(uh)
∂uh
∂nK

(v − vh)ds

}
,

where ∂uh
∂nK

is the exterior normal derivative ofuh on the boundary∂K of K.
By applying Ḧolder’s inequalities, we obtain:

〈F (uh)|v〉 ≤
∑
K∈Ch

{
(‖ − div (k(uh)∇uh) + c · ∇uh − f‖0,p,K‖v − vh‖0,q,K

+
3∑
i=1

∥∥∥∥[k(uh)
∂uh
∂n

]∥∥∥∥
0,p,Si

‖v − vh‖0,q,Si

}

where, here [∂uh∂n ] is the jump of a normal derivative ofu with the convention∂u∂n = 0
outside the domainΩ.

It is known (see [3] for instance) that ifv ∈ Y and if rhv is the Clement’s
interpolate ofv on Vh, we have:

‖v − rhv‖0,q,K ≤ chK
∑

K′∈SK
‖v‖1,q,K′ ;SK = {∪K/K ∩K ′ = φ}

‖v − rhv‖0,q,Si ≤ ch
1/q
Si
h

1−2/p
K

∑
K′∈SK

‖v‖1,q,K′ , i = 1, 2, 3 ,

where, herec is independent of the triangleK. It follows that

〈F (uh)|v〉 ≤ c
∑
K∈Ch

{
hK‖ − div (k(uh)∇uh) + c · ∇uh − f‖0,p,K

+
3∑
i=1

∥∥∥∥[k(uh)
∂uh
∂n

]∥∥∥∥
0,p,Si

h
1/q
Si
h

1−2/q
K

} ∑
K′∈SK

‖v‖1,q,K′

≤ c1

 ∑
K∈Ch

{
hK‖ − div (k(uh)∇uh) + c · ∇uh − f‖0,p,K

+
3∑
i=1

∥∥∥∥[k(uh)
∂uh
∂n

]∥∥∥∥
0,p,Si

h
1/q
Si
h

1−2/q
K

}p)1/p

|v|1,q,Ω .
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Finally let us show how to obtain a priori and a posteriori error estimates in
H1-norm similar to estimates (4.25) and (4.26) withp = 2. To do this we use the
following arguments for obtaining a posteriori error estimates:

(i) For p ∈]2, 4[ we have limh→0 |u− uh|1,p,Ω = 0 (see (4.25));
(ii) for p ∈]2,∞[ andw ∈W 1,p

0 (Ω), the mappingDF (w) ∈ L (W 1,p
0 (Ω),W−1,p(Ω))

admits a continuous extensionDF (w) ∈ L (H1
0(Ω), H−1(Ω)); moreover the

functionw ∈W 1,p
0 (Ω) → DF (w) ∈ L (H1

0(Ω), H−1(Ω)) is continuous;
(iii) sinceF (u) = 0 we can write

u−uh = DF (u)−1
∫ 1

0
(DF (u)−DF (su+(1−s)uh))(u−uh)ds−DF (u)−1F (uh) .

It is clear that items (i)–(iii) give rise to a posteriori error estimate of type

|u− uh|1,Ω ≤ C‖F (uh)‖−1,Ω

where
C = 2‖DF (u)−1‖L (H−1(Ω),H1

0(Ω)) if h ≤ h0 is small enough.

Such a posteriori error estimates have been used in adaptive mesh refinement tech-
niques applied to a 2D-regularized Stefan problem (see [13]) and yield excellent
results.

Remark 8. According to Remark 7, estimate (4.25) can be improved and becomes:

|u− uh|1,p,Ω ≤ ch .
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