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1. Introduction and preliminaries

Let us consider the solution of the algebraic linear system of equations

Ax = b,(1)

wherex andb aren-vectors, and the square nonsingular matrixA is partitioned into
q × q blocks 

A11 A12 · · · A1q
A21 A22 · · · A2q

...
...

...
...

Aq1 Aq2 · · · Aqq

(2)

with the diagonal blocksAii being square of orderni, i = 1, · · · , q, and
q∑
i=1

ni = n.

Block versions of classical iterative methods are well known; see e.g. Varga [26]
or Young [28]. Parallel computation makes Block Jacobi type methods particularly
attractive. In such methods, a splittingA = M−N is used, whereM is block diagonal,
denotedM = diag(Mi), with the blocksMi nonsingular of orderni, i = 1, · · · , q. The
vectorsx, b, and other intermediate vectors are partitioned in a way consistent with
(2). The block iterative method is then
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Algorithm 1.1. (Block Jacobi)
Given an initial vectorxT

0 = [x(1)
0 , · · · , x(q)

0 ]
for k = 1, 2, · · ·

for i = 1 to q
Mix

(i)
k = (Nxk−1 + b)(i)(3)

In the standard Block Jacobi method, the blocks in the diagonal are chosen asMi =
Aii. Other choices of the blocksMi, such as changing some entries inAii, can also
be considered without any change in the analysis; cf. Varga [25], [26].

To implement Algorithm 1.1 on a parallel computer, suppose for example that we
have q processors. During iterationk the processors can solve theq equations (3)
simultaneously, since they are independent from each other. Before starting the next
iterationk+1, however, all results from the preceding iteration must be made available
to all processors because they might be needed to calculateNxk. We remark that the
computational model underlying our algorithms is more general, e.g. the number of
processors does not need to be equal to the number of diagonal blocks; cf. Elsner,
Neumann and Vemmer [10].

In practice, it may be too expensive to solve (3) directly. Instead, another (inner)
iterative method can be used to approximate the solution of (3) yielding the type
of two-stage methods which are considered in this paper; see [12], [16], and the
references given therein. We point out that, since the number of inner iterations
may vary from block to block, the convergence results in Baudet [1] or Chazan and
Miranker [5] cannot be applied to our situation.

In Sect. 2, we derive two new convergence results for block two-stage iterative
methods. We then investigate asynchronous variations of our two-stage methods.
These asynchronous methods arise naturally in parallel computations if one tries to
reduce idle times of the processors. In Sects. 3 and 4, we introduce two different
asynchronous models for block two-stage methods and investigate their convergence.
As our major result, we establish convergence for both asynchronous models under
the same conditions as those for the synchronous method.

In the rest of this section we present some notation, definitions and preliminary
results which we refer to later.

We say that a vectorx is nonnegative (positive), denotedx ≥ 0 (x > 0), if all
its entries are nonnegative (positive). Similarly, a matrixB is said to be nonnegative,
denotedB ≥ O, if all its entries are nonnegative or, equivalently, if it leaves invariant
the set of all nonnegative vectors. We compare two matricesA ≥ B, whenA−B ≥ O,
and two vectorsx ≥ y (x > y) whenx−y ≥ 0 (x−y > 0). Given a matrixA = (aij),
we define the matrix|A| = (|aij |). It follows that |A| ≥ O and that|AB| ≤ |A| |B|
for any two matricesA andB of compatible size.

Let Zn×n denote the set of all realn × n matrices which have all non–positive
off–diagonal entries. A nonsingular matrixA ∈ Zn×n is calledM -matrix if A−1 ≥ O,
i.e. if A is a monotone matrix; see e.g. Berman and Plemmons [2] or Varga [26]. By
ρ(A) we denote the spectral radius of the square matrixA.

For any matrixA = (aij) ∈ Rn×n, we define its comparison matrix〈A〉 = (αij)
by αii = |aii|, αij = −|aij |, i 6= j. Following Ostrowski [21], [22],A is said to
be anH-matrix if 〈A〉 is anM -matrix. Of course,M -matrices are special cases of
H-matrices.H-matrices arise in many applications and were studied by a number
of authors in connection with iterative solutions of linear systems; see the classical
paper by Varga [27], or Frommer and Szyld [12] for an extensive bibliography and
for an example that shows thatH-matrices need not be monotone.
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Lemma 1.2. LetA,B ∈ Rn×n.
(a) If A is anM -matrix,B ∈ Zn×n, andA ≤ B, then B is anM -matrix.
(b) If A is anH-matrix, then|A−1| ≤ 〈A〉−1.
(c) If |A| ≤ B thenρ(A) ≤ ρ(B).

Proof. (a) and (c) can be found, e.g. in [20], 2.4.10 and 2.4.9, respectively. Part (b)
goes back to Ostrowski [21]; see also e.g. [19].ut

Definition 1.3. Let A ∈ Rn×n. The representationA = M −N is called a splitting
if M is nonsingular. It is called a convergent splitting ifρ(M−1N ) < 1. A splitting
A = M −N is called
(a) regular ifM−1 ≥ O andN ≥ O [25], [26],
(b) weak regular ifM−1 ≥ O andM−1N ≥ O [2], [20],
(c) H-splitting if 〈M〉 − |N | is anM -matrix [12], and
(d) H-compatible splitting if〈A〉 = 〈M〉 − |N | [12].

Lemma 1.4. LetA = M −N be a splitting.
(a) If the splitting is weak regular, thenρ(M−1N ) < 1 if and only ifA−1 ≥ 0.
(b) If the splitting is an H-splitting, thenA andM are H-matrices andρ(M−1N ) ≤
ρ(〈M〉−1|N |) < 1.
(c) If the splitting is anH-compatible splitting andA is anH-matrix, then it is an
H-splitting and thus convergent.

Proof. (a) can be found, e.g. in [2], [20], [26]. The first part of (b) was shown in
[17], [19]. The second part as well as (c) is found in [12].ut

Lemma 1.5. [16] Given a nonsingular matrixA ∈ Rn×n and T ∈ Rn×n such that
(I − T )−1 exists, there exists a unique pair of matricesM , N , such thatT = M−1N
andA = M − N , whereM is nonsingular. The matrices areM = A(I − T )−1 and
N = AT (I − T )−1.

Lemma 1.6. [15], [23] Let A ∈ Rn×n. Let v ∈ Rn, v > 0, andα ≥ 0 be such that
|A|v ≤ αv. Then for ally ∈ Rn

‖Ay‖v ≤ α‖y‖v,

where‖ · ‖v denotes the weighted max-norm‖y‖v = max
j=1,···,n

| 1
vj
yj |.

Lemma 1.7. [24] Let T1, T2, · · · , Tk, · · · be a sequence of nonnegative matrices in
R
n×n. If there exist a real number0 ≤ θ < 1, and a vectorv > 0 in Rn, such that

Tjv ≤ θv, j = 1, 2, · · · ,

thenρ(Hk) ≤ θk < 1, whereHk = Tk · · ·T2 · T1, and therefore lim
k→∞

Hk = O.

Lemma 1.7 also follows from Lemma 1.6, since we obtain (with the operator
norm induced by‖ · ‖v) that ‖Tj‖v ≤ θ for all j.
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2. Block two-stage methods

In this section we consider block two-stage iterative methods, i.e. methods in which the
solution of each system in (3) is in turn solved iteratively. To that end letMi = Fi−Gi

be a (convergent) splitting ofMi and lets(i, k) be the number of (inner) iterations
used in the approximation to the solution of (3) for thei-th block at thek-th (outer)
iteration.

Algorithm 2.1. (Block Two-stage)
Given an initial vectorxT

0 = [x(1)
0 , · · · , x(q)

0 ]
for k = 1, 2, · · ·

for i = 1 to q
y(i)

0 = x(i)
k−1
for j = 1 to s(i, k)
Fiy

(i)
j = Giy

(i)
j−1 + (Nxk−1 + b)(i)

x(i)
k = y(i)

s(i,k)

The number of iterationss(i, k) might be prescribed in advance or it can be determined
at each step using some inner convergence criteria as is done e.g. by Elman and Golub
[7] or Golub and Overton [13], [14].

As in the case of Block Jacobi, the operations corresponding to each diagonal block
can be performed by different processors in parallel. Algorithm 2.1 is synchronous in
the sense that thek-th iteration cannot start until all block-components of the (k−1)-th
iteration have been completed. This synchronous algorithm can be seen as a special
case of Algorithm 4.1 of Lanzkron, Rose and Szyld [16], and is more general than
Model A of Bru, Elsner and Neumann [4].

In order to analyze the convergence of Algorithm 2.1, letRi = F−1
i Gi and write

x(i)
k = Rs(i,k)

i x(i)
k−1 +

s(i,k)−1∑
j=0

Rj
iF

−1
i (Nxk−1 + b)(i).(4)

Consider the following twon× n block diagonal matrices:R(k) = diag(Rs(i,k)
i ) and

Q(k) = (I −R(k))M−1 = diag
((

I −Rs(i,k)
i

)
M−1

i

)
.(5)

Since

s(i,k)−1∑
j=0

Rj
iF

−1
i

=
(
I −Rs(i,k)

i

)
(I −Ri)

−1F−1
i =

(
I −Rs(i,k)

i

)
M−1

i , i = 1, · · · , q,(6)

we can collect the block-components in (4) and write one iteration of Algorithm 2.1
as

xk = R(k)xk−1 +Q(k)(Nxk−1 + b) = T (k)xk−1 +Q(k)b,(7)

where
T (k) = R(k) +Q(k)N = R(k) + (I −R(k))M−1N.(8)
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Providedρ(Ri) < 1 for i = 1, · · · , q, we observe that, as we would expect,T (k)
tends toM−1N , the Block Jacobi iteration matrix, if for alli = 1, · · · , q we have
limk→∞ s(i, k) = ∞.

It is not hard to see that the iteration (7) is consistent, i.e. ifx∗ = A−1b, then

x∗ = T (k)x∗ +Q(k)b.(9)

Thus, if the error at thek-th iteration isek = xk − x∗, we have

ek = T (k)ek−1 = T (k) · T (k − 1) · · ·T (1)e0.(10)

In the rest of the section we show the convergence of the block two-stage method
(7) in two circumstances. The first applies to the case ofA monotone and the second
to that ofA anH-matrix. We point out that only the monotone case was studied in
[4] and [16].

Theorem 2.2. LetA such thatA−1 ≥ O be partitioned as in (2). LetA = M−N be a
regular splitting withM = diag(Mi), and letMi = Fi−Gi be weak regular splittings,
i = 1, · · · , q. Then, the block two-stage iterative method (7) converges tox∗ = A−1b for
any initial vectorx0 and for any sequence of numbers of inner iterationss(i, k) ≥ 1,
i = 1, · · · , q, k = 1, 2, · · ·
Proof. We can write

T (k) = Q(k)[Q(k)−1R(k) +N ] and A = Q(k)−1 − [Q(k)−1R(k) +N ],(11)

cf. Lemma 1.5. The existence ofQ(k)−1 follows from Lemma 1.4 (a) and the fact
thatM−1 ≥ O if and only if M−1

i ≥ O for all i = 1, · · · , q. From the hypothesis and
the identities (5), (6) and (8) it follows thatQ(k) ≥ O andT (k) ≥ O. From (11) it
follows thatQ(k)A = I − T (k) and thus

T (k) = I −Q(k)A.(12)

Consider any fixed vectore > 0 (e.g. with all components equal to 1), andv = A−1e.
SinceA−1 ≥ O and no row ofA−1 can have all null entries, we getv > 0. Let
F = diag(Fi). By the same argumentsF−1e > 0. We have from (12), (5) and (6) that

T (k)v = (I −Q(k)A)v = v −Q(k)e = v − F−1e− diag

s(i,k)−1∑
j=1

(Ri)
jF−1

i

 e.

Observe that diag
(∑s(i,k)−1

j=1 (Ri)jF
−1
i

)
e ≥ 0. Moreover, sinceT (k)v ≥ 0 andv −

F−1e < v, there exists 0≤ θ < 1 such thatv − F−1e ≤ θv. Thus

T (k)v ≤ θv, for all k = 1, 2, · · ·(13)

By Lemma 1.7 this implies that the productH(k) = T (k) · T (k − 1) · · ·T (1) tends
to zero ask → ∞, and thus lim

k→∞
ek = 0. The bounds (13) are independent of the

sequences(i, k) ≥ 1, i = 1, · · · , q, k = 1, 2, · · · ut
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Theorem 2.2 is a slight generalization of a part of Theorem 7.3 in [16], where the
splittingsMi = Fi − Gi were assumed to be regular splittings. The proof here is of
a different kind but its technique is similar to that used in Theorem 2.1 in [4] and in
Theorems 4.3 and 4.4 in [12]. It is needed as part of the proof of the following new
result.

Theorem 2.3. Let A be anH-matrix partitioned as in (2). LetA = M − N be an
H-splitting withM = diag(Mi), and letMi = Fi − Gi beH-compatible splittings,
i = 1, · · · , q. Then, the block two-stage iterative method (7) converges tox∗ = A−1b for
any initial vectorx0 and for any sequence of numbers of inner iterationss(i, k) ≥ 1,
i = 1, · · · , q, k = 1, 2, · · ·

Proof. We write

T (k) = diag
(
(F−1

i Gi)
s(i,k)

)
+ diag

s(i,k)−1∑
j=0

(F−1
i Gi)

jF−1
i

N

and use Lemma 1.2 (b) to obtain the following bound

|T (k)| ≤ diag
(
(|F−1

i ||Gi|)s(i,k)
)

+ diag

s(i,k)−1∑
j=0

(|F−1
i ||Gi|)j |F−1

i |
 |N |

≤ diag
(
(〈Fi〉−1|Gi|)s(i,k)

)
+ diag

s(i,k)−1∑
j=0

(〈Fi〉−1|Gi|)j〈Fi〉−1

 |N |.(14)

Let us denote byT̄ (k) the matrix on the right hand side of (14). This is the matrix
corresponding to thek-th iteration of a block two-stage method for the monotone
matrix 〈M〉 − |N | with the regular splitting〈M〉 − |N | and 〈M〉 = diag(〈Mi〉) with
〈Mi〉 = 〈Fi〉 − |Gi|. These matrices and splittings satisfy the hypothesis of Theorem
2.2 and we have, as in (13),

|T (k)|v ≤ T̄ (k)v ≤ θv, for all k = 1, 2, · · ·(15)

for somev ∈ R
n, v > 0 andθ ∈ [0, 1). Let H(k) = T (k) · T (k − 1) · · ·T (1). We

can bound|H(k)| ≤ |T (k)| · |T (k − 1)| · · · |T (1)|. Therefore by (15) and Lemma 1.7,
H(k) tends to zero ask →∞, implying lim

k→∞
ek = 0. ut

3. Outer asynchronous two-stage methods

Consider a parallel implementation of a block two-stage method where, unlike in
Algorithm 2.1, the processors are allowed to start the computation of the next iterate of
the block-component assigned to it without waiting for the simultaneous completion
of the same iterate of the other block-components. Thus the previous iterate is no
longer available to all processors. Instead, block-components ofx are updated using
a vector which is made up of block-components of different previous, not necessarily
the latest, iterates.

More generally, in the algorithm to be analyzed in this section we assume that each
new iterate block-component is computed by a processor of a parallel computer (e.g.
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a processor becomes available and takes the next block-component from a queue of
tasks). Before the beginning of the computation of a new iterate, the processor reads
the most recent values of the other block-components. No further communication takes
place until the computation of the iterate is completed. At that time, the computed
value is available for the other processors to access. Whether the new information
is written to a shared memory, broadcasted to the other processors, or kept in local
memory, this is treated in the same way in the current analysis. We call this algorithm
Outer Asynchronous Two-stage to emphasize that the same (outer) block-iterates are
used for all inner iterationsj = 1, · · · , s(i, k). This is similar to Model B in [4], and
is in contrast to the totally asynchronous Algorithm 4.1 discussed in the next section.

As is customary in the description and analysis of asynchronous algorithms, the
iteration subscript is increased every time any (block) component of the iteration
vector is computed; see e.g. [1], [3], [4], [5], [6], [18], and the references given
therein. We note that as a consequence of this convention, the number of iterations in
asynchronous algorithms cannot be compared directly with the number of iterations
in synchronous ones. In a formal way, the setsJk ⊆ {1, 2, · · · , q}, k = 1, 2, · · ·, are
defined byi ∈ Jk if the i-th block-component of the iteration vector is computed at
the k-th step. The subscriptsr(`, k) are used to denote the iteration number of the
`-th block-component being used in the computation of any block-component in the
k-th iteration, i.e. the iteration number of the`-th block-component available at the
beginning of the computation ofx(i)

k , if i ∈ Jk.
Eachn × n matrix K partitioned as in (2) can be decomposed intoq operators

K (i) : Rn → R
ni , i = 1, · · · , q, so thatKu = [K (1)u, · · · ,K (q)u]T. With this notation,

the asynchronous counterpart of Algorithm 2.1 may be written as follows.

Algorithm 3.1. (Outer Asynchronous Two-stage)
Given an initial vectorxT

0 = [x(1)
0 , · · · , x(q)

0 ]
for k = 1, 2, · · ·

x(i)
k =

 x(i)
k−1 if i 6∈ Jk

T (i)(k)
(
x(1)
r(1,k), . . . , x

(q)
r(q,k)

)T
+Q(i)(k)b if i ∈ Jk.

(16)

with Q(k) andT (k) as defined in (5) and (8), respectively.
Let N be partitioned as in (2). For completeness, and for easy comparison with

Algorithm 4.1, we rewrite (16) explicitly as

x(i)
k =


x(i)
k−1 if i 6∈ Jk

Rs(i,k)
i x(i)

r(i,k) +
s(i,k)−1∑

j=0

Rj
iF

−1
i

(
q∑
`=1

Ni`x
(`)
r(`,k) + b(i)

)
if i ∈ Jk.

(17)

Algorithm 3.1 is a special case of the totally asynchronous Algorithm 4.1 consid-
ered in Sect. 4, and it is more general than Model B of [4]. The convergence results
in the present section (Theorems 3.3 and 3.4) can be regarded as corollaries of the
corresponding Theorems 4.3 and 4.4. Nevertheless, the outer asynchronous model
deserves a detailed treatment on its own due to its relevance in practice, cf. Model B
of [4]. Also, we would like to emphasize that the proofs of this section do not require
the type of more complex technique needed for those of Sect. 4.

We always assume that all our asynchronous iterations satisfy the following min-
imal restrictions:
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limk→∞ r(`, k) = ∞ for all ` = 1, . . . , q.
The set{k|i ∈ Jk} is unbounded for alli = 1, . . . , q.

(18)

Conditions (18) are the classical conditions appearing in convergence results for
asynchronous iterations. They are minimal in the sense that they are fulfilled in vir-
tually every practical implementation of an asynchronous algorithm; see e.g. [1], [3],
[6], [11].

We now formulate a basic convergence theorem for general asynchronous itera-
tions.

Theorem 3.2. Let S(k) be a sequence of operators onRn having a common fixed
point x∗. Let ‖ · ‖i be a norm onRni , i = 1, . . . , q. Let a ∈ Rq, a > 0 and denote
‖ · ‖a the weighted max-norm onRn given by

‖x‖a := max
i=1,···,q

{ 1
ai
‖x(i)‖i}.

For all k = 1, 2, . . ., assume that there exists a constantα ∈ [0, 1) such that

‖S(k)x− x∗‖a ≤ α‖x− x∗‖a for all x ∈ Rn.(19)

Assume further that the sequencer(i, k) and the setsJk, i = 1, · · · , q, k = 1, 2, · · ·,
satisfy conditions (18) Then the asynchronous iteration

x(i)
k =

 x(i)
k−1 if i 6∈ Jk

S(i)(k)
(
x(1)
r(1,k), . . . , x

(q)
r(q,k)

)T
if i ∈ Jk,

(20)

k = 1, 2, · · ·, converges tox∗ for any initial guessx0.

Proof. This result is a simple extension of Theorem 3.4 of El Tarazi [6]. El Tarazi
actually considers the case of a single operator, i.e.S(k) does not change with each
iterationk. Due to the uniformity assumption (19), the proof in [6] immediately carries
over to the present situation.ut

Similar theorems can be found in recent papers by Elsner, Koltracht, and Neumann
[8, Theorem 2], [9, Theorem 2].

We use Theorem 3.2 to prove the following convergence results on outer asyn-
chronous two-stage methods.

Theorem 3.3. Let A such thatA−1 ≥ O be partitioned as in (2). LetA = M − N
be a regular splitting withM = diag(Mi), and letMi = Fi − Gi be weak regular
splittings,i = 1, · · · , q. Assume that the sequencer(i, k) and the setsJk, i = 1, · · · , q,
k = 1, 2, · · ·, satisfy conditions (18). Then, the outer asynchronous block two-stage
Algorithm 3.1 converges tox∗ with Ax∗ = b for any initial vectorx0 and for any
sequence of numbers of inner iterationss(i, k) ≥ 1, i = 1, · · · , q, k = 1, 2, · · ·
Proof. DenoteS(k)x = T (k)x + Q(k)b. Let x∗ = A−1b, then by (9)x∗ is a common
fixed point of allS(k), k = 1, 2, · · ·, and

S(k)x− x∗ = T (k)(x− x∗).(21)
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According to the proof of Theorem 2.2 we haveT (k) ≥ 0 for all k = 1, 2, · · · , and
by (13) there existsv ∈ R

n, v > 0 and θ ∈ [0, 1) such thatT (k)v ≤ θv for all
k = 1, 2, · · · By Lemma 1.6 this implies that

‖T (k)y‖v ≤ θ‖y‖v(22)

for all y ∈ Rn. Obviously,‖ · ‖v can be expressed in the form

‖y‖v = max
i=1,···,q

‖y(i)‖v(i) .

(Each‖ · ‖v(i) denotes a weighted max-norm onRni ). Thus, (21) and (22) imply (19)
in the hypothesis of Theorem 3.2, which completes the proof.ut

Theorem 3.3 is similar to Theorem 2.2 in [4], but our proof uses a different
approach.

Theorem 3.4. Let A be anH-matrix partitioned as in (2). LetA = M − N be an
H-splitting withM = diag(Mi), and letMi = Fi − Gi beH-compatible splittings,
i = 1, · · · , q. Assume that the sequencer(i, k) and the setsJk, i = 1, · · · , q, k = 1, 2, · · ·,
satisfy conditions (18). Then, the outer asynchronous block two-stage Algorithm 3.1
converges tox∗ withAx∗ = b for any initial vectorx0 and for any sequence of numbers
of inner iterationss(i, k) ≥ 1, i = 1, · · · , q, k = 1, 2, · · ·

Proof. By (15) in the proof of Theorem 2.3 we have|T (k)|v ≤ θv for somev ∈
R
n, v > 0 andθ ∈ [0, 1). By Lemma 1.6 this implies that the inequality (22) holds for

all y ∈ Rn, and thus the theorem follows exactly in the same manner as Theorem 3.3.
ut

4. Totally asynchronous two-stage methods

We consider in this section an asynchronous two-stage algorithm where, at each inner
iteration, the most recent information from the other block-components is used. In
other words, the (block) componentsx(`)

r(`,k) in (17) may differ for different values of
j, j = 0, · · · , s(i, k)− 1 (i ∈ Jk). To reflect this, we therefore use indices of the form
r(`, j, k).

The totally asynchronous two-stage method can then be expressed as

Algorithm 4.1. (Totally Asynchronous Two-stage)
Given an initial vectorxT

0 = [x(1)
0 , · · · , x(q)

0 ]
for k = 1, 2, · · ·

x(i)
k =


x(i)
k−1 if i 6∈ Jk

Rs(i,k)
i x(i)

r(i,0,k) +
s(i,k)−1∑

j=0

Rj
iF

−1
i

(
q∑
`=1

Ni`x
(`)
r(`,j,k) + b(i)

)
if i ∈ Jk.

(23)

Algorithm 4.1 requires more computational work than the outer asynchronous
method 3.1, since

∑q
`=1Ni`x

(`)
r(`,j,k) + b(i) has to be computed anew in each inner

iteration. On the other hand, in Algorithm 4.1 processors use the latest information
as soon as it is available so that, with a simple heuristic, we can expect it to require
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less iterations in order to achieve a given accuracy. Whether or not this pays off in
a practical implementation also depends on what proportion of the total computation
is spent in calculating the additional

∑q
`=1Ni`x

(`)
r(`,j,k) + b(i). This in turn depends for

example on the sparsity ofN andA.
Analogous to (18) we now assume

r(i, j, k) < k, for all i = 1, · · · , q, j = 0, · · · , s(i, k) − 1, k = 1, 2, · · · ,
lim
k→∞

min
j=0,···,s(i,k)−1

r(i, j, k) = ∞, for all i = 1, · · · , q,
the set{k | i ∈ Jk} is unbounded for alli = 1, · · · , q.

(24)

Sinces(i, k) can become arbitrarily large ask increases, we have a potential for
arbitrary many iteratesx(`) to appear in the last sum in the second row of (23). In
order to prove a convergence theorem for the totally asynchronous two-stage-method
we will use the following theorem.

Theorem 4.2. Let E =
∏

γ∈Γ E
(γ) be a topological product space with possibly in-

finitely many components whereΓ is an appropriate index set. Let̂H(k), k = 1, 2, · · · ,
be mappings fromE to E and consider the asynchronous iteration

x̂(γ)
k =


x̂(γ)
k−1 if i 6∈ Ĵk

Ĥ (γ)(k)

∏
µ∈Γ

x̂(µ)
r̂(µ,k)

 if i ∈ Ĵk,
(25)

with  r̂(µ, k) ≤ k − 1 for µ ∈ Γ, k = 1, 2, · · · ,
limk→∞ r̂(µ, k) = ∞ uniformly inµ,
for all k = 1, 2, · · · , there existsl(k) ≥ k such thatΓ = Ĵk ∪ · · · ∪ Ĵl(k).

(26)

Assume that there is a nonempty subsetE∗ ofE and a sequence{Ek}∞k=0 of nonempty
subsets ofE satisfying

(i) Ek =
∏
γ∈Γ

E(γ)
k (with E(γ)

k ⊆ E(γ), γ ∈ Γ ), k = 0, 1, · · ·,

(ii) Ĥ(k)Ek−1 ⊆ Ek ⊆ Ek−1, k = 1, 2, · · ·,
(iii) any limit point of any sequence{ẑk}∞k=0 with ẑk ∈ Ek lies inE∗.

Then, providedx̂0 ∈ E0, every limit point of the iterateŝxk of the asynchronous
iteration (25) lies inE∗. Particularly, if E∗ = {x̂∗}, the iteration (25) converges to
x̂∗.

Proof. In Theorem 2.1 of Frommer [11] this result is shown in the case whereH(k)
does not depend onk. If H(k) does depend onk, the proof is the same, so we do
not reproduce it here. ut

As opposed to the basic Theorem 3.2, the above theorem allows for spaces with
infinitely many components. This is precisely what we need in the proof of the
following theorem on the convergence of the totally asynchronous iteration (23).
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Theorem 4.3. Let A such thatA−1 ≥ O be partitioned as in (2). LetA = M − N
be a regular splitting withM = diag(Mi), and letMi = Fi − Gi be weak regular
splittings,i = 1, · · · , q. Assume that the numbersr(i, j, k) and the setsJk, i = 1, · · · , q,
k = 1, 2, · · ·, satisfy conditions (24). Then, the totally asynchronous block two-stage
Algorithm 4.1 converges tox∗ with Ax∗ = b for any initial vectorx0 and for any
sequence of numbers of inner iterationss(i, k) ≥ 1, i = 1, · · · , q, k = 1, 2, · · ·
Proof. We will construct an operator̂H onE =

∏∞
j=0 (Rn1 × · · · × Rnq ) such that the

asynchronous iteration (23) can be interpreted in terms of an asynchronous iteration
for Ĥ, whereĤ satisfies the assumptions of Theorem 4.2. To this purpose, let us use
superscripts (j) and (i, j) to denote components inE, i.e. for u ∈ E we write

u =
∞∏
j=0

u(j), whereu(j) = (u(1,j), · · · , u(q,j)) with u(i,j) ∈ Rni ,

i = 1, · · · , q, j = 0, 1, · · ·
Define thei-th block component of the operator̄H(k) : E → R

n by

H̄ (i)(k)u = Rs(i,k)
i u(i,0) +

s(i,k)−1∑
j=0

Rj
iF

−1
i

(
q∑
`=1

Ni`u
(`,j) + b(i)

)
(27)

= T̄ (i)(k)u +
s(i,k)−1∑

j=0

Rj
iF

−1
i b(i)

with T̄ (i)(k)u = Rs(i,k)
i u(i,0) +

s(i,k)−1∑
j=0

Rj
iF

−1
i

(
q∑
`=1

Ni`u
(`,j)

)
, i = 1, · · · , q. Moreover,

let Ĥ(k), T̂ (k) : E → E be given by

Ĥ (i,j)(k)u = H̄ (i)(k)u, i = 1, · · · , q, j = 0, 1, · · · ,
T̂ (i,j)(k)u = T̄ (i)(k)u, i = 1, · · · , q, j = 0, 1, · · · ,

i.e. Ĥ(k) and T̂ (k) are infinite replications ofH̄ and T̄ , respectively. Finally, let

Ĵk = {(i, j) | i ∈ Jk, j = 0, 1, · · ·},
r̂((i, j), k) =

{
r(i, j, k) if j < s(i, k)
k − 1 otherwise.

Then, because of (24),̂Jk and r̂((i, j), k) satisfy (26). Moreover, if ˆxk denotes the
k-th iterate of the asynchronous iteration (25), then ˆxk =

∏∞
j=0xk, wherexk denotes

the iterate of the totally asynchronous iteration (23), provided ˆx0 =
∏∞

j=0x0. Thus,

we only have to show that the asynchronous iteration (25) (withĤ, Ĵk, r̂(i, j, k) and
x̂0 defined as above) converges to ˆx∗ =

∏∞
j=0x∗, wherex∗ = A−1b.

It follows from the definition ofĤ in (27) thatH̄(k)x̂∗ = x∗, cf. (9). Therefore
Ĥ(k)x̂∗ = x̂∗, andĤ(k)x̂− x̂∗ = T̂ (k)(x̂− x̂∗), for all x̂ ∈ E andk = 1, 2, · · ·. It also
follows from (27) that

T̂ (k)x ≥ 0 for all x ∈ E with x ≥ 0,(28)
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where here ‘≤’ denotes the partial ordering onE induced by the partial ordering of
its componentsRn.

Consider any fixed vectore > 0 (e.g. with all components equal to 1), and
v = A−1e > 0. Let v̂ ∈ E be a multiple copy ofv. Using exactly the same arguments
as in Theorem 2.2 there exists 0≤ θ < 1 such that

T̂ (k)v̂ ≤ θv̂ for all k = 1, 2, · · ·(29)

Now, let a > 0 be sufficiently large such that−av̂ ≤ x̂0 − x̂∗ ≤ av̂ and define

Ek = {x̂ ∈ E | − θkav̂ ≤ x̂− x̂∗ ≤ θkav̂}

=
∞∏
j=0

{x ∈ Rn | θkav ≤ x− x∗ ≤ θkav}.

From (28) and (29) it follows that

Ĥ(k)Ek−1 ⊆ Ek ⊆ Ek−1, k = 1, 2, · · · ,
and the only limit point of any sequence{ẑk}∞k=0 with ẑk ∈ Ek is x̂∗. So we have
shown that all assumptions of Theorem 4.2 are met and this concludes our proof.ut
Theorem 4.4. Let A be anH-matrix partitioned as in (2). LetA = M − N be an
H-splitting withM = diag(Mi), and letMi = Fi−Gi beH-compatible splittings,i =
1, · · · , q. Assume that the numbersr(i, j, k) and the setsJk, i = 1, · · · , q, k = 1, 2, · · ·,
satisfy conditions (24). Then, the outer asynchronous block two-stage algorithm 4.1
converges tox∗ withAx∗ = b for any initial vectorx0 and for any sequence of numbers
of inner iterationss(i, k) ≥ 1, i = 1, · · · , q, k = 1, 2, · · ·
Proof. This theorem follows from Theorem 4.3 in a similar manner as Theorem 3.4
follows from Theorem 3.3. ut
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Helv. 10, 69–96
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