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Abstract This paper characterizes the norm of the residual of mixed schemes in their
natural functional framework with fluxes or stresses in H (div) and displacements in L2,
Under some natural conditions on an associated Fortin interpolation operator, reliable
and efficient error estimates are introduced that circumvent the duality technique and so
do not suffer from reduced elliptic regularity for non-convex domains. For the Laplace,
Stokes, and Lamé equations, this generalizes known estimators to non-convex domains
and introduces new a posteriori error estimators.
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Mathematics Subject Classification 65N30 - 65N15 - 65N12
1 Introduction

From the early beginning with the highly recognized and independent works [1,10],
the Helmholtz decomposition has been the dominating tool in the first a posteriori error
estimates for mixed finite element methods. It allows a decomposition of the flux error
vector field with components in L? without any structure in a sum of some gradient and
some curl term each of which is then successfully recast with piecewise integration
by parts. The Helmholtz decomposition requires simply-connected domains which is
sometimes unmentioned in the literature. An alternative formulation which does not
require the Helmholtz decomposition explicitly has been provided as a unifying theory
in[11,14].

In the underlying dual formulation of mixed finite element methods, the primal
variable acts as a Lagrange multiplier in L2. The error of that variable is not mentioned
in [1] and analyzed with a duality argument for a convex polygonal domain in [10] for
full elliptic regularity. From the arguments of that paper, it appears that no efficient
error control is feasible for non-convex domains.

However, the present paper replaces the Helmholtz decomposition by a regular split
[18,19] and so establishes efficient error control for non-convex and possibly multiply-
connected domains. The functional analytical framework is different to [11,14] and
employs the continuous spaces of the mixed finite element method like H (div) and
L?. It therefore arises the question how to compute some given residual in the dual
H(div)* of H(div).

Given some functions p, € L?(2; R"™*") and uj, € L?($2; R™) on the bounded
Lipschitz domain 2 with polyhedral boundary 92 with values in the matrix space
R™>" (with scalar product :) and in the vector space R™ (with scalar product -),
consider the functional

Uq) = /Q(Ph 1q +up-divg) dx (D

for any test function ¢ € H := H(div, Q; R"™*") = H(div, ). This functional
£ is a typical residual of approximations p; and uy to the flux variable p and the
displacement variable u with p = Du for some functional matrix D and follows
via an integration by parts. In a typical mixed formulation for the discretization of a
gradient, this residual £ vanishes for the discrete test functions in some finite element
subspace My, of H(div, Q2; R™*"). Under some natural conditions on some Fortin
interpolation operator, the main result of this paper establishes that the a posteriori
error estimator

ni= min ||ph — DU”LZ(Q;Rmxn) + min ||h(ph — Q)||L2(Q;R"1X") (2)
veHJ (Q;R™m) qeQ

is reliable and efficient in the sense of the equivalence

€1l =~ . 3

@ Springer



The norm of a discretized gradient... 521

The weight function 4 in (2) is the local mesh-size with respect to some underlying
triangulation. The point is that the power of the weight 4 in (2) is one also for non-
convex domains in contrast to the suggestion of the immediate modification of the
analysis in [10] to reduced elliptic regularity. It seems surprising that the variable uy,
does not enter n in (2) explicitly; there is an implicit dependence via some orthogonality
condition which leads to the space Q. The analysis relies on some Fortin interpolation
operator I/ which maps gradients in the kernel of £ and which specifies the space Q
as an orthogonal complement, see Sect. 3. Whatever this space Q is, in all examples
of this papers (and no counter-example is known to the authors at all) it holds

Djuj, € QO

(where Djuy, is the piecewise application of the functional matrix D to the piecewise
smooth uj). Hence,

np = min_|[pp — Dvllp2q.rmxny + I1h(pn — Drup) |l L2(@urmxny = 1
veHy (;R™)

defines a computable reliable estimator (where the minimization in the first term may
be further estimated by the techniques introduced in [14]). The efficiency analysis
covers this estimator 1y, as well and hence provides the equivalence ||£ |1+ & np =~ 7.

The minimization in the first term on the right-hand side of (2) is standard and can
be performed via a post-processing of u that provides continuity. This leads to some
v E HO1 (€2; R™) which bounds the minimum from above and leads to a guaranteed
upper bound.

The abstract results apply immediately to the dual formulation of the Poisson equa-
tion and the pseudo-stress formulation of the Stokes equations. Further applications
require a modification. In linear elasticity, an extended bilinear form is required for
PEERS while the Arnold—Winther FEM requires symmetric strain tensors (rather than
the functional matrices). All those applications generalize known results to non-convex
domains and improve the existing a posteriori error estimates.

The remaining parts of the paper are organized as follows. Section 2 characterizes
the norm of £ in H*. Section 3 presents the abstract conditions (F1)—(F3) for reliability
and its proof. Under a further abstract condition (H), local shape functions in shape-
regular triangulations allow to prove efficiency in Sect. 4. The impact of those results
to mixed methods is outlined in Sect. 5 with a motivation where the abstract conditions
(F1)-(F3) and (H) come from. While Sect. 5 merely aims at a paradigm, the subsequent
sections discuss precise examples and quote details from the literature to ensure the reli-
able and efficient a posteriori error control. The list of applications includes the Poisson
problem, the Stokes equations, and the Navier-Lamé equation in Sects. 6, 7, and 8.

Throughout this paper, an inequality a < b replaces a < C b with a multiplicative
mesh-size independent constant C that depends only on the domain and the shape
(e.g. through the aspect ratio) of finite elements; a ~ b abbreviates a < b < a.
The Lebesgue and Sobolev spaces L2(Q; R™), H'(Q; R™) and HOl (©2; R™) and their
norms are defined as usual form = 1,2, ..., nandn = 2,3.In (1), - (resp. : ) denotes
the scalar product in R™ (resp. R"*") and
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522 C. Carstensen et al.

H = H(div, Q; R"™") = {g € L>(Q; R™™) : divg € L>(Q; R™)}.  (4)

Given symmetric and positive definite linear operators A : R”™*" — R™*" and
B : R™ — R™, the Hilbert space H is endowed with the norm

gl = (g - + Il divgl3-0"? ®)

for g € H with respect to the weighted L?-norms

1/2 1/2
lglla = (/q:Aqu) and ||v| g := (/ v-Bvdx) (6)
Q Q

forall g € L?(S; R™ ") and v € L%(2; R™). Recall H := H (div, €; R"*") and set
V= H} (2 R™), W := H*(Q; R™), and M := ADW.

The unit matrix is written 1 and the symmetric (resp. skew-symmetric) matrices read
Ry (resp. Roe) with scalar product :, trace tr, and deviatoric part dev.

In principle, the linear operators A and B may be chosen more generally as varying
coefficients. Here, the constant coefficient tensor A allows for M C H which is
required to guarantee some regularity properties of the Helmholtz decomposition as

introduced in Sect. 3.

2 Characterization of the norm of £ in H*

Recall the definition (1) of £ with given p;, € L?(2; R™*") and uj, € L*(Q; R™).

In view of possible weights, suppose that o, € H = H(div, 2; R™*") satisfies
. —1

pn = A" oy,

Theorem 1 (Characterization of ||£|+) Given o, € 'H and uj, € L2(Q; R™), the
dual norm of £ € H* defined by

Lg) == / (g : A" oy + uy, -divg)dx forall g € H @)
Q
satisfies
€13+ = gggum—loh — DulA + llup — vl (®)

The unique minimizer v € V := HO1 (2; R™) of the right-hand side is characterized
as the unique solution to

—divADv + Bv = —divoy, + Buy in H™'(Q;R™). 9)
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Proof Given g € 'H and v € V, an integration by parts leads to
Lg) = / (pn — Dv) : gdx +/(uh —v)-divgdx. (10)
Q Q

Cauchy inequalities and the weighted L?-norms from (6) therefore yield

£(g) = (lpn = Dol + llun = vI5) 2 llg -
Since ¢ € 'H and v € V are arbitrary, this implies

l€lize- < inf (llpn = DIl + llun — viE) /2.

Existence and uniqueness of a minimizer v € V and its characterization by its Euler—
Lagrange equation (9) follows from standard arguments in the calculus of variations.

To prove the equality (8), let v € V solve the elliptic PDE (9) and set ¢ =
A(pn — Dv) € 'H. This yields divg = B(uj, — v) € L?(Q; R™) and, together with
(10), reveals that

Uq) = llpn — DII5 + llun — vl = lqll,.

Consequently, for the particular v,

I€ll2¢+ > (lpn — Dol + llup — vl

O
Remark 1 (Reliable error control) Theorem 1 asserts that any conforming approxi-

mation u; € V to uy (e.g., some Clément quasi interpolation of uj) leads to some
reliable residual estimate

€l < (I pn — Diinl3 + llus — dnl3)" > (11)

It cannot be overemphasized that (11) holds without extra conditions like smoothness
or convexity of the domain or H? regularity of the solution and involves the explicit
constant factor one on the right-hand side.

Remark 2 (Conformity error) The contribution

§ :=min | pp — Dvla (12)
veV

denotes the conformity error of p; which measures the weighted L? distance of pj, to
the set of admissible gradients. Observe from Theorem 1 that § < ||£|x is efficient.
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524 C. Carstensen et al.

3 Reliable a posteriori estimate for ||£]] 7+

Given o;, € H and u; € L%($2; R™), let the bounded linear functional ¢ € H* be
defined by (7) and let ker £ := {g € H : £(q) = 0} denote its kernel.

The a posteriori error control for the norm of ¢ in H* requires the following hypoth-
esis (F1)—(F3) on the data and the space M = AD(H?(Q; R™)) ¢ H(Q; R™*") C
H.

There exists some linear and bounded Fortin interpolation operator

I : M — ker ¥, (FI)

which satisfies the orthogonality condition
/Quh -div(g — Ipg)dx =0 forall g € M, (F2)
and the approximation property
1h='(q = Ir@) Il a=1 S gl g1 (@ rmeny forall g € M (F3)

with some weight function 7 € L% (2) and its reciprocal 1~ € L>®(Q).
Define some subspace Q as the L2-orthogonal complement (of the topological
closure) of (1 — Ir)(M), namely

0:= [q e L2 (Q;R™M) : Vo e M, / q:(t—Irt)dx = O] .13
Q
Theorem 2 (||£||7+ < n) Recall § from (12) and set
w :=min [|h(pr — q)ll 5. (14)
q€Q
The hypothesis (F1)—( F3) imply

1elpe S o= 8+ .

Proof of Theorem 2 In order to estimate £ we study £(g) for an arbitrary fixed element
g € 'H and a regular decomposition. Recall the definition of the Curl operator; the
notation for n = 2 and n = 3 is very different, soletn := 1 ifn =2 and nn := 3 if
n = 3, and define the Curl of a function ¥ € H'(Q; R") by

-
oy Y —
Curl ¢ := (_E’E) ifn =2,

V x ifn = 3.
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The norm of a discretized gradient... 525

(Here, v x w denotes the vector product of two vectors v, w in R3.) For ¢ =

W1s .. Um) T € HY(Q; R™M) with rows Y1, . .., Y, € H'(Q2; R") define
(Curlwl)T
Curl ¢ := : e L2(Q,R™ ™).
(Curl ) T

Some minor generalization of [18, Lemma 3.3] shows that ¢ € H can be decomposed
as
q = ADa + Curl g, (15)

where @ € W = H%(S2; R™) (thatis ADa € M), B € H'(Q; R™*") and
IADa|l 1) + 1Bl (@) S llgllx- (16)

The proof considers a large ball €2 which includes © and an extension of q from
Q to some ¢ € H(div, 2; R™*"). Some standard elliptic regularity estimate of the
equation

—divAD& = —divg with solution & € Hg (Q2; R™) N H($2; R™)

and some divergence-free remainder Curl ,3 =q—ADa € L2(Q; R™*") lead to the
required « and B as the restrictions of & and ,3 to Q.
The mapping property (F1) of Ir yields £(/r AD«) = 0. Hence, the approximation
error
E := ADo — IrADa € H(div, Q; R™*")

allows some error control with (F3) and satisfies £(A Da) = £(E). This, the definition
(1), and (F2) lead to

{(ADa) = / (ph—q) : Edx
Q

for an arbitrary ¢ € Q. A weighted Cauchy inequality proves
UADa) < [1h(ph = llalh™ Ello-1.
Since g € Q is arbitrary, this and the definition (14) imply
U(ADa) < pu||h E| 1.
The approximation property of I in (F3) proves
U(ADa) < || ADal| 1 gupmsn)- (17)
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On the other hand, given any v € V, a weighted Cauchy inequality yields

£(Curl B) =/ pr :Curl Bdx = / (pp — Dv) : Curl Bdx
Q Q

< llpn — Dvllall Curl Bl p-1.
Since v is arbitrary, the definition (12) leads to
£(Curl ) < 6 || Curl Bl g4-1- (18)

The combination of (17) and (18) with (15) and (16) concludes the proof. m]

Remark 3 (Regular split) The proof of the decomposition (15) is the same as that
in the proof of [18, Lemma 3.3] with V(:) replaced by AD(-) and A(:) replaced by
div AD(-). Note that a similar decomposition could be derived from [19].

Remark 4 (Helmholtz decomposition) The decomposition (15) exploits the regularity
of the input ¢ € H(div, Q2; R™*") to choose « as the gradient (weighted by A) of
some HZ($2: R™) function. In contrast to the classical (L2 orthogonal) Helmholtz
decomposition

L*(Q; R™") = D(Hy (Q: R™)) & Curl(H' (2; R™)/R), (19)
« is not enforced to match Dirichlet boundary condition on 9€2.

Remark 5 (Suboptimal analysis) It is possible to perform our analysis with (15)
replaced by the classical Helmholtz decomposition (19). However, the regularity of
A D is then limited by the elliptic regularity on the domain €2 under consideration,
ie,a e H'S(QR™)NH (2 R™) and ADa € H*(Q; R™*") for some 0 < s < 1
with s < 1 for non-convex 2. The arguments then lead to suboptimal upper bounds

€]+ < 8+ min |2 (pr — @)l 5.
Y

4 Efficient a posteriori error estimate for || £ || ¢+

The efficiency of the proposed estimator is based on a local inverse estimate technique
described in terms of a triangulation. For this purpose, let 9$2 be piecewise affine such
that Q is the union of a shape regular triangulation 7 into triangles or parallelograms
for n = 2 and into tetrahedra or parallelepipeds for n = 3 (without hanging nodes
etc.). Let the weight function & from (F3) be piecewise constant on €2 defined by
h|r := hy := diam(T) for T € 7. Moreover, let D;, denote the piecewise action of
the differential operator D to piecewise smooth functions (piecewise with respect to
the triangulation 7°) and set

Pe(T) :={v, € L2(Q): VT €T, qulr € Pe(T)}
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for the set of algebraic polynomials Pk (T') of total degree less than or equal to k € Ny
regarded as functions on 7'.

Recall the definition (13) of Q and suppose, for some polynomial degree k € Ny
and the convention that P_; denotes the zero polynomial, that u, satisfies

Dyup € Q N Pr—1(T;R™"). (H)

Recall § from (12) and px from (14).
Theorem 3 (1 < ||€||3¢+) The hypothesis (H) implies

n=38+u S [€lr

The proof of the theorem is based on the Proposition 1 on local efficiency which
generalizes [10, Lemma 6.3].

Proposition 1 Any u, € Pi(T; R™) and py, € Pi(T; R™*™)on T € T satisfy
hrllpn — Dpunll g2 (7 mmxn)
§ min (”Mh — U”LZ(T;Rm) + ]’lT”ph — DU”LZ(T;Rmxn)) .

veH(T;R™)

Proof Letbr € HO1 (T) be the bubble-function defined as the product of all first-order
nodal basis functions with respect to all vertices in 7. Then, 0 < b7 < 1 and

12
P — Drunll 207 mmxny S |IbT/ (ph = Dpup)|l 127 mmxny-

Note that Djuj, = Duy on T. Hence, for each v € HY(T; R™),
lpn — Dhuh”iZ(T.Rmxn) S / br(pn — Dyup) : (pn — Dv + Dv — Dyuy) dx.
’ T

The product with Dv — Djuy, is recast with an integration by parts. This and Cauchy
inequalities lead to

2
lpn — Dhuh”LZ(T;Rmxn) S llpn — DU||L2(T;Rmxn)||bT(Ph — Dpup)ll 127 mrmxny

+ v — unllp2¢p:rm) | div((pr — Dpun)br)| 127 Rm)-
(20)

Since (pp, — Djpup)br is a polynomial on 7', an inverse estimate reads
hr | div((pn — Dpun)br)llp2¢rirmy S 1P — Daun)br |l g2 gmeny. (21
The combination of (20)—(21) plus a division by
(P — Dpun)br | 2(p;gmxny < Ilph — Duunll 27 mmxn)

proves the assertion. O
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528 C. Carstensen et al.

Proof of Theorem 3 Under the condition (H), Proposition 1 implies the efficiency of
the estimator 7 in the sense of

min 1h(ph — @)l 2(urmeny S minClun — vll 2gurmy + 1A (pr = DVl 2 (gurmen))-
qeQ veV

Let p(B) (resp. ,o(A_l) and ,o(B_l)) denote the largest eigenvalue of B (resp. Al
and B_l). Then,

< p(B)/? min(llu, = vll 2@z + 1A (ph = DVl 2 @uponcny)-
Theorem 1 yields

1S pBV2 (k@ p (A7 + p(B~N (el
The remaining estimate § < ||£||7¢+ follows from Theorem 1. O
Remark 6 (Violation of the orthogonality condition (F2)) All the examples of MFEM
in Table 1 below allow a generalization in case that the data u;, does not satisfy
(F2). It suffices to replace uy, by its L>(£2)-orthogonal projection i, := ITzu;, onto

P (T; R™). Since (13) still holds with this substitution, Z(q) = fQ (pn 1 q+up-q)dx
can be estimated via Theorems 2 and 3. The difference ¢ — ¢ satisfies

1€ = llge < 11 = TMupll 2equrmy S 1€ — Ellpe. (22)

The first inequality in (22) is obvious whereas the proof of the second employs the
Ladyzhenskaya lemma as follows. Since (1 — I[1)uj € L%(Q; R™) there exists some
q € H}(S; R™") with (1 — Tp)u, = divg and

lglln S lallp ) S I = Tuall L2 mm)-

The combination of this with uj, — u;, = div g concludes the proof, namely

1 = T un 72 gy = /Q (up — iip) - divg dx = (€ — £)(q) < 1€ — llpllg -

Table 1 Standard 2D mixed

FEMs with polynomials Py (T) Element Mi(T) Dy (T)
of total degree < k and o)
RT .
edge-wise polynomials P (37) Pi+x-Pr P
of degree < k; My (T) and BDM Plfﬂ Pr
Dy (T) define the mixed finite BDEM q < 7)1%+1 (g mlar € PLOT)) P

element spaces My, and Lj, via
(30
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5 Application to mixed finite element methods in abstract setting

The mixed finite element system of the Laplace equation or the Navier-Lamé equations
(amongst many others) seeks o € H and u € L with

a(o,t)+b(t,u) = f(q) forall T € H,
b(o,v) =g(v) forall velL. (23)

Therein, H and L are Hilbert spaces for the fluxes (or stresses) and displacements and
a and b are bilinear forms; throughout this paper,

H CH:= H(div, 2; R™") and L C L := L*(Q;R™)

and the given right-hand sides f and g belong to the duals H* and L*.
Given some mixed finite element approximations oy, € M, C Handuy, € L, C L,
the residuals Resy + Resy, of (23) read

Resy (v) := g(v) — b(op,v) for velL,
Resy(t) := f(r) —a(op, v) — b(r,up) for v € H. 24)

The well-established mapping properties of the operators of (23) and the inf-sup
condition on the continuous level immediately imply the well-known equivalence [11]

lo —onlla + llu—upllL = IIResulln+ + IIResL Il L+ (25)

and justify residual-based error control.

The analysis of [11,14] concerned the primal mixed formulation whereas, here, (23)
represents the standard weak formulation of mixed finite element methods. Therefore,
the residuals are utterly different. The norm of the first residual

IRescliLs = lg — &nll2(q) (26)
equals the L2 norm of a known right-hand side g € L?(£2; R™) minus its (computable)
piecewise approximation gj. This term (26) can be computed (up to quadrature errors)
and hence deserves no further investigations in this paper.

In all applications of this paper, the second residual £ = Resy from (24) has the
format of (1), i.e.,

@(Q)=/(ph2q+uh-divq)dx for g € H
Q

and for given pj, € L2(2; R™*") and given uy, € L2(Q; R™).
The subsequent sections study a series of applications and comment on the condi-
tions (F1)—(F3) with Q from (13) and (H) to deduce

IResu |l ~ 8 + u~ 8+ |lh(pp — Drun)llp2(@;rm) 27)
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for § from (12) and w from (14). Recall that # is the local mesh-size of the underlying
triangulation 7 for the piecewise polynomial finite element functions.

The remaining parts of this section give an overview why the conditions (F1)—(F3)
and (H) are satisfied in the examples below.

In all examples for an MFEM of this paper, the Fortin interpolation operator /f is
defined on the bigger space H'!($2; R™*") and maps onto M. The discrete solution
(on, up) for the mixed formulation (23) leads to the kernel property M), C ker £. This
implies (F1).

With the L2-orthogonal projection IT onto Ly, the Fortin interpolation operator I
satisfies the commuting diagram property

div I = I[1div
for all arguments in H'(2; R"*"). This and u;, € Lj imply (F2).

The approximation property (F3) is the heart of the operator defined by the degrees
of freedom for the mixed finite element space at hand and can be quoted from the
existing a priori error estimates for mixed FEM.

In the examples of this paper, the aforementioned degrees of freedom of the mixed
finite element act on the normal components on the fluxes such that, on each side F

with unit normal v, the residual T — I satisfies an L? orthogonality along F onto
polynomials of a degree at most k,

(t — IpT)vp L Pe(F; R™) in L?(F;R™) forall sides F. (28)

Foruy € L,NPr(7T; R™), an integration by parts of fT (t—1IFt) : Dujp dx leadstothe
sum over the sides F of the element domain 7' € 7 with the integral of uy, - (t —Ipt)vp
over F. According to the orthogonality (28), this integral

/ up - (t — Ipt)vpds =0
F
vanishes. The conclusion is that

/(r — Ip7) : Dpupdx =0 forall T € H'(Q; R™").
Q
This and M C H'(Q2; R™*") guarantee (H) for u;, € Lj, N Pi(T; R™).

6 Poisson problem

This section concerns the Laplace equation with m = 1 and n € {2, 3} and identities
A and B: Given g € L2(Q) seeku € V := HO1 (€2) such that

—Au=g in Q. (29)
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6.1 Mixed FEM

The flux 0 := Vu € 'H := H(div, Q) and the displacement u € L := L2(Q) solve
the problem (23) with f = 0 and g(v) substituted by the L2-scalar product of g and
v,

a(o, 1) :=/U~rdx and b(7,v) ::/ v divtdx.
Q Q

The mapping properties of the operator defined in (23) as well as discrete spaces
My, C H and L, C L are well established [6-8] and a few examples are depicted in
Table 1. With the sets Dy (T) and My (T) from Table 1 for n = 2 set

My = M (T) = {gn € H: VT €T, gnlt € Mi(T)},
Ly :=Di(T) :={v, € L®(Q) : YT € T, v|r € Di(T)}. (30)

The finite element approximations o, € M), and uy, € Ly, their unique existence,
stability and a priori convergence properties are well established and further details
are not recalled here. The analysis of this paper generalizes the main result from [10]
to non-convex domains.

Theorem 4 The discrete solution (o}, up) of any mixed FEM from Table 1 to the exact
solution (o, u) satisfies

llo = onlla@iv.e) + llu — unllr2 )

~ min_|lop — Dvll2q.rey + |1h(on — Drun)ll2(q:rey + 118 — 8nllL2(0)-
veHJ (Q)

Proof The Fortin interpolation Ip : H 1(Q:R") — M, is well-established for RT,
BDM, and BDFM mixed finite element methods (MFEM); see, e.g., [8, Section I11.3.3]
and allows for (F1)—(F3) and (H). The proofs are verbatim with the arguments at the
end of the previous section and further details are omitted. O

Remark 7 A posteriori estimates without restrictions on the domain topology and
being very similar to those of Theorem 4 are presented in [16] which appeared while
this work was under review. The estimates in [16] concern mixed finite elements meth-
ods for general Hodge—de Rham-Laplace problems and are also based on Helmholtz
or Hodge decomposition techniques. The main difference between our approach and
that in [16] is that we use a refined version of the Helmholtz decomposition as used
in [10], which enables us to fully neglect boundary conditions on 9€2, see Remark 4.
In fact, our work justifies that additional regularity assumptions can be avoided with
classical tools and a regular split and no longer employs further restrictions on the
domain.

Example 1 (Characterization of Q) The Fortin interpolation /r for the lowest-order

Raviart-Thomas space in 2D reads Irq := > pcg || £ 4+ VE ds W for the set of edges
£ in the triangulation 7" and for the edge-oriented basis functions W (e.g. from [12]).
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Then, the space Q from (13) is characterized by

Q:{qu(div:O,Q):VEGS,/q-\I’de=0],
Q

H(div=0,Q):={g € H(div,Q2) : divg =0a.e.in 2, g-v =0 along 9<2}.

To prove this characterization, consider ¢ € H(div = 0,2) and ¢ € H 2(Q) and
integrate by parts to show that fQ q - D¢ dx vanishes. If, in addition, g 1. RTy(7),
theng L D¢ —IrD¢.Inconclusiong € Q. The converse assertion is more tricky and
sketched for brevity. Given any ¢ € Q, and any triangle T € 7, let ¢ be a C* function
with compact support in the interior of 7. Then Ir D¢ = 0 and the orthogonality in
(13) leads to

Oz/q'Dzﬁa’x:—/d)diqux.
T T

Hence div g vanishes in the interior of any triangle. Given a point £ in the relative
interior of an edge E and some standard mollifier n. with compact support in the
interior of the edge-patch wg = int(T4 U T_) if the interior edge E = 074 N T—
is shared by the two triangles T+. By symmetry of this standard mollifier ¢ (x) :=
Ne(x — &), dne(x — &)/dvg = 0 for x € E. Consequently, /r D¢ = 0 and

0=/ 4'D¢dx=/¢[CI]'Ude
wE E

for the jump [¢] of the function ¢ along the skeleton of element boundaries. It follows
that the jump [¢] - v vanishes in the distributional sense along each edge. For boundary
edges, this implies g - v = 0. Altogether, one deduces g € H (div = 0, Q2).

The function ¢ (x) := x - vEg ne(x — &) has a normal derivative n.(x — &) forx € E
as above. Hence Ir D¢ is a multiple of W and the orthogonality reduces to g L Wg.
Altogether, g belongs to H (div = 0, 2) and is Lz-orthogonal onto RTy (7). O

6.2 Application to least-squares FEM

The div least-squares formulation of (29) seeks the minimizer (o, ©) of the functional
LS(q, v) i= llg +divgl7 g + g = VVlI> .,
amongst (g, v) € H x V = H(div, Q) x H(} (£2). In particular, it holds

d((o,u), (g,v)) := / divo divg dx ~|—/(U —Vu) - (g — Vv)dx
Q Q

=—/gdiqux forall (g, v) € H x V.
Q
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The least-squares finite element method (LSFEM) seeks the minimizer (ors, urs) of
LS in the subspace M), x Vj,, where M}, is one of the mixed finite element spaces of
order k from the previous subsection from Table 1 and V}, is the H'-conforming space
of piecewise polynomials of total degree at most k + 1. Given (¢, v) € ‘H x V, the
residual reads

Res(g, v) = / (oLs — Vurs) - g dx + / (divors + g)divg dx
Q Q

+/ (os — Vurs) - Vodx. 31
Q

Itis a well-established equivalence result (see for instance [5]) that the norm induced
by the scalar product d is equivalent to the norm in H x V. Therefore,

o —oLslin + llu — uLsliy = [Resllxxvy (32)

and the analysis of this paper leads to the following error estimate.

Theorem 5 The exact (resp. discrete) solution (o, u) (resp. (oLs, uLs)) satisfies

lo —oLslin + llu —uLsll g1 = lloLs — Vursllp2.rey + 118 — gnll2(q)- (33)

The point in this theorem beyond (32) is that the estimator differs from the natural
a posteriori error estimate [4] for the LSFEM which reads

lo —ovslln + llu —ursll g1 (@)
~ |lg +divorsllz2g) + lloLs — Vursll2q;re)- (34)

Theorem 5 discovers the equivalence of the a posteriori estimators (33) and (34). In
particular, it implies that

lg +divorsli 2 S llows — Vursll2:rey + 18 — 8nllL2()- (35)

Proof of Theorem 5 For u, := g + divors and py := ors — Vurg, the sum of the
first two terms on the right-hand side of (31) coincides with the functional £ from
(1) for any test function ¢ € H (div, €2). The conditions on the Fortin interpolation
operator follow as in the previous subsection. Therefore, Theorem 2, Remark 6, and
Theorem 3 establish the equivalence

(o —ovLs, u —urs)llxxy ~ IqIéile h(oLs — Vurs — @)l 22 (@:rn)

=+ Ivl'él‘ljl ||O'LS — VU”LZ(Q;]Rn) + ” diV(ULS - VMLS)”V* + ”g — 8h ||L2(§2)

Note that 0 € Q and h <

~

1 and so mingeg [|h(oLs — Vurs — @l p2irny S

~

lloLs — V“LS||L2(Q;R")~ Since urs € V, minvey lloLs — VU”LZ(Q;Rn) g lloLs —
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Vurs|lp2(q:.rr- The distributional definition of div(ors — Vurs) shows || div(oLs —
Vurs)llys S llous — Vurs|lz2(q:rey- This proves

(0 —oLs, u —uLs)lnxy S lows — Vursll2.rey + 118 — gnll 2

The upper bound is smaller than or equal to the right-hand side in (34). For instance, g,
is the L2 projection of g onto the space of piecewise polynomials of degree < k which
includes the discrete function divors and so [|g — grll;2(q) < llg + divorsll2(q)-
This concludes the proof.
7 Pseudostress-velocity formulation of the Stokes equations
The Stokes equations with the standard no-slip boundary conditions read with n =
m = 2: Given some force density f € L?(2; R?) find a velocity field u € V :=
Hé (2; R?) and a pressure distribution p L%(Q) ={q € L*(Q) | qu dx = 0}
such that

—Au+Vp=f and divu =0 in Q. (36)

Let dev : R2*2 — R2*2 be the deviatoric operator
devt =1 —1/2 tr(r)1 fort € R>*2.
The framework of [9] establishes the pseudostress-velocity formulation
devo —Vu =0 and dive =—g in Q 37
of the Stokes equations (36). The weak formulation of (37) is (23) with
a(o, 1) :=/Qdeva :devtdx and b(zr,v) = /Q v-divtdx for
o, T € H :=H(div, ; RZXZ)/R and ve L :=L%Q;R?).
With the spaces Dy (7)) and My (7) from (30) and Table 1 set
My == M (T) x Mi(T) and Ly := Di(T) x Di(7). (38)

The unique existence, stability, and a priori convergence of the finite element approx-
imations o, € M}, and uy, € Ly, to (23) are established in [15,17] with further details.
The following theorem complements the a posteriori error analysis of [15] for L? error
control with error estimates in the natural H (div) x L? norms of the mixed FEM.
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Theorem 6 The discrete solution (oy, up) of any mixed FEM from (38) and Table 1
to the exact solution (o, u) to (37) satisfies

||U — O} ”H(div Q; R2x2) + ||I/l —_ uh”LZ(Q RZ)

~ mln [ devon — Dvllp2q) + mm lh(dev oy — Dpon)llp2 )
veH} (R?)

+118 — gnllL2(:Rr2)-

Proof With the identities A and B and M := D*(H*(Q; R?)) C H'(Q; R**?), the
modified Fortin interpolation Iy : H 1(Q; szz) — M), reads

Ipt = IpT — (ﬁ Jotr(IFT) dx) 1
for all T € H of the standard Fortin interpolation /Iy (applied component-wise) for
mixed FEMs as in Sect. 6 (cf., e.g., [17, Sect. 3. 2] [15, Sect. 3], and [8, Sect. III. 3.3]
for details); |€2| is the area of €2 to normalize Irt € 'H. The modified interpolation

I allows for (F1)— ~(F3) as well as Dpuy, € Py ()% c Q. In fact, [(M) C M), C
ker £ and div(1 — Iz)(M) L L;, = div Mj,. Since

/tr(Dv)dx:/divvdx:/ v-vds =0
Q Q a0

(with the outer normal v of 9Q), Dv € H for v € V N H*(Q; R?). Altogether,
Theorems 2 and 3 imply the assertion. O

8 Mixed FEM in elasticity
This section is devoted to the Navier—-Lamé equation for m = n = 2 and a symmetric

variant of the theory and its application to PEERS and to the symmetric Arnold—
Winther MFEM.

8.1 Linear elasticity

Linear elasticity is modeled via the linear Green strain ¢ (u) := %(Du + Du')and a
linear stress—strain relation

Ct:=xrtr(t)14+2ut forall t € R?*?
with the Lamé parameters A, 4 > 0 and with the inverse relation
Cle=1/Qu)t — A/Qunr —2u)) tr()1.
The Navier-Lamé equation reads: Given g € L?(2; R?) seek u € V with

—divCe(u) =g in Q. 39
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By Korn’s inequality, (39) has a unique weak solution u € V = H] (€2; R?) and the
elliptic regularity theory applies. The stress o := C ¢(u) belongs to

H := H(div, Q; R”?)/R := [r € H(div, Q; R*>*?) : / tr(t) dx = o] )
Q

It is an essential detail throughout this section that all the multiplicative generic con-
stants may depend on the Lamé parameter  but shall not depend on the other parameter
A which many be arbitrary large in the incompressible limit.

8.2 PEERS

The symmetry condition of the stress variables in linear elasticity is weakened in
PEERS a priori and replaced by a Lagrange multiplier. This leads to the weak formu-
lation for H := H (div, Q; R>*?)/R as above and L := L*(Q; R? x Rkaesv) with the

skew-symmetric matrices ngé‘zv = {F e R?*?: FT = —F} and the bilinear forms

a and b defined for o, v € H and (v, y) € L by

a(o, 1) ::/ o :C'rdx and b(t, (v,y)) = / (v-divt+71:y)dx.
Q Q

Details on the finite element subspaces My C H and L, = V, x W), C L of piecewise
polynomials can be found in [2,20], and [8, Section III. 3.3]. The skew symmetric
part skew 7 := (r — t7)/2 of a matrix 7 € R?*? leads to y := skew Du for the
displacement u € V with 0 = Ce(u) as part of the exact solution of the formulation
(23).

The abstract results of this paper extend the reliable and efficient a posteriori error
control of [13] to nonconvex domains (without any H? regularity assumption).

Theorem 7 The exact (resp. discrete) solution (o, u, y) (resp. (op,, up, yn)) satisfies

lo = onll g aiv, @:r2x2) + llu —unllp2@.r2y) + 1V — vall L2 r2%2)

~ mi{} IC™ oy — i — Dvl|12q.r2x2) + || skew o || 12 (. r2x2)
ve

+ 1M(C oy — yp — Dpup)llr2@:r2x2) + 18 — gnllr2:r2)-

Proof The Fortin interpolation operator Iz : H'(Q;R?>*?) — M;, is defined in
[2,20] and satisfies the orthogonality div(l — Ir)(M) L Vj, as well. The enlarged
space L := L*(Q; R? x Rglfegv) concerns the extra L? residual || skew oy, 22 @:R2%2)

as in [13]. The conditions (F1)—(F3) and (H) follow with the arguments at the end of
Sect. 5 and further details are omitted. O
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8.3 Symmetric variant

For the symmetric stress formulation, the definition of the bilinear forms read

a(o, 1) :=/ o :C'tdx and b(t,v) :=/ v-divtdx for (40)
Q Q

T e H := H(div, 2; R¥”?)/RNL*( R2?) and ve L:=L*(Q;R* @)

sym

with the set ]ngxn% of symmetric 2 x 2 matrices. Since H C H(div, ; ]R2X2), all

arguments of the Sects. 3 and 4 can be transferred to M = CeH 2(Q; R") with
A = C~! and the 2 x 2 unit matrix B. The linear functional £ € H* is defined by

(1) ::/(r :C Yoy 4+ up - divr)dx
Q

for some piecewise polynomials o, € H and u, € L. The only difference to the
previous sections is that the arguments o3 and test functions T are a.e. pointwise
symmetric.

Theorem 8 (Symmetric variant) Suppose (F1)—(F3) and (H) for Q := {q €
LR - VT e M, [oq: (t — Irt)dx = 0}. Then
§:= min |Clop —e()|lc and
veHJ (;R?)

u i= min 17(C " op — @)l < pn = I1R(C o — enun))lc

satisfy
ni=8+u~38+pun =~ |€lxr

Proof The proof of reliability follows the lines of that of Theorem 2 with the substi-
tution of the decomposition (15) by

q = Ce(a) + Curl Curl y

with o € H*(Q;R?) and y € H?(R). This decomposition follows from [18, Lemma
3.3] (with V(-) replaced by Ce(-) and A(-) replaced by div Ce(-)) and the proof of [13,
Lemma 3.2]; symmetry of the remainder ¢ — Ce(«) allows the recast into Curl Curl y.

The remaining parts on the reliability in Theorem 8 follow the lines of Sect. 3 with
ph := C 1oy, and the substitution of Da by &(a). This yields

0(As(@) < ullls@)3 + Il div As@)[172g.52) "/
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instead of (17). The substitute of (18) reads, forallv € V,

£(Curl Curly) = / (pn — €()) : Curl Curl y dx
Q

< llpn — e)lic|l Curl Curl y[|c-1.

The efficiency follows the lines of Theorem 3; the remaining details are omitted. 0O

8.4 Arnold—Winther mixed FEM in elasticity

Arnold and Winther design M;, C H and L, C £ of order k = 1, 2 in [3] with the L?
projection gj, of the right-hand side g onto Py (7; R?).

Theorem 9 The exact (resp. discrete) solution (o, u) (resp. (op, up)) to the mixed
formulation (23) with (40) in (41) (resp. M, C 'H and L, C L) satisfy

lo — onll g v, @:r2x2) + e — unll 2. r2)

~ min_|IC oy — ()l 2+ min_ [IA(C oy — qi)ll 2
veHJ (2:R?) ( )qkePk(T;R2X2) ()

+ g = gnllL2@:r2)-

Proof The operator I is denoted as ITj, in [3, Eq. (4.2)]) and satisfies (F1)—(F3) and
(H) with Px(7; R?) ¢ Q for k = 1,2, cf. also [3, Eq. (A1’)~(A2’) and (4.7)]. The
proofs follows the arguments for mixed FEM at the end of Sect. 5 and [3]. Conse-
quently, Theorem 8 applies to the unique discrete solution (o, u) in (1). Therefore,
Theorem 8 implies the assertion. O
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