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Abstract Previous work on the stability and convergence analysis of numerical meth-
ods for the stationary Navier—Stokes equations was carried out under the uniqueness
condition of the solution, which required that the data be small enough in certain
norms. In this paper an optimal analysis for the finite volume methods is performed
for the stationary Navier—Stokes equations, which relaxes the solution uniqueness
condition and thus the data requirement. In particular, optimal order error estimates in
the H'-norm for velocity and the L2-norm for pressure are obtained with large data,
and a new residual technique for the stationary Navier—Stokes equations is introduced
for the first time to obtain a convergence rate of optimal order in the L2-norm for the
velocity. In addition, after proving a number of additional technical lemmas including
weighted L?-norm estimates for regularized Green’s functions associated with the
Stokes problem, optimal error estimates in the L°°-norm are derived for the first time
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for the velocity gradient and pressure without a logarithmic factor O (] log k|) for the
stationary Naiver—Stokes equations.

Mathematics Subject Classification (2000) Primary 35L70;
Secondary 65N30 - 76D06

1 Introduction

According to the definition of a finite volume method, volume integrals for a partial
differential equation that contains a divergence term are converted into surface integrals
by using the divergence theorem. These terms are then approximated by numerical
fluxes at the surface of each finite volume. Because the flux entering into a volume
is identical to that leaving an adjacent volume sharing a common face, this method is
conservative. In addition, it can easily be formulated to allow for use of unstructured
meshes to deal with complicated geometries. The method lies somewhere between the
finite element and finite difference methods; it has a flexibility similar to that of the
finite element method for handling complicated geometries, and its implementation
is comparable to that of the finite difference method. The finite volume method is
also referred to as the control volume method, the covolume method, or the first-order
generalized difference method in the literature [2,6,9,13,15,20,26]. Comparatively,
its theoretical analysis is the hardest among all three methods.

Although there are some results of finite volume methods for the Stokes equations
[7,8,14,21,31,32], an analysis for these methods for the Navier—Stokes equations is
lacking. In particular, there is a difficulty in handling the nonlinear discrete terms of the
Navier—Stokes equations because these terms lack skew-symmetry in the context of a
Petrov-Galerkin method which uses different trial and test functions in different finite
dimensional spaces. Hence an analysis for these equations must take special care of
the nonlinear discrete terms arising from the finite volume discretization. Furthermore,
previous work on the stability and convergence analysis of the finite volume methods
for the Navier—Stokes equations was carried out under the uniqueness condition of the
solution, which required that the data be small enough in certain norms [23].

In this paper we perform a stability and convergence analysis for a finite volume
method for the stationary Navier—Stokes equations without relying on the unique
solution condition. Optimal order error estimates in the H'-norm for velocity and
the L2-norm for pressure are obtained. The analysis depends on an abstract theory of
Brezzi et al. [4] and Girault and Raviart [17] for a branch of nonsingular solutions for
these equations, which overcomes the uniqueness condition with small data.

There is still no result available in the literature on a convergence rate of optimal
order for the finite volume velocity in the L2-norm for the stationary Navier—Stokes
equations. In this paper a new duality argument by using a residual technique is
introduced to establish this optimal convergence rate under the same assumptions as
for the Navier—Stokes equations [23]. For the first time, the convergence analysis also
shows an important superconvergence result between the conforming mixed finite
element solution and the finite volume solution using the same finite element pair for
these equations with large data.
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Optimal L2, H'! and L® Analysis 77

Furthermore, the derivation of error estimates in the L°°-norm is another difficult
task for the analysis of the finite volume method (even the finite element method) for
the Stokes equations. Estimates in this norm were obtained in the literature. However,
these estimates bear a logarithmic factor O(|log#h|) [10], where & is a grid size.
The technique in this paper in removing this factor relies on new weighted L?-norm
estimates for regularized Green’s functions for the finite element method [16] and
the relationship between the finite element method and the finite volume method for
the Stokes problem [21,23,24,32]. A stability and optimal analysis in the L>°-norm
is carried out for the velocity gradient and pressure for the stationary Navier—Stokes
equations without relying on the solution unique condition.

This paper is organized as follows: in the next section, we introduce notation and the
stationary Navier—Stokes equations. Then, in the third section, some useful results of
the finite element and finite volume methods for the stationary Navier—Stokes equations
are recalled. In the fourth section, stability and estimates in the L?- and H!'-norm for
velocity and the LZ-norm for pressure of a branch of nonsingular solutions for the
finite volume methods are obtained. Finally, the L°°-norm analysis for the velocity
gradient and pressure is given in the fifth section.

2 Preliminaries

Let © be a bounded domain in 92, assumed to have a Lipschitz continuous boundary
I" and to satisfy a further condition stated in (A1) below. The stationary Navier—Stokes
equations are

1
—Au+AVp=A(f—(u-V)u—E(divu)u), in 2, (2.1a)
divu =0, in €2, (2.1b)
ulr =0, onT, (2.1¢)

where u = (u1(x), up(x)) represents the velocity vector, p = p(x) the pressure,
f = f(x) the prescribed body force, A = v~!, and v > 0 the viscosity. The consistent
term (div u)u /2 = 0is added to ensure the dissipativity of the Navier—Stokes equations
[30].

The Sobolev spaces to be used are collected:

X =[HN QP M =L3(Q) = {q € L*(Q) : /qu =0},Z=[L"*)7P,
Q

X=XxMY=[H' QP V={veX:divv=0)},

H= {v e [L2(Q)] : dive = 0} C DA = [HX QP NV,

where the Stokes operator A : D(A)— H is defined by A = —PA and P :
[L2(2)]*— H is the standard Lz—orthogonal projection. The spaces (L2, m =
1,2, or 4, are endowed with the L2-scalar product (-, -) and the L?-norm Il - 1lz2, as
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appropriate. In addition, || - ||z, 1 < r < oo, denotes the norm of the space L"(2).
The space X is equipped with the usual scalar product (Vu, Vv) and the norm ||u|| ;1
(or equivalently || Vu||;2), u, v € X. In particular, define the norm on X:

I, ll = IVl +2%1gIH)' 2, (v.q) € X.

In this paper standard definitions are used for the Sobolev spaces W"" (2) [1], with
the norm || - ||w=. and the seminorm | - |ym.r, m,r > 0. We will write H™(2) for
W™2(S) and || - [| g for || - [lym2q)-

A linear operator 7 : ¥ — X is defined as follows: Given g €Y, the solution of
the Stokes problem

—Av+21AVg =g, in Q,
divv =0, in £,
vlr =0, onT,

is denoted by #(A) = (v, Aq) = Tg € X.Furthermore, a C>-mapping G : R* x X —
Y is defined by

G(A, (L) = A ((v Vv + %(div V)V — f) .

Finally, we define
F(A, 0(A) =9(A) + TG(r, 9(1), A€ R, 3(») € X.

In this section, a branch of nonsingular solutions of the stationary Navier—Stokes
equations, as introduced in [4,17], are studied. Let A be a compact interval in RT:
{(x, (X))}, with (X)) = (u, Ap), is a branch of nonsingular solutions to the equation

F(,u(A) =0, 2.2)

if Dy, F (A, u(})) is an isomorphism from X onto Y forall A € A.
As mentioned above, a further assumption on 2 is needed:

Assumption (A1) Assume that Q2 is regular in the sense that the unique solution
v(A) = (v,Aq) = Tg € X of the stationary Stokes problem for a prescribed g €
[L"(2)]? exists and satisfies

lvllw2r +Allgllwir < Cliglzrs
where C > 0 is a constant depending on 2. Here and later, Cy, Cy, ... are positive
constants depending only on the data (A, 2, f).

Obviously, the validity of assumption (A1) is known if T is of C? or if Q is a
two-dimensional convex polygon. In addition, it is well known [1] that there holds the

@ Springer



Optimal L2, H'! and L® Analysis 79

following inequalities

1/2 1/2

Iollze < Colloll 21Vl 2. fvll2 < CrllVull,2 Yo e X, 2.3)
1/2 1/2 2
vl < Callol S llAv],Y Yo e X n[HX )], 2.4)

Using integration by parts, the weak formulation of the stationary Navier—Stokes
equations (2.1) is: Find (4, p) € X such that

a(u,v) —rd(, p) + Xd(u, q) + Ab(u, u,v) = A(f,v) V(v,q) € X, 2.5)
where the bilinear forms a and d are defined as follows:

a(u,v) = (Vu,Vv) Vu,v € X,
d(v,q) = (divv,q) Y(v,q) € X.

Obviously, the bilinear form a(-, -) is continuous and coercive on the space pair X x X;
the bilinear form d (-, -) is continuous and satisfies the inf-sup condition: There exists
a positive constant 81 > 0 such that, for all ¢ € M,

d(v, q)

vex IVVllz2

> BillgllL2- (2.6)
The trilinear form b(-, -, -) is continuous on the space triplet X x X x X

b(u,v,w) = ((u-Vyv,w) + %((div u)v, w)

1 1
= 5((u -Vv, w) — 5((14 -Vyw,v) VYu,v,we X,
and satisfies

b(u,v,w) = —b(u,w,v) Yu, v, we X, (2.7a)
|b(u, v, w)| < C3||Vull2||Vul2|[Vwl 2 Yu, v, we X, (2.7b)
|b(u, v, w)| + |b(v, u, w)| + |b(w, u, v)|
< C3|Vull 2| Vol Av] S w2 Vue X, ve D(A), welLX (@)1
(2.7¢)

Furthermore, the existence and uniqueness results of (2.5) can be referred in [17,18].

Lemma 2.1 [17,18] If A satisfies the following uniqueness condition:

1

A<= —
VC3ll fll-1
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80 J.Li, Z. Chen

then (2.5) admits a unique solution (u, p). Moreover, the pair (u, p) € X is a solution
of the problem (2.5) if and only if u(X) € X is a solution of (2.2).

Similarly, we can apply the same approach as in [ 18] to obtain the following stability
of (2.5):

Lemma 2.2 Assume that (A1) holds, f € [L*()1%, and the pairii(A) = (u, Ap) € X
is a solution of problem (2.2). Then ii(A) € D(A) x [HY(Q)NM]and G(A, (L)) € Y
satisfy

lullg2 +Allpllgr < Ca. (2.8)

3 Finite element and finite volume methods

Let K, be a regular, quasi-uniform triangulation of the polygonal domain €2 into a
union of triangles [5,10]. Associated with K}, we consider the finite element spaces
for the velocity and pressure: X, C X and M), C M.

Let I;, and J;, be two interpolation operators from X N [C%($2)]? and M into X},
and Mj,, respectively, such that, forv e X N[H*(Q)]?andg € H'(Q) N M,

v — IyllLr + hlIV(v — L)l < Ch*[vlyar, 3.1
lg — JngliLr < Chlglyir, 1 =<r <o0. (3.2)

In particular,
(IVIpvpllpz < ClIVullp2, vy € Xp. (3.3)

Due to the quasi-uniformness of the triangulation Kj,, the following properties hold
[10,30]:

IVurllz2 < Csh™Hlunll 2, Nlvalize < Cellog A" upllg Yon € Xp. (3.4)

Usually, we assume that the finite element spaces satisfy the discrete inf-sup condition:

d(vp, qn)

> BellgnllL2, (3.5)
v eXy ” Vl)h ||L2

where the constant 8, > 0 is independent of 1. However, there still are some attractive
finite element pairs. Examples of the spaces that satisfy these assumptions include the
following [5,10,29]:

X, = {vh c[CO@PNX vyl € [PLK)? VK e Kh},
My = {qn € COQDNM : qulx € Pi(K),i =0,1 YK € Ky},
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where P;(K),i = 0, 1 represents piecewise linear (constant) subspace on set K. We
note that neither of these methods are stable in the standard Babuska-Brezzi sense
since there are more discrete incompressibility constraints than velocity degrees of
freedom. A technical “macroelement condition” [29] is applied to verify the classical
Babuska-Brezzi inequality. Namely, a way [27] is to approximate the P, velocity field
defined on a macro-element mesh obtained by refining K; uniformly to obtain the
mesh K}, >. Furthermore, the stability, and optimal order of convergence, of several
known mixed finite element methods are easily valid. These two pairs are stable and
this method is called isoP, — P;, i = 0, 1 method.

Accordingly, set X, = X;, x My. Then, a bilinear form on X, x X, for the finite
element method introduced in [27,29] is defined by

By (@n, Apn), (n, Aqn)) = a(ip, vp) — Ad(vp, pr)
+xd i, gn)Vin, pr), (Vn, qn) € Xp.  (3.6)

This bilinear form satisfies the continuity and weak coercivity properties [30]:

|Bn (@n, 2pn), (n, Agn))| < Cll@n, p) Ml on, gn)ll, (3.7a)
B ‘lv)‘ 1) !)" i 7 by
SUD 4, gy PR > s (it ), (3.7b)

where the constant 83 > 0 is independent of /.
Using the above notation, the corresponding finite element formulation of system
(2.1) reads: Find (up,, pn) € X, such that, for all (v, gn) € Xp,

By ((un, Apn), (i, Aqn)) + Ab(uy, un, vi) = A(f, vp); (3.8a)
ie.,
FOuunV) = unW) + TGk, up (V) =0, (3.8b)

where T, is the discrete counterpart of the operator 7.

In the coming purpose, the finite volume methods are developed and presented. Let
N}, be the set containing all the interior nodes associated with the triangulation Ky,
and N be the total number of the nodes. To define the finite volume method, a dual
mesh K » 1s introduced based on K} ; the elements in K » are called control volumes.
The dual mesh can be constructed by the following rule: For each element K € K}
with vertices Pj, j = 1,2,... N, select its barycenter Q; and the midpoint M; on
each of the edges of K, and construct the control volumes in K, by connecting Q; to
M as shown in Fig. 1.

The dual finite element space is defined by

X7h = {U [S [L2(Q)]2 : U|[Z € [Po(k)]z VI% S Ifh; v|81€ :0} )
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Fig. 1 Control volumes associated with triangles

which has the same dimensions as the finite element space X;. Furthermore, there
exists an invertible linear mapping I'y, : Xj;— X}, such that

N
Thvn(x) = D wn(Pyj(x), x € Q, vy € Xa, (3.9)
j=1
where
N
vn(x) = D up(P)¢j(x), x €Q, vy € Xy,
j=1

and {¢;} and {x;} denote the bases of the finite element space X and finite volume

space Xj,. The latter are the characteristic functions associated with the dual partition
Ky:

1 ifx e K; € Kp,
0 otherwise.

Xj(X)=[

The above idea of connecting the trial and test spaces in the Petrov-Galerkin method
through the mapping I'j, was first introduced in [25] in the context of elliptic problems.
Furthermore, the mapping I'j, satisfies the following properties [25]:

Lemma 3.1 Let K € K. If vy € Xpand 1 <r < oo, then

/(vh = Thup)dx =0, (3.10)
K
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lvi = Thvnllerky < Crhk lvnllwir gy, ITavAll2 < Cgllvallg2,  (3.11)
where h is the diameter of the element K.

To obtain the finite volume formulation of system (2.1), we multiply equation (2.1a)
by 'y, € X, and integrate over the dual elements K € Ky, multiply equation (2.1b)
by gn € M}, and integrate over the primal elements K € K, and then apply Green’s
formula for both equations to yield the following bilinear forms:

N
duy,
A(up, Tpop) = —th(Pj)' / st, up, vy € Xp,

N
DT, pr) = — D vi(P;) - /phnds Ph € My,

1
= K

T =3 o)) /fdx v € Xi,

j=1
K;j

where 7i is the unit normal outward to 3 K j- Using a technique similar to that for
the trilinear form of the finite element method in the previous section, we define the
trilinear form b(-; -, -) : X5 X X5 x Xp — 9N of the finite volume method:

1
b(up, vy, Cpwp) = ((Mh Vv, + E(diV Up)Vh, Fhwh) Yup, vp, wy € Xp.

Note that the definition of b(-, -, -) of the finite volume method remains consistent
with the continuous case. A fundamental difference between it and that of the finite
element method lies in the test and trial functions defined in two different spaces. As
noted, the difficulty in the finite volume method is that the trilinear term no longer
satisfies the useful skew-symmetry property in the context of the Petrov-Galerkin
method. Thus the stability and error estimate analysis of this method is more difficult
than that of the finite element method for the stationary Navier—Stokes equations.

Now, the finite volume variational formulation for the stationary Navier—Stokes
equations (2.1) is: find i1y, (A) = (up, App) € X, C X such that

Fp(h,up (M) = up (M) + TG (A, (M) = 0; (3.12a)
ie.,

Cn((n, Apn)s (ns Aqn)) + Ab(up, up, Thvp) = A(f, Thvp) Y(on, qn) € X,
(3.12b)
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84 J.Li, Z. Chen

where the bilinear form Cj,(-, -) on Xj, x X}, is
Cn((un, Apn), (W, Agn)) = A(up, Tpop) +AD(Cpon, pp) + Ad(un, qn).  (3.13)
The following results can be found in [9,21,32]:
Lemma 3.2 It holds that
A(up, Thop) = a(up, vp)  VYup, vy, € Xp. (3.14a)
Moreover, the bilinear form D(-, -) satisfies
D(Thvp, gn) = —d(h, qn)  Y(vh, qn) € X (3.14b)

Applying Lemma 3.2 and (3.7), the continuity and weak coercivity of the bilinear
form Cp (-, -) can be easily verified:

ICh (i, 2pn), (s g < Clln, p)IN Ry gl Yun, pr)s Wiy qn) € Xns
(3.15)

and

|Ch ((ups Apn), (Vns Agp))

> Ballun, pll  Y(un, pn) € Xp, (3.16)
(V. qn)€Xn Il (vn, gl

where the constant 84 > 0 is independent of /.

4 L? and H! analysis for a branch of nonsingular solutions

In this section, the main goal is to provide the existence and optimal error analysis for a
branch of nonsingular solutions of the finite volume methods for the stationary Navier—
Stokes equations with large data. In particular, a new argument is introduced to obtain
the L2-norm estimate for velocity by using a residual technique in a Petrov-Galerkin
system without the same symmetrical property as in the Galerkin system.

For the subsequent analysis, we now introduce a discrete analogue Aj, of the Laplace
operator A through the condition [19]

(Apup,vp) = (Vup, Vup)  up, vy € Xp.
Define
Vi ={vn € Xp :dn,qn) =0 Y gy € My}

The restriction of Ay, to Vj, is invertible, with the inverse A;l. In addition, Ay, is self-
adjoint and positive definite. Especially, we define the discrete Sobolev norm on Vj,
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for any r € R by

2
lonller = 1A vall 2, vi € Vi

4.1 Stability of the finite volume methods

Due to the complexity of the nonlinear Navier—Stokes problem, the Brouwer fixed
theory is applied in establishing the stability of the finite volume solution for this
problem. The similar proof can be found in [23].

Lemma 4.1 Assum_e that (A1) holds and the problem (3.12) has a set of solutions
up = (up, Apn) € Xy, such that

IVunllp2 + Allpallp2 = Co, [[Apunll2 = Cio. 4.1

where the positive constants Co and C1o depend on the previous positive constants
defined above.

4.2 Optimal error estimates of the finite volume methods

Similar to the continuous case, {(, iy (1))} with u,(A) = (iin, A pr) is a branch of
nonsingular solutions to (3.8) if

Dg, F (X, zih (A)) is an isomorphism from X, onto Y forall A € A. “4.2)

Recall that T}, : ¥ — X}, is the solution operator of the discrete Stokes equations.
This operator yields the solution it () = (iij,, App) to problem (3.8). Apparently, this
solution is also a solution of the discrete Navier—Stokes equation (3.8a) if and only if
it is a solution of (3.8b). Furthermore, by (4.2) and the results in [4,17,18], we have
the following Proposition.

Proposition 4.2 u n(A) € Xy, is a branch of non-singular solutions to Eq. (3.8) if there
exist constants y > 0 dependent of the data (1, f, 2), such that

By (W, AXn): (is Aqn)) o o .
sup >y, xwll, (W, xn) € Xp.  (4.3)
(Wngn)eXn Il (vn, gi)l

where

By ((Wny AXn); (s Aqn)) = Ax(iin; W, vi) — Ad(on, Xn) + Ad(Wn, qn),
and Ay (ip; wp, vp) = a(wp, vp) + Ab(Up, wp, vy) + Ab(wy, Uy, vp).

Suppose that problem (2.1) has a branch of nonsingular solutions { (X, i (X)); A € A}
and that the following assumption (A2) holds:
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Assumption (A2) There exists another Banach space Z contained in Y, with contin-
uous imbedding, such that

D,G(L, (V) € £(X,Z) VAeA, deX, (4.4a)
,}in% I(Th —T)glly =0 VgeY, (4.4b)
lim |(T — T o =0, 4.4

hl—IE) (T )”£(Z,X) (4.4c)

Then the next result holds for the finite element methods [17,18].

Theorem 4.3 [17,18]. Assume that G is a C*-mapping from A x X onto Y, the
mapping Dy, G (A, ii(1)) is bounded on all bounded subsets of A x X, the assumptions
(A1) and (A2) hold, and {(A,u())); A € A} is a branch of nonsingular solutions of
(2.2). Then there exists a neighborhood © of the origin in X and, for 0 < h < hg
small enough, a unique Cz—function VS A—>zih (A € Xj, such that

{(n, ﬁh (A); A € A} is a branch of nonsingular solutions to (3.8), (4.5a)
up(A\) —ii(r) € 9 forall h € A. (4.5b)

Furthermore, there exists a constant k > 0, independent of h and A, such that, for all
A EA,

lin — ull g2 + hllanG) — a) < ch(lullg2 + 1pllgr + 1122, (4.6)

Clearly, it follows from Theorem 4.3 that there is a branch of nonsingular solutions
{(h, un(M); A € A} in the neighborhood ¥ for a sufficiently small mesh scale 2 > 0
and all A € A. Assume that {(X, 5, (1)); A € A} is a branch of nonsingular solutions
of the finite volume methods for the stationary Navier—Stokes equations (3.12). We
now need to show that these solutions are also located in the same neighborhood ¢

In a similar manner as for the derivation of Proposition 4.2, we give the following
proposition:

Proposition 4.4 {(1, i)} € X}, is a non-singular solution to Eq. (3.12) if there exist
constants y* > 0, dependent of the data ()., 2, f), such that

By ((wp, Axn); (i, Agp))
sup

_ > ¥l (wh, xw)ls 4.7
WnameXn Il (vns gl

where
By ((wp, Axn)s (U, Agp)) = Ax(up; wp, Dpvp) + AD(Cpvp, xp) + Ad(wp, gp)
and

Ay (up; wi, Tpop) = A(wp, Upop) + Ab(up, wi, Cpop) + Ab(wp, up, Chvp).
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Although there holds the equivalence between the bilinear terms in Lemma 3.2.
However, it is different for the trilinear term defined in the finite element method and
finite volume method. Thus, the positive constant y* is different from y in (4.3).

Now, we prove the stability and convergence results for the finite volume methods
(3.12) for the stationary Navier—Stokes equations.

Theorem 4.5 Under the assumptions of Theorem 4.3, then there exists a neighbor-
hood ¥ of the origin in X and, for h < ho small enough, a unique C?-function
A€ A~ (L) € Xy, such that

{(X, up(X)); A € A} is a branch of nonsingular solutions to (3.12), (4.8a)
up(A) —u(r) €0 forall h € A. (4.8b)

Furthermore, there exists a constant k > 0 independent of h such that, for all . € A,
litn () — @Il < &l log k|12 £l 1. (4.9)
Proof We deduce from (3.8) and (3.12) that

Crh((itp — up, A(pn — pn)), (Wp, Aqn)) + Ab(iy, — up, iy, vp) + Ab(iy, Uy, — up, vy)
+rb(up, up, Thvp — vp) = A(f, vy — Thop). (4.10)

Taking (vi. gn) = (e, An) = ity — ity = (it — un, AM(pp — pn)), noting that it (1) =
(in, 2 pp) is a branch of nonsingular solutions of (3.8), and using Proposition 4.2 and
Theorem 4.3, we see that

By ((e, An); (vh, Aqn))

vlite.mll = sup

(n-qn)€Xp Il vy gl
Afvp = Tav Ab(up, up, vy — Ty
= sup (fs vn = Tpon) + Ab(up, up, vy hh)’ @11
(Wh.an)€Xn N Cn, gu)l

Let 77, be the average interpolation operator satisfying 71, f|x = ﬁ /, x Jdx and
If = 7nfllerky < Chgll fllwirgy, 1 <r < o0, (4.12)
Then we obtain

[(f,vn — Thop)| = (f — AAnf, vw — Thop)
< CHY™ | £l gi IVl 12, i =0, 1. (4.13)
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For the last trilinear term in (4.10), it follows from Lemma 3.1 and (3.3) that

[b(up, wp, v — Thop)l

R 1. .
(((uh — TTpitp) - Vup + Edlv up(up — Tpity), Vp — Fhvh)‘

172 L2 .
<104, ”h||L°°+§||Ah upllpee ¢ llup — wpupli2lle — Cpopllp2

< Cllog h|"?h?|| Apun |l 12 Vun |l g2 | Vor | 2. (4.14)

Then combining all these inequalities, Lemma 4.1, and using a straightforward com-
putation yields

lite, Il < Cllog k| 2h2 || fll 1. (4.15)

By Proposition 4.2 and Lemma 3.2, we have the following relationship between two
terms A, (up, wi, Thvn) and Ay (g, wh, vp)

Ay (up, wp, Tpop) = A (ip, wp, vp) — Ab(e, wy, vy) — Ab(wy, e, vy)
—Ab(up, wi, vy — Upvp) — Ab(wp, up, vy — Cpop). (4.16)

Then, we estimate the above equality by (2.7) and (4.15) as follows

IMb(e, wp, vp) + Ab(wp, e, vp)| < C||Vell 2l Vwnll 2| Vor |l 2
< Cllog h"2R || £l i IVwall 2 IV vs 2.

Similarly, using the same approach as (4.14) to obtain that

[Ab(up, wp, vy — Tpvp) + Ab(wp, up, vy — Tpop)|
<A (lupllpe Vw2 + llwpllLe I Vupllp2) lvp — Thopll 2
< 4a(llunll 5 1 Apunll Y
< CR'2(| 1l 21V wi 2| Va2

< Ch' 2| Fll 2l Cwny xid) NI Vopll 2.

12 12
IVwpllg2+llwnll 2 TAnwr 2 Vsl 2) ITave —vnli 2

Thus, by choosing y* =y — Ch1/2||f||Lz, we derive from (4.15) and (4.16) that, for
sufficient small 4 > 0

B ((wp, Axn); (g, Agr))

sup > (v = 2C|[Vell )l (wn, xu)l
e ICon gl
=yl wn, xm)ll- 4.17)
Thus we complete the proof of (4.12) by Proposition 4.4. O
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Apparently, a superconvergence result is obtained between the finite element solu-
tion and the finite volume solution. Using a result in [17] and the estimate between
them in Theorem 4.5, (4.9) still holds with respect to the solution of the finite volume
method around the same neighborhood # of the origin in X. Furthermore, we now
give an optimal analysis for a branch of the finite volume solutions for the stationary
Navier—Stokes equations with large data.

Theorem 4.6 Under the assumption of Theorem 4.5, let {A,u(A); A € A} and
{A,up(A); A € A} be a branch of nonsingular solutions of (2.2) (or 2.5) and (3.12),
respectively. Then it holds that

lan () — @GOl < ch(lull g2 + pll + 1£12), (4.182)
lu = unll2 < kh*(ull g2 + Upllg + 1F ). (4.18b)

Proof By a triangle inequality, (4.6) and (4.9),

liin ) — GO < Nlian ) — in Q)N + llan ) — @G|
< «h(lullg2 + lpllgr + 11f 1l 22), (4.19)
which completes the proof of (4.18a).
Thanks to the Aubin-Nitsche duality technique for the general framework of mixed
problems, consider the dual problem for given solution (u, p) of (2.1a), (2.1b) and

any (v, q) € X to find (&, V) € X

a(v, ®) + Ad(v, V) — Ad(P, q) + Ab(u, v, ®) + Ab(v, u, ®) = (u — iy, v).
(4.20)

Because of the convexity of the domain €2 and the Lax-Milgram Theorem, this problem
has a unique solution satisfying [30]

1Pz + AWl g1 < Cllu — dnl 2. (4.21)

For completene_ss, we here provide detail proof as in [23]. Below set (&, Vy,) =
(In®, J,¥) € Xp,, which satisfies, by (3.1),

I® — Ppll 2 + (@ — Phll g + W — Whll2) < CRA(IP] 2 + W] ).
(4.22)

Then, multiplying (2.1a) and (2.1b) by I';, ®;, and A ¥y, respectively, and adding them
to find

A, Ty ®p) + AD(TpSp, p) + Ad(w, W) + Ab(u, u, 'y ®p) = A(f, Tp®p),
(4.23)
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which, together with (3.12b), yields by setting (e, n) = (u# — uj, p — pn) that

A(e, 'y ®p) + ADT®p, n) + Ad(e, W) + Ab(e, u, Ty ®p) + Ab(u, e, I'yPp)
—Ab(e, e, T;®;) = 0. (4.24)

Subtracting (4.24) from (4.20) with (v, ¢) = (e, ) and using (2.1), we obtain

lell}, = a(e, ® — ®p) + Ad(e, W — W) — hd(® — Bj, 1)
+a(e, ®p) — Ale, ' ®p) — Ad(Pp, n) — AD T Dp, n)
+Ab(u, e, ® — I'y®dp) + Abe,u, ® — IT'y®dp) + Ab(e, e, ', Dy)
=a(e,®—Pp) +Ad(e, ¥V — V) —Ad(D — Dy, 1)
+Ab(u, e, ® —Tp®p) + Ab(e, u, ® — T ®p) + Ab(e, e, I, Pp)
+A(f — W - Vu, &, — Tpdp). (4.25)

Applying (4.21), (4.22), and (4.18a), we see that

la(e, ® — ®p) + Ad(e, ¥V — Vp) — Ad(D — Dy, )|
< C(IVellz + lnll2) (19 = @l + 1% — Wil 2)
< Ch* (lull g2 + 121 ) (1912 + W1 1)
< Ch?* (llull g2 + 1Pl 1) Nell 2
By the estimates of the trilinear terms in (2.7), Lemma 3.1, (4.18a), and (4.21), we see
that
[Ab(u, e, ® — T ®p) + Ab(e, u,  — 'y Pp)|
< Clullg2lIVell 2 (19 — Tr®@all2 + |19 — Ppll12)
< Ch* (llull g2 + 1 pllgr + 1 12) 19l g
< Ch* (llull g2 + 1 pllgr + 1S 1 22) llell 2.

Using the Holder inequality, (2.3), (3.3) and (4.21), we have
[Ab(e, e, T ®p)| = [Ab(e, e, '@, — Pp) + Ab(e, e, )|
<C (||e||L4||Ve||L2||th)h — Dpllps + IIWIIizIIVCDhIILZ)

< Ch* (lull g2 + Pl ) llell -
Furthermore, the following estimate follows from (4.12), (4.21), and Lemma 3.1:

ACf — (u-Vu, D, — Tpdp)|
=|Mf = Anfl = [(u-Vu — 7Apu - Vul, &y — T ®p)|
< CR2 (I f gt + IV LG - V)ulll ) 1P| g1

1/2 3/2
< CR(Ifll g+ lull 520 Aull 35 + 1 Vul2 ) llell 2.
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Finally, combining all these inequalities and (4.25) yields (4.18b). O

As noted earlier, for the nonlinear Navier—Stokes equations, the skew-symmetry
property of the trilinear term is no longer valid, and the approximate Galerkin orthog-
onality relation loses its effectiveness. Moreover, the regularity of the source term
may affect the convergence rate of a finite volume method. In this paper, the L?-norm
estimate for velocity is one of the major difficulties in the analysis of the finite volume
method for these equations without any additional regularity on the original solution.
The counterexample in [12,20] showed that the finite volume solutions approximated
by the conforming linear elements cannot have an optimal L?-norm convergence rate
if the exact solution is in H>(£2) but the source term is only in L2(£2) for a saddle point
problem. Hence, based on the previous analysis, the results in Theorem 4.6 should be
reasonable and optimal with additional regularity on source term.

5 L®° analysis for a branch of nonsingular solutions

In this section, the aim is to give a stability and optimal convergence analysis in the
L*-norm for velocity gradient and pressure, which is not available in the literature
for the finite volume approximations of the stationary Stokes equations. The main
difficulty of the convergence analysis is to obtain the optimal error estimates in this
norm by removing the logarithmic factor O(|log &) that appeared in the traditional
estimates. The analysis in this section is based on a technique using the weighted
Sobolev norms introduced in [3,11,16] for the finite element approximations of the
Stokes equations. Duran et al. [11] provided a sharp L°°-norm error estimate for
the finite element approximations of the Stokes problem with the logarithmic factor.
Girault et al. [16] adapted the analysis in [3] to remove the logarithmic factor by
working with the weight /2 to be defined below. Here, we focus on an optimal
analysis in this norm for the finite volume methods for the stationary Navier—Stokes
equations. The analysis is still required to deal with the complexity of the trilinear
terms and different test and trial functions in different finite dimensional spaces.

In the coming analysis, we require that the interpolation operators 7, and J, satisfy
additional properties:

Assumption (A3) e [j is quasi-local: For all K € Ky,

IIhv —vll2ky  +hxIVUnv — V)l 2k) < Chik IVl g2eak):
IVIRvll2ky < Clvlgiak)-

e ), satisfies the discrete divergence-preserved property:
d(Iyv —v,qn) =0 Vg5, € My,.
e J, is also quasi-local: For all K € K,
1Vhg — qlir2k) < Chilqlpiak)-
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Here AK is a macro-element containing at most L elements of K, including K, L
being a fixed integer independent of /, and the functions in M, are those in M}, without
the zero mean-value constraint. The additional property of quasi-locality is fundamen-
tal here for deriving weighted estimates. For the examples considered, assumption (A3)
holds.

5.1 Stability in the L°°-norm

Here, we collect some basic assumption on regularity results and properties of the
Green’s function for the Stokes equations from the literature and use them to analyze
a branch of nonsingular solutions in L norm. To analyze the stability of the finite

volume methods in the L°°-norm, following [3,28], we introduce the regularized
up.i
0x j 4

Green’s functions. Toward that end, we fix an element of the matrix Vuy, e.g.,

and an appropriate point xo located in the element K € Kj where ‘ 8(;4% is maximum.
J

An approximate mollifier §); supported by K is defined so that

a .
=(8M, ””) (5.1)
Lo ax;

where ¢; is the unit vector in the i-direction (i = 1 or 2). Now, the regularized Green’s
functions are defined by

d(Suei up
Doy = 2Ou), /5de =1, |
d 0x;

a(G,v) — Ad(v, Q) + Ab(v, u, G) + Ab(u, v, G) = —(Dép, v), Y v € X,
(5.2a)
Ad(G,q) =0, VYgeM. (52b)

Similarly, there holds the following estimate [16]:

lo* >V G 2 + I Q)2 < CROPY, (5.3a)

lo*2AG|I 2 + l0**V Qll 2 < CRO*7!, (5.3b)

where o (x) = [|x — x0/> + (kh)*1"2 (Jx — x0| < R, R > 0), u = 2 + 6 with
0 < 6 < 1, and C > 0is independent of the constant ¥ > 1 and the mesh size .

Also, we define the Stokes projection (Gj, Qp) € X, of (G, Q):

a(G — Gy, vp) — Ad(vp, O — Qp) =0 VY, € Xy, (5.4a)
2d(G — G, qn) =0 Vgu € Mj,. (5.4b)

Under assumption (A3), it holds that [16]

IVGrliL2 +1Qnll2 = CUIVGI2 + 1121l 2)- (5.52)
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Furthermore, by this assumption, the solution to problem (5.4) satisfies
I62V(G = G2 + 1672(Q = 0wl < Ch7P2. (5.5b)

We now analyze the solution stability in terms of | Vup ||~ and || pp|| L~ in order
to obtain the optimal estimates in the same norm for the finite volume approximations
of the nonsingular solutions of the stationary Navier—Stokes equations.

Lemma 5.1 Under the assumptions of Theorem 4.6 and (A3), let {,,u(}); A € A}
and {A,up(A); A € A} be a branch of nonsingular solutions of (2.2) (or 2.5) and
(3.12), respectively. Then it holds that

Vuplie = CUIVullpe 4+ Iplizee + 11 f1I22). (5.6)
Proof Taking (v, g) = (up,, pp) in (5.2), we see that
IVunllLee = a(G, up) — Ad(up, Q) — 2d(G, pp) + Ab(up, u, G) + Ab(u, up, G),
which, together with the Stokes projection defined in (5.4), yields

IVupllpe =a(Gp, up) —rd(up, Qn) — Ad(Gp, pp) + Ab(up, u, G) + Ab(u, up, G).
(5.7)

Moreover, it follows from (2.5), (3.12) and Lemma 3.2 that

a(u —up, vp) — Adp, p — pn) + Ad W — up, gn)
+Ab(u, u, vy) — Ab(up, up, Tpop) = A(f, vy, — Thop). (5.8)

Thus, we derive from (5.7), (5.8) with (vs, gn) = (Gp, —Qp) and (5.2b) withg = p
that

IVupllpe = a(u, Gp) + Ad(Gp, p) + 2b(u, u, Gp) — Ab(up, up, 'nGp)
+rb(up, u, G) + rb(u, up, G) — A(f, G, — T'nGp)
=au,Gp—G)+a(u,G) —1d(G, — G, p) —A(f, G, —T1,Gp)
+Ab(u, u, Gp) — Ab(up, up, U'nGp) + Ab(up, u, G) + Ab(u, up, G),
(5.9)

since d(u, Qn) = 0. Applying (5.2a) with v = u and (2.1b) leads to that
a(u,G) = =2Ab(u,u, G) — (Ddy, u). (5.10)
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Then using (5.9) and (5.10) gives the main equality

IVupllpe =—(Ddp, u) +au, G, — G) — Ad(Gy — G, p) — A(f, Gy, — T'yGp)
+Ab(u —up,u, Gp) —Ab(u —up, u —up, Gp) + Ab(u, u — uyp, Gy)

+Ab(up, up, G —=TpGp)+Ab(up, u, G)+1b(u, up, G)=21b(u, u, G).

(5.11)

Obviously, it follows from Lemma 3.1, (5.5a) and the Holder inequality that

—(Ddy,u) = || Vu =,
[(f, Gh = ThGp)| < Chll fll2(IVGll2 + 11Ol 12),
la(u, G — G) —Ad(G, — G, p)| < (IVullp= + lIpliL=)IV(G — Gp)li 1.

Similarly, we estimate the trilinear terms as follows:

[bu—up, u, Gp)+b(u, u—up, Gp)| < ClIVull2(IVGll 2+ 1 QN ) IV @ —up)ll 2,
b — up.u —up, Gp)l < C(IVGll 2 + 1 QU)IV @ — w72
|b(up,u, G) + b, up, G) —2b(u, u, G)| = |b(up, —u,u, G) + b(u, up, —u, G)|
= ClIIVull 2 VGl 2 IV @ — up) 2

By using the same approach as for (4.14) and Lemma 4.1, it follows that

b(un, un, Gn — ThGp)| < Cllog h"2h? unll 2 | Anunll 2 (IVG 2 + 1Ol 2)
< Cllogh|"? R fll2(IVG 2 + 121l 2).

Thus it remains to estimate [|V(Gj, — G) |1, VG2 and || Q| ;2. To this end, note
that

IV(Gh =Gl = / V(Gr — G)dx

Q
172 1/2

< /on(Gh — G)|2dx /a_“dx . (5.12)

Q Q

It follows from [16] that the last term in (5.12) can be bounded as follows:

/a’“dngh’e, 0<0<1, p=2+6. (5.13)
Q

Thus we see from (5.5b), (5.12), and (5.13) that

IV(Gh — Gl = C. (5.14)
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As for the term ||V G| 2, using again the Holder inequality and (5.3a), we see that

IVGI3, < maxoz_“/cr“_2|VG|2dx

Q

< kh* MoV G |7, < ChT2 (5.15)

(2)
Similarly,
10,2 < Ch™ !,

which together with these inequalities (4.18) and (5.11-5.15), we obtain the desired
result. =

It is important to note that the stability of the pressure in the L°°-norm does not
directly follow from the above result on the velocity and the discrete inf-sup condition.
The analysis for the pressure requires a different regularized Green’s function [3,28]:

alU,v) +Ad(, V) +Arb(w,u,U) + 1b(u,v,U) =0, veX, (5.16a)
AU, q) = (@m —B,q), g €M, (5.16b)

where B is a fixed function in CSO(Q) such that fQ B(x)dx = 1 and thus 8y — B €
L%(Q). Analogically, the solution of problem (5.16) satisfies [16]

lo" >V U 2 + o2 Ve < ChOP (5-17)
Also, we define its Stokes projection (U, Vy,) € X, as follows:
a(U — Uy, vp) +Adp, V= Vi) —d(U — Up,qr) =0 Vv, qn) € X, (5.18)
which has the following result [16]:

IVURlI2 + IVallz2 < CAVU 2 + 1V I2), (5.192)
o 2V WU = Uiz +lo™>(V = Vi)ll2 < CRP2. (5.19b)

Based on the above preparation, we need to estimate || py ||z in Lemma 5.2.

Lemma 5.2 Under the assumptions of Theorem 4.6 and (A3), let {,,u(X); A € A}
and {A,up(X); L € A} be a branch of nonsingular solutions of (2.2) (or (2.5)) and
(3.12), respectively. Then it holds that

IpnllLee = CUIVullLe + lIplize + 1 f1I22)- (5.20)
Proof Taking (v, q) = (u — up, p — pp) in (5.16), we find that

(6 — B, p—pn) =aU,u—up) +rdu—up, V) —2dU, p — pn)
+Ab(u —up,u, U) +Ab(u, u — uy, U). 5.21)
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Moreover, setting (vy,, gn) = (Up, Vi) in (5.8) yields

a(w —up, Up) —Ad(Up, p — pp) + Xd(u — up, Vi) + Ab(u, u, Up)
—Ab(up, up, TnUy) = A(f, Uy, — TpUp). (5.22)

Then, using (5.21) and (5.22) and noting that
d(U —Up, pp) =0
in (5.18), we obtain

lprllLee = a(u —up, U — Up) + Ad(u —up, V — Vi) — 2d(U — Uy, p)
+(B, p—pn) — @m, p) — *b(w —up, u, Up) — Ab(up, u — up, Up)
—Ab(up,up, Uy — TpUp) + Ab(u — up,u, U) + Ab(u,u — up, U)
+A(f, Up — ThUp). (5.23)

It follows from Lemma 5.1, the Holder inequality, and (5.19a) that

la(u —up, Uy —U) — Ad(u — up, Vi — V) + Ad(Uy, — U, p)|
= UV —up)liee + Iplee)NVWUn — U)lipr + 11V — Vg1
= (IVulizee + lIplleee + 1 fIl2) UV Un = W)lipr + 1V = Vg,

since d(U — Uy, pi) = 0. By the estimates of the trilinear terms in (2.7),

Ao(u —up,u, U) + Ab(u, u —up, U)|
= ClIVullpe IV = up) 2 IVU [l 2,
b(u —up,u, Up) + b(up, u —up, Up)|
= CIV@u —up)li2UVullp2 + IVupllp2)AIVU I 2 + 1V I 2)-

Thanks to the same approach as for (4.14), we derive from Theorems 4.1, 5.1 and
(5.19a) that

[Ab(up, up, Up — TpUp)|
< ClVupllrellun — pupll 2| Un — TrUpll 2
< Ch2(|Vupll o I Vupll 2 IV Upll 2
< CRA(IVul e + Iplizee + 1 FIl2)UAVU 2 + 1V 2).

In addition, using Lemma 5.1, and the Holder inequality, gives

[(B. p— pr) — (6m. p)| = CllullLe + || pllLe),
|(f, Un = TaUp)| = CRIfll2(IVU 2 + 121l 2)-
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Furthermore, we apply the same procedure as in Lemma 5.1 with respect to | V(U —
Ul IV = Vil IVUIlg2 and ||V 2 to obtain

IVUIl2 +IVIi2 < Ch=' VWU = Uiy + IV = Vallig) < €. (5.24)

Therefore, combining all these inequalities with the convergence results (4.18) of the
finite volume methods yields the desired result. O

5.2 Optimal error estimates

Based on the maximum-norm stability analysis, we will show the optimal estimates
in L°-norm for the stationary Navier—Stokes equations.

Lemma 5.3 Under the assumptions of Theorem 4.6 and (A3), let {1, u(X); L € A}
and {\, up(\); A € A} beabranch of nonsingular solution of (2.2) (or 2.5) and (3.12),
respectively. Then it holds that

IV —up)llree < Ch(luly2o + [plyroco + 1f 1 51)- (5.25)

Proof Taking v = e = Iu — uy, in (5.2), recalling the properties of §57 in (5.2a), and
using the definition of the Stokes projection (5.4), we see that

IVellre = a(G,e) — Ad(e, Q) + Ab(e,u, G) + Ab(u, e, G)
=a(Gp,e) — Ad(e, Qp) + Ab(e,u, G) + Ab(u,e, G).  (5.26)

By (5.2b), (5.4b),
d(Gp, p— pn) =d(Gp, p— JIpp) =d(Gr — G, p— ).
Also, it follows from (5.2b), (5.4b) and (5.8) with (v, gn) = (G, 0) that
a(e, Gp) = a(lpu — u, Gp) + Ad(Gp, p — pp) — *b(u, u, Gp) + Ab(up, up, UpGp)
+A(f, Gr —T',Gp)
=a(lyju —u,Gp, — G)+allpu —u,G) +1d(Gyp — G, p — Jpp)
—Ab(u,u, Gp) + Ab(up, up, U'nGp) + A(f, Gp — TpGp).

Furthermore, a consequence of (5.2a) with v = Iu — u is

a(lyou —u, G) = —(Déy, Inu — u) + Ad(Ipu — u, Q) — Ab(Ipu — u, u, G)
—Ab(u, Inu — u, G).
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Thus, noting @), € My, C My, using all these equations, Assumption (A3) and (5.26),
we obtain

[VellLe = a(lpu —u, G — G) +2d(Gp — G, p — Jpp) + Ad(Tpu —u, Q — Qp)
—Ad(e, Qp) — (Ddy, Ipu — u) + A(f, G — T Gp)
—Ab(Ihu—u,u, G)—Ab(u, Inu—u, G)—Ab(u, u, Gp)+rb(uyp, up, Gp)
—Ab(up, up, Gp) + Ab(up, up, UpGp) + Ab(e, u, G) + Ab(u, e, G).
(5.27)

Clearly, it follows from (5.1) that
—(Dép, Ihu — u) = [|[VUIpu — u)ll 1o,
and

la(Tpu —u, Gp — G) + A2d(Gp — G, p — Jpp) + Ad(Ipu —u, Q — Q)|
= (IVUpu —w)llee +|p = JupllLo)IV(Gr = Gl +1Q = Qallp).
|(f. Gh = TwG)| = (f — #nf. Gh = TwGw)| < CH*|| fll g1 I VGl 2

Using the estimates of the trilinear terms in (2.7), and the property of the projection
operator (5.5a), we have

|b(Ihu — u, u, G) + b(u, lyu —u, G)|
< Cllfpu — ull 2| Aull 2[IVGl 2,
|b(e,u, G) +b(u, e, G)|
< C(lu —upligz + Hpu — ul ) Aull 2[IVGl L2,
|bu, u, Gp) — bup, un, Gp)l
= |b(u —up,u,Gp) +bu,u —up, Gp) —b(u —up,u —up, Gp)|
< CUlAull2llu = upll 2 + IV @ —up)I3)AIVG 2 + Q1 2). (5.28)

In view of Lemma 3.1 and the Holder inequality, it follows that

[b(up, up, G — T'nGp)|

. 1. .
= (((uh — Tputp) - Vup + Edw up(up — wpup), Gy — FhGh)

V2 .
{1+ - (IVupllpoolup — wpupll21Gn — TrGrllp2

< CR*|Vunll L= (IVGl 2 + Q1 2). (5.29)
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Using the estimates of [ VG| 12, | Ol 2, [ Vup Lo, V(G —Gp) 1, and | Q — Ol 1
again, we find that

IV —up)llpee < IVUpu —w)l|L= + [|Vell Lo,

which, together with (3.1)-(3.2), (5.27)—(5.29), Theorem 4.6, and Lemma 5.1, gives
the desired result. O

It is worth noticing that the analysis for ||p — pj||Le is still required the stability
result in the L°°-norm for the velocity and pressure, the Stokes projection (U, Vy,),
and assumption (A3). Then, the proof of the best approximation property will be given
in the coming theorem.

Lemma 5.4 Under the assumptions of Theorem 4.6 and (A3), let {,,u(}); A € A}
and {A,up(A); A € A} be a branch of nonsingular solutions of (2.2) (or 2.5) and
(3.12), respectively. Then it holds that

Ip = prlie = Ch(luly2eo + | plwioe + L f 1. (5.30)
Proof Using (5.21) and (5.22) and setting n = J, p — pj, gives

Inllze = a( —up, U — Up) +Ad(u —up, V — Vi) = 2d(U — Up, p — Jnp)
+(B, p—pn)+Om, Jhp—p)—Ab(u—up, u, Up)+rbu—up, u—up, Up)
—Ab(u,u —up, Up) — Ab(up, up, Uy — TpUp) + Ab(u — up, u, U)
+rXb(u, u —up, U) + X(f, Up — TpUp). (5.31)

Thanks to Lemmas 4.1 and 5.3, and the Holder inequality, we see that

la(u —up, Uy —U) —dw —up, Vp = V) +dUy — U, p — Jpp)l
<V = up)lire +11p = JupllLe)WIVUp = Ul g1 + 1V = Vg
< Ch(lulw2eo + [plwroe + 1 f g UV Un — U)llpt + 1V — V).

By (3.1), Theorem 4.6, and a simple calculation, we obtain

|(B,p = pn)+ Gm, Jup — ) = CUlp = prll2 + 11p — JwpliL=)
= Ch(llully2co + IPlwrce + 1 f g0

Furthermore, we deduce from (2.7), (5.19a) and (5.29) that

bu — wp, u, U) + b, u —up, U)| < CllAull2lu — upll 2| VU | 2,
b(u — up, u, Up) + b, u — up, Up)| < CllAull2llu — upll 2(IVU |2 + 1V [ 22),
b — wp, u —up, Up)| < CIIV@ —up) I3 (IVU |2 + 1V ]I 2).
b(un, un, Up — ThUp)| < CRAIVup L (IVU I 2 + VI 12),
|(f. Un = ThUp| < CRA f i (VU2 + [V 11 2)-
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Combining all these inequalities with the estimates of |V(U — Up) |11, |V — Villp1,
IVU] ;2 and ||V ;2 and using Theorem 4.6 and Lemma 5.1, we finally obtain the
desired estimate. O

Now, the main result in the L°°-norm for the velocity and pressure is summarized
in the next theorem.

Theorem 5.5 Under the assumptions of Theorem 4.6 and (A3), let {1, u(1); 1 € A}
and {1, up(A); A € A} be a set of nonsingular solutions of (2.2) (or 2.5) and (3.12),
respectively. Then it holds that

IV —up)liLee +Allp — prlliee < Ch(lulyzo + [plwioc + [1Lf | g1)-

6 Conclusion

In this paper, we have performed an optimal L2, H' and L analysis for a finite volume
method for the stationary 2D Navier—Stokes equations with large data by using new
techniques. Using these techniques, together with some inequalities in [19,22], we
can also carry out a similar optimal L® analysis for the same finite volume method
for the stationary 3D Navier—Stokes equations.
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