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Abstract We prove that the Jacobi algorithm applied implicitly on a decomposition
A = X DXT of the symmetric matrix A, where D is diagonal, and X is well con-
ditioned, computes all eigenvalues of A to high relative accuracy. The relative error
in every eigenvalue is bounded by O(εκ(X)), where ε is the machine precision and
κ(X) ≡ ‖X‖2 · ‖X−1‖2 is the spectral condition number of X . The eigenvectors are
also computed accurately in the appropriate sense. We believe that this is the first algo-
rithm to compute accurate eigenvalues of symmetric (indefinite) matrices that respects
and preserves the symmetry of the problem and uses only orthogonal transformations.

Mathematics Subject Classification (2000) 65F15 · 65G50 · 15A23

1 Introduction

When conventional algorithms, like Q R or divide-and-conquer, are used to compute
the eigenvalues and eigenvectors of ill-conditioned real symmetric matrices in float-
ing point arithmetic, only the largest in magnitude eigenvalues are computed with

F. M. Dopico (B)
Instituto de Ciencias Matemáticas CSIC-UAM-UC3M-UCM and Departamento de Matemáticas,
Universidad Carlos III de Madrid, Avda. Universidad 30, 28911 Leganés, Spain
e-mail: dopico@math.uc3m.es

P. Koev
Department of Mathematics, San Jose State University,
One Washington Square, San Jose, CA 95192, USA
e-mail: koev@math.sjsu.edu

J. M. Molera
Departamento de Matemáticas, Universidad Carlos III de Madrid,
Avda. Universidad 30, 28911 Leganés, Spain
e-mail: molera@math.uc3m.es

123



520 F. M. Dopico et al.

guaranteed relative accuracy. The tiny eigenvalues may be computed with no relative
accuracy at all—and even with the wrong sign. The only eigenvectors that are com-
puted accurately are the ones corresponding to eigenvalues whose absolute separation
from the rest of the spectrum is large. See [2, Sect. 4.7] for a survey on error bounds
for the symmetric eigenproblem.

In contrast, in the last 20 years an intensive research effort has been made to derive
algorithms for computing eigenvalues and eigenvectors of n × n symmetric matrices
to high relative accuracy, at O(n3) cost, i.e., roughly the same cost as that of conven-
tional algorithms for dense symmetric matrices [3,12,14,16,31,32,35,38,41,42]. The
closely related problem of computing the Singular Value Decomposition (SVD) with
high relative accuracy has received even more attention [5–8,10,11,18,20,21,23,45].

By high relative accuracy we mean that the eigenvalues λi , the eigenvectors vi ,
and their computed counterparts λ̂i and v̂i , respectively, satisfy

|λ̂i − λi | ≤ O(ε)|λi | and θ(vi , v̂i ) ≤ O(ε)

min
j �=i

∣
∣
∣
λi −λ j

λi

∣
∣
∣

for i = 1, . . . , n, (1)

where ε is the machine precision, and θ(vi , v̂i ) is the acute angle between vi and v̂i .
These conditions guarantee that all eigenvalues, including the tiniest ones, are com-
puted with correct sign and leading digits. The eigenvectors are computed accurately
as long as the relative separations between the eigenvalues are large, regardless of
how small the eigenvalues themselves may be. For multiple or extremely close eigen-
values, the eigenvectors become extremely ill conditioned in which case we develop
error bounds for the corresponding invariant subspaces.

Many classes of structured symmetric matrices whose eigendecompositions and
SVDs can be computed with high relative accuracy have been identified [3,5–12,14,
38,45]. Introduced by Demmel et al. [7], the key unifying idea in these high accuracy
computations is to compute first an accurate rank revealing decomposition (RRD),
i.e., a decomposition A = X DXT, where X is well conditioned and D is diagonal,
and then to recover the eigenvalues and eigenvectors from the factors of the RRD.

At present, accurate computations of RRDs are possible for the following classes of
symmetric matrices: scaled diagonally dominant matrices [3], diagonally scaled well
conditioned positive definite matrices [12], certain diagonally scaled well conditioned
indefinite matrices [40], weakly diagonally dominant M-matrices [10], Cauchy matri-
ces, diagonally scaled Cauchy matrices, Vandermonde matrices, totally nonnegative
matrices [14], total signed compound matrices, diagonally scaled totally unimodular
matrices [38], and properly parameterized diagonally dominant matrices [45].

The fundamental property that makes an RRD very useful in high relative accuracy
computations is that its factors accurately determine the eigenvalues and eigenvectors
of the original matrix. Namely, small componentwise relative perturbations in D and
small normwise relative perturbations in X produce small relative perturbations in
the eigenvalues of A, and small perturbations in the eigenvectors with respect to the
relative eigenvalue gap [7,14].

Several algorithms have been proposed in the past to compute eigendecompositions
of symmetric RRDs to high relative accuracy. These algorithms are very satisfactory

123
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in the positive definite case and are based on the one-sided Jacobi algorithm [13,
Sect. 5.4.3] with a stringent stopping criterion [12,18,35].

Two algorithms are proposed for the indefinite case. While both algorithms work
well in practice, they both have shortcomings:

• The algorithm proposed by Veselić [44], and carefully analyzed and developed by
Slapničar [41,42] uses hyperbolic transformations, an unfortunate situation, since
symmetric matrices are diagonalizable by an orthogonal similarity. Furthermore,
this hyperbolic procedure does not guarantee small error bounds;1

• In contrast, the algorithm of Dopico, Molera, and Moro [16] does guarantee the
error bounds (1), but does not respect the symmetry of the problem.

Our main result in this paper is a new algorithm which, given an RRD A = X DXT of
a symmetric matrix A (definite or indefinite), computes its eigenvalues and eigenvec-
tors to high relative accuracy by using only orthogonal transformations and respect-
ing the symmetry of the problem. When A is nonsingular this algorithm is simply
the standard Jacobi algorithm applied implicitly on X using the well known cyclic-
by-row strategy [13, Sect. 5.3.5] to create the “implicit” zeros in A. The algorithm
stops when

|ai j | ≤ tol
√|aii a j j |, (2)

for all i < j , where tol is a given tolerance, typically O(ε). Once the stopping cri-
terion has been satisfied, the eigenvalues of A are computed as the diagonal entries
of X f DXT

f , where X f is the last iterate. The eigenvectors are accumulated from the
Jacobi rotations in each step.

In Sect. 5, we prove that the relative error in each eigenvalue is bounded by
O(κ(X)ε), where κ(X) ≡ ‖X‖2‖X−1‖2 is the condition number of X , and ‖ · ‖2
is the spectral norm. Note that since we are using only orthogonal transformations in
the Jacobi iteration, the condition number of X does not change. Therefore, when X is
well conditioned, i.e., when κ(X) � 1

ε
, the eigenvalues are computed to high relative

accuracy. Roughly, each eigenvalue is computed with log10 1/(εκ(X)) correct leading
significant decimal digits. We also prove that the error in each computed eigenvector
is bounded by O(κ(X)ε) divided by the corresponding relative eigenvalue gap.

To establish our relative error bounds, we prove that the computed eigenvalues
and eigenvectors are the exact eigenvalues and eigenvectors of a small multiplicative
perturbation of X DXT, i.e.,

(I + E)X DXT(I + E)T, (3)

with ‖E‖2 = O(ε κ(X)). This backward error result is in stark contrast with the
unstructured additive backward error bounds for conventional symmetric eigensolvers
[2, Sect. 4.7]. This is the key fact which, combined with the multiplicative perturbation

1 See [41, Theorem 4] and do notice that the error bound for the eigenvalues depends on the inverse of the
minimum singular values of all the column scaled matrix iterates generated by the hyperbolic one-sided
Jacobi algorithm. As far as we know, there is no proof that these quantities are bounded, but they have never
been observed to be large in practice.
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522 F. M. Dopico et al.

theory bounds in [22,33,34], allows us to prove that the implicit Jacobi algorithm
delivers high relative accuracy when X is well conditioned.

In exact arithmetic, the implicit Jacobi algorithm is mathematically equivalent to
applying the standard cyclic-by-row Jacobi algorithm to X DXT, and therefore the con-
vergence properties of the implicit method are the same as those of standard Jacobi, to
be found for instance in [13,25,37]. Thus, we do not address its convergence properties
in this paper.

The paper is organized as follows. We introduce the main result—the implicit Jacobi
algorithm for nonsingular RRDs—in Sect. 2, as well as some of its key properties. It
sets the stage for the rest of the paper, where detailed proofs and tests are developed. In
Sect. 3, we summarize multiplicative perturbation bounds for eigenvalues and eigen-
vectors. Section 4 is concerned with the accuracy of the last step of the implicit Jacobi
algorithm. In Sect. 5 a complete multiplicative backward error analysis for the implicit
Jacobi algorithm is developed. In Sect. 6, we show that our algorithm extends trivially
to singular RRDs. Since the factors X and D of an RRD may be results of previous
computations (and thus carry uncertainties), we discuss how these uncertainties affect
the final output in Sect. 7. In Sect. 8, we present a simple but very effective precon-
ditioning technique to speed up the implicit Jacobi algorithm. We present numerical
tests in Sect. 9 and draw conclusions in Sect. 10.

Notation: In this paper, we consider only real matrices and denote the set of m × n
real matrices by R

m×n . The entries of a matrix A are denoted by ai j and |A| is the matrix
with entries |ai j |. We use MATLAB [36] notation for submatrices, e.g., A(i : j, k : l)
will indicate the submatrix of A consisting of rows i through j and columns k through
l, and A(:, k : l) will indicate the submatrix of A consisting of columns k through l.

2 The implicit Jacobi algorithm

In this section, we present our main result—the implicit Jacobi algorithm. We assume
that an RRD A = X DXT of a symmetric matrix A is given, where X, D ∈ R

n×n

are nonsingular and D = diag(d1, . . . , dn). The case when X is rectangular or D is
singular is considered in Sect. 6. Note that when A is nonsingular its eigenvalues are
different from zero, therefore the Jacobi algorithm stops in a final iterate that is an
almost diagonal matrix with nonzero diagonal entries.

We adopt the standard notation for Jacobi rotations

i j

R(i, j, c, s) =
i

j

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1
. . .

c −s
. . .

s c
. . .

1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,
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where the computation of the cosines, c, and sines, s, is performed in the traditional
way—see the classical texts [13, Sect. 5.3.5], [25, Sect. 8.4.2], and [37, Chapter 9] for
details.

The key idea of our algorithm below is to apply the Jacobi rotations implicitly
and keep the matrix in factored form, i.e., to implement each Jacobi step X DXT →
RT(X DXT)R by updating X → RT X. Since the multiplicative backward errors
introduced by this update are unaffected by right diagonal scaling on X , we refactor
X DXT as G J GT, where G = Xdiag(

√|d1|, . . . ,√|dn|) and J = diag(sign(d1), . . . ,

sign(dn)), and update G instead. We use this second updating procedure because it is
more convenient in the preconditioned version in Algorithm 3.

The entries of A = G J GT needed for the computation of the Jacobi rotation in
Algorithm 1 and for the computation of the eigenvalues in the last step are computed
through the usual formula

ai j =
n
∑

k=1

gik g jk sign(dk). (4)

Algorithm 1, and the rest of algorithms in this paper, guarantees high relative
accuracy in the computed eigenvalues and eigenvectors if X is well conditioned. As
explained in Sect. 1, this means that κ(X) � 1

ε
. We will see that the smaller the

condition number of X , the larger the accuracy.

Algorithm 1 (Implicit cyclic-by-row Jacobi on XDXT) Given a nonsingular well
conditioned matrix X ∈ R

n×n and a diagonal nonsingular matrix D = diag(d1, . . . ,

dn) ∈ R
n×n , this algorithm computes the eigenvalues λ1, . . . , λn of A = X DXT and

an orthogonal matrix U ∈ R
n×n of eigenvectors to high relative accuracy.

κ̂(X) is the computed estimation of κ(X)

U = In

G = X diag(
√|d1|, . . . ,√|dn|)

J = diag(sign(d1), . . . , sign(dn))

repeat
for i = 1 : n − 1

for j = i + 1 : n
compute aii , ai j , a j j of A = G J GT as in (4)

compute T =
[

c −s
s c

]

, c2+s2 =1, such that T T
[

aii ai j

ai j a j j

]

T =
[

µ1 0
0 µ2

]

G = R(i, j, c, s)T G
U = U R(i, j, c, s)

endfor
endfor

until convergence

(

|ai j |√|aii a j j | ≤ ε max{n, κ̂(X)} for all i < j and
∑n

k=1 g2
ik|aii | ≤ 2̂κ(X)

for all i

)

compute λi = aii for i = 1, 2, . . . , n.
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524 F. M. Dopico et al.

Apart from the implicit nature of Algorithm 1, it differs from the usual Jacobi
algorithm in the last two lines—the stopping criterion and the final computation of the
eigenvalues. Both lines paramount in guaranteeing high relative accuracy of the com-
puted eigenvalues and the associated error analysis is one of the main contributions in
this work. They deserve a brief explanation.

Let us start with the last line of the code, the computation of the eigenvalues as the
diagonal entries of the last iterate A = G J GT from the factors G and J using (4).
To get the eigenvalues with high relative accuracy it is necessary to guarantee that no
severe cancelation is produced in this process. To this purpose, first we will prove in
Theorem 5 in Sect. 4 that, in exact arithmetic, if the implicit Jacobi algorithm stops
according with the usual stopping criterion (2), then the conditions

∑n
k=1 g2

ik

|aii | ≤ 2κ(X), i = 1, . . . , n, (5)

are automatically satisfied for the last iterate. This fact is what induces the use of (5)
as the second part of the stopping criterion in the line before the last in Algorithm 1.
This second part of the criterion, together with standard error analysis [29, Sect. 3.1],
leads to the following satisfactory relative error bounds in the aii computed in the last
line:

∣
∣
∣
∣

f l(aii ) − aii

aii

∣
∣
∣
∣
≤ nε

1 − nε
·
∑n

k=1 g2
ik

|aii | ≤ 2nε

1 − nε
κ̂(X), i = 1, . . . , n. (6)

These relative errors are small whenever κ(X) is small. Note that in exact arithmetic
the conditions (5) are satisfied without the need of extra Jacobi steps with respect to
(2). We have always observed the same in thousands of numerical tests, but, in finite
precision, we need to impose (5) explicitly to guarantee the error bounds.

The stopping criterion (2) with tol = ε max{n, κ̂(X)} in Algorithm 1 includes
εκ̂(X) because

|ai j |√|aii a j j | involves the computed entries aii , a j j and ai j , and (6) imply

relative errors of order εκ̂(X) in the computed diagonal entries. A complete explana-
tion of the stopping criterion in Algorithm 1 is presented in Sect. 5.1

The crucial part of the error analysis of Algorithm 1 corresponds to the stopping
criterion because standard error analysis guarantees that the application of the Jacobi
rotations on G is safe. The reason is that G is well conditioned after column scaling
since X is well conditioned, and therefore only small backward multiplicative errors
are introduced by the rotations [13, p. 251] [29, Lemma 19.9]. In fact, we will see in
Lemma 3 in Sect. 5.1 that the errors introduced by the stopping criterion can also be
expressed as small backward multiplicative errors. This is combined with the errors
coming from the rotations in Theorem 6 in Sect. 5.2 to prove that Algorithm 1 com-
putes the eigenvalues and eigenvectors of X DXT with small multiplicative backward
errors (3) with ‖E‖2 = O(εκ(X)). We will recall in Sect. 3 multiplicative pertur-
bation results for eigenvalues and invariant subspaces (eigenvectors) that together
with Theorem 6 show that Algorithm 1 computes the eigenvalues and eigenvectors of
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X DXT with errors

|λ̂i − λi | ≤ O(εκ(X))|λi | and θ(vi , v̂i ) ≤ O(ε κ(X))

min
j �=i

∣
∣
∣
λi −λ j

λi

∣
∣
∣

for i = 1, . . . , n.

(7)

In the case of extremely close or equal eigenvalues, the bound for θ(vi , v̂i ) explodes,
then one can get bounds for the invariant subspaces using Theorem 2.

Let us consider the computational cost of Algorithm 1. Assume, without loss of
generality, that the p positive entries on the diagonal of D come first, then the entries
ai j are ai j =∑p

k=1 gik g jk −∑n
k=p+1 gik g jk . So the cost of computing a Jacobi rota-

tion is 6n flops, the cost of multiplying G by a Jacobi rotation is 6n flops, and the cost
of multiplying U by a Jacobi rotation is 6n flops. So each Jacobi step costs 12n flops
if the eigenvectors are not desired and 18n if they are. If NR is the total number of
Jacobi rotations performed in Algorithm 1 the total cost is

12n NR flops to compute only eigenvalues

18n NR flops to compute eigenvalues and eigenvectors.

These costs can also be expressed in terms of the number of Jacobi sweeps, denoted by
Nsw. Since one sweep involves n(n − 1)/2 consecutive rotations, the cost is 6n3 Nsw
flops to compute eigenvalues and 9n3 Nsw if the eigenvectors are also desired. It is
accepted that Nsw is proportional to log(n) for the classical Jacobi algorithm [25,
Sect. 8.4]. For information on the number of sweeps performed by Algorithm 1 we
refer to the numerical tests presented in Sect. 9. Several ideas to decrease the compu-
tational cost of Algorithm 1 are discussed in Sect. 8.

In practice, the rotation R(i, j, c, s) is applied on G and/or U only if

|ai j | > ε max{n, κ̂(X)}√|aii a j j |,

or

n
∑

k=1

g2
ik > 2̂κ(X) |aii |, or

n
∑

k=1

g2
jk > 2̂κ(X) |a j j |.

Once ai j , aii , and a j j are computed, the cost of checking the first condition is 3 flops,
negligible with respect to the cost of a rotation. The second condition involves the
unknown quantity

∑n
k=1 g2

ik that can be computed with negligible cost as follows:
assume again that the p positive entries on the diagonal of D come first, then we can
compute aii = ∑p

k=1 g2
ik −∑n

k=p+1 g2
ik and

∑n
k=1 g2

ik = ∑p
k=1 g2

ik +∑n
k=p+1 g2

ik .

As a consequence, to compute
∑n

k=1 g2
ik only costs one additional flop if

∑p
k=1 g2

ik
and

∑n
k=p+1 g2

ik are stored. A similar remark holds for
∑n

k=1 g2
jk . So, the total cost

of checking the second condition of the stopping criterion is four flops.
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Finally, we mention that if the matrix D is extremely ill-conditioned, then underflow
may appear in the computation of the Jacobi rotations. This can cause loss of accuracy
and failure of convergence. In this case, the rotations should be carefully implemented
in the spirit of the procedure presented in [17] for the SVD computation.

3 Basic results on multiplicative perturbation theory

In this section, we recall two bounds for the relative perturbations of eigenvalues and
eigenvectors of symmetric matrices under multiplicative perturbations [22,34].

Theorem 1 [22, Theorem 2.1] Let A = AT ∈ R
n×n and Ã = (I + E)A(I + E)T ∈

R
n×n, where I + E is nonsingular. Let λ1 ≥ · · · ≥ λn and λ̃1 ≥ · · · ≥ λ̃n be,

respectively, the eigenvalues of A and Ã. Then

|̃λi − λi | ≤ (2 ‖E‖2 + ‖E‖2
2

) |λi |, for i = 1, . . . , n.

Lemma 1 is a corollary of Theorem 1.

Lemma 1 Let X ∈ R
n×r be a matrix of full column rank, and D = diag(d1, . . . , dr )

and D̃ = diag(d̃1, . . . , d̃r ) ∈ R
r×r be nonsingular diagonal matrices such that

∣
∣d̃i − di

∣
∣ ≤ β |di |, i = 1, . . . r,

where 0 ≤ β < 1. Let λ1 ≥ · · · ≥ λn and λ̃1 ≥ · · · ≥ λ̃n be, respectively, the eigen-
values of X DXT and X D̃XT. Define α = 1 − √

1 − β, and assume that ακ(X) < 1.
Then

∣
∣̃λi − λi

∣
∣ ≤ |λi |(2 + ακ(X))ακ(X), i = 1, . . . , n.

Proof Let d̃i = di (1 + µi ), where |µi | ≤ β, for i = 1, . . . r. We define δi from
1+δi ≡ √

1 + µi . Then |δi | ≤ 1−√
1 − β = α. We also define � = diag(δ1, . . . , δr ),

obtaining

D̃ = (I + �)D(I + �)T, ‖�‖2 ≤ α.

If X† is the pseudoinverse of X then X† X = I , therefore

X D̃XT = X (I + �)D(I + �)T XT = (I + X�X†)X DXT(I + X�X†)T, (8)

and ‖X�X†‖2 ≤ ακ(X) < 1. Therefore I + X�X† is nonsingular, and Theorem 1
can be applied to (8) to obtain the result. 
�

For the eigenvector perturbations, we use the results of Li [34]. The presence of
multiple or extremely close eigenvalues is permitted by bounding the canonical angles
[43] between invariant subspaces. We establish some additional notation to state the
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perturbation bound. Let A and Ã be two real n × n symmetric matrices with eigende-
compositions

A = [U1 U2]
[

	1
	2

][U T
1

U T
2

]

and Ã = [Ũ1 Ũ2]
[

	̃1

	̃2

][ Ũ T
1

Ũ T
2

]

, (9)

where U1, Ũ1 ∈ R
n×k , [U1 U2] and [Ũ1 Ũ2] are n × n orthogonal matrices, and

	1,	2, 	̃1, and 	̃2 are diagonal matrices. We denote by 
(U1, Ũ1) the canonical
angles between Span(U1) and Span(Ũ1), and by λ(	̃1) and λ(	̃2) the spectra of 	̃1
and 	̃2, respectively. We assume in (9) that if the eigenvalues of A and Ã are decreas-
ingly ordered, i.e., λ1 ≥ · · · ≥ λn and λ̃1 ≥ · · · ≥ λ̃n , then 	̃1 = {̃λi1, . . . , λ̃ik } if and
only if 	1 = {λi1, . . . , λik }.
Theorem 2 [34, Theorem 2.2, Remark 2.1] Let A = AT ∈ R

n×n and

Ã = (I + E)A(I + E)T ∈ R
n×n,

where ‖E‖2 < 1, have eigendecompositions (9). Let us assume that λ(	̃1)∩λ(	̃2) =
∅ and define

relgap(	̃1) = min

(

min
µ∈λ(	̃1),ν∈λ(	̃2)

|µ − ν|
|µ| , 1

)

.

Then

1

2
‖ sin 2
(U1, Ũ1)‖F ≤ 2

√
k

relgap(	̃1)
· 1 + ‖E‖2

1 − ‖E‖2
(2 ‖E‖2 + ‖E‖2

2),

where ‖ · ‖F denotes the Frobenius matrix norm.

The case for single eigenvectors corresponds to k = 1.

4 Diagonal and scaled diagonally dominant RRDs

In this section, we focus on RRDs A = X DXT such that X and D are nonsingular
square matrices. We will consider the singular and rectangular cases in Sect. 6.

In the last step of Algorithm 1 the eigenvalues are computed as the diagonal entries
of a matrix satisfying the stopping criterion (2). We will call the matrices satisfy-
ing (2) scaled diagonally dominant matrices.2 According to (6) the diagonal entries

2 Note that a matrix A with nonzero diagonal entries and satisfying the stopping criterion (2) can be
expressed as A = DAC DA , where DA = diag(

√|a11|, . . . , √|ann |) and |ci j | ≤ tol if i �= j . Therefore,
according to the definition in [3, pp. 764–765], A is tol-scaled diagonally dominant with respect to the
(non-consistent) max-norm, i.e., ‖B‖M ≡ maxi j |bi j | for any matrix B. This is the reason why we adopt
the name scaled diagonally dominant for matrices satisfying (2). For brevity, we omit the norm and the
parameter tol.
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528 F. M. Dopico et al.

of such matrices can be safely and accurately computed in floating point arithmetic
from the factors of the RRD A = X DXT = G J GT through the formula aii =
∑n

k=1 g2
iksign(dk), i = 1, . . . , n, if the ratios

∑n
k=1 g2

ik
∣
∣
∑n

k=1 g2
ik sign(dk)

∣
∣

=
∑n

k=1 x2
ik |dk |

∣
∣
∑n

k=1 x2
ikdk

∣
∣

=
∑n

k=1 x2
ik |dk |

|aii | , i = 1, . . . , n, (10)

are much smaller than 1/(nε). The purpose of this section is to prove in exact arithmetic
that the ratios in (10) are essentially bounded by κ(X) when the matrix A fulfils (2).

We first consider diagonal RRDs in Theorem 3, then the final result for scaled
diagonally dominant RRDs is proved in Theorem 5.

Theorem 3 Let X ∈ R
n×n be nonsingular and D = diag(d1, . . . , dn) be diagonal

and nonsingular. If X DXT is diagonal then

∑n
k=1 x2

ik |dk |
∣
∣
∑n

k=1 x2
ikdk

∣
∣

≤ κ(X), i = 1, 2, . . . , n. (11)

Proof We denote 	 = X DXT, where 	 = diag(λ1, . . . , λn). Note that λi =
∑n

k=1 x2
ikdk, i = 1, . . . , n, are the eigenvalues of X DXT and that, for each i , the

left and right eigenvectors of λi are both equal to the i th column of In . We denote this
i th column by ei . We assume without loss of generality that λ1 ≥ · · · ≥ λn .

First, we prove the result when λi is a simple eigenvalue. Let d̃ j ≡ d j (1 +
δ sign(d j )) = d j + δ|d j |, for j = 1, . . . , n, where δ is a small real parameter,
and let D̃ ≡ diag(d̃1, . . . , d̃n). Let λ̃1 ≥ · · · ≥ λ̃n be the eigenvalues of X D̃XT =
	+δ X |D|XT. The classical first order perturbation expansion for simple eigenvalues
[13, Theorem 4.4] implies3 that as δ → 0

λ̃i = λi + δ eT
i X |D|XTei + O(δ2) = λi + δ

n
∑

k=1

x2
ik |dk | + O(δ2).

Then

lim
δ→0

1

δ

λ̃i − λi

λi
=
∑n

k=1 x2
ik |dk |

λi
. (12)

3 According to [13, Theorem 4.4], one gets λ̃i = λi + δ eT
i X |D|XTei + O

(

‖δ X |D|XT‖2
2

)

. The exact

meaning of O
(

‖δ X |D|XT‖2
2

)

is that there exists a constant K depending only on X DXT and not on

the perturbation such that | O
(

‖δ X |D|XT‖2
2

)

| ≤ K‖δX |D|XT‖2
2 ≤ K‖X‖4

2‖D‖2
2δ2. Note that this is

O(δ2) with the constant K‖X‖4
2‖D‖2

2, that depends only on the unperturbed matrix X DXT and not on the

perturbation. Since the value of the constant is not relevant in our argument, we simply use O(δ2).

123



Implicit standard Jacobi gives high relative accuracy 529

On the other side, Lemma 1 can be applied to X DXT and X D̃XT with β = |δ| and
α = 1 − √

1 − β = |δ|/2 + O(δ2) to get

|̃λi − λi |
|λi | ≤ |δ|κ(X) + O(δ2)

and

lim
δ→0

1

|δ|
|̃λi − λi |

|λi | ≤ κ(X).

This is combined with (12) to prove the claim.
Next, let λi be a multiple eigenvalue, e.g., λl−1 > λl = · · · = λi = · · · =

λp > λp+1. Pick δ > 0 and define D′ ≡ diag(d ′
1, . . . , d ′

n), where d ′
k = 1 + δ if

l ≤ k ≤ (i −1) or (i +1) ≤ k ≤ p, and d ′
k = 1 otherwise. Note that d ′

i = 1, therefore
(D′ X)ik = xik for all k, and λi is a simple eigenvalue of the diagonal matrix

D′	D′ = (D′ X)D(D′ X)T.

Thus, we can apply the result for simple eigenvalues to the i th entry of the diagonal
matrix (D′ X)D(D′ X)T to get

n∑

k=1
x2

ik |dk |
|λi | ≤ κ(D′ X),

where the left hand side does not depend on δ. By taking the limit δ → 0 the result
follows. 
�

Next, we prove an auxiliary result—that setting the off-diagonal entries of a scaled
diagonally dominant matrix to zero is a small multiplicative perturbation of the matrix.

Theorem 4 Let A = AT ∈ R
n×n be such that aii �= 0 for all i , and

|ai j |
√|aii a j j |

≤ δ for all i �= j, (13)

where δ ≤ 1
5n . Then the following hold.

1. diag(a11, . . . , ann) = (I + F)A(I + F)T with ‖F‖F ≤ nδ
1−2nδ

.
2. Let DA ≡ diag(

√|a11|, . . . ,√|ann|). If |a11| ≥ · · · ≥ |ann|, then

A = (I + E) diag(a11, . . . , ann) (I + E)T,

where E is lower triangular, ‖D−1
A E DA‖F ≤ nδ

1−nδ
, and ‖D−1

A E DA‖∞ ≤ 5
4

nδ
1−nδ

.
Here ‖ · ‖∞ denotes the ∞-matrix norm [29, p. 108].
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Proof The result in the first claim is invariant under permutations P APT of A, thus we
assume that |a11| ≥ · · · ≥ |ann|. Define C ≡ D−1

A AD−1
A and note that C is symmetric,

cii = sign(aii ) for all i , and |ci j | ≤ δ for all i �= j . Let J ≡ diag(c11, . . . , cnn) and
write

C = J + G, where ‖G‖F ≤ nδ ≤ 1

5
and ‖G‖∞ ≤ nδ ≤ 1

5
. (14)

Next, we prove that C has a unique LU factorization with the factor L unit lower
triangular by showing that all its leading principal submatrices are nonsingular [29,
Theorem 9.1]. Let Bk denote the kth leading principal submatrix of any matrix B. Then,
since Jk is nonsingular, Ck = Jk + Gk is nonsingular if and only if JkCk = I + Jk Gk

is nonsingular. The matrix I + Jk Gk is nonsingular because ‖Jk Gk‖F = ‖Gk‖F ≤
‖G‖F < 1. Since C is symmetric, it has a unique L DLT factorization:

C = L̄ D̄ L̄T, (15)

again with the factor L̄ unit lower triangular. Equation (14) allows us to consider C
as a perturbation of J , where the unique L DLT factors of J are simply L = I and
D = J . Then Theorem 6.2 in [15] can be used to get4

|L̄ − I | ≤ (|G|(I − |G|)−1)L and (16)

|D̄ − J | ≤ (|G|(I − |G|)−1)D, (17)

where for any matrix B, (B)L denotes its strictly lower triangular part and (B)D

its diagonal part. Note that the matrix |G|(I − |G|)−1 = ∑∞
k=1 |G|k is symmetric,

because |G| is. Therefore the bound (16) implies

‖L̄ − I‖F ≤ ‖(|G|(I − |G|)−1)L‖F ≤ 1√
2
‖|G|(I − |G|)−1‖F ≤ 1√

2
· ‖G‖F

1 − ‖G‖F
,

(18)

for the Frobenius norm, and

‖L̄ − I‖∞ ≤ ‖|G|(I − |G|)−1‖∞ ≤ ‖G‖∞
1 − ‖G‖∞ , (19)

for the ∞-norm.
The next step is to use the bound (17) to prove that

D̄ = (I + D′)J (I + D′)T, where ‖D′‖F ≤ ‖G‖2
F

1 − ‖G‖F
and

‖D′‖∞ ≤ ‖G‖2∞
1 − ‖G‖∞ , (20)

4 Theorem 6.2 in [15] holds for block L DLT factorizations. In our case all blocks are 1 × 1.
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and D′ = diag(d ′
1, . . . , d ′

n) is diagonal. For this purpose, we write D̄ = J + D̄ − J =
J (I + W ), where W = diag(w1, . . . , wn) ≡ J (D̄ − J ). Thus, from (17),

|W | ≤
∞
∑

k=1

(|G|k)D =
∞
∑

k=2

(|G|k)D,

because (|G|)D = 0 by (14). Therefore every diagonal entry of W satisfies,

|wi | ≤ ‖W‖F ≤
∞
∑

k=2

∥
∥
∥(|G|k)D

∥
∥
∥

F
≤

∞
∑

k=2

∥
∥
∥|G|k

∥
∥
∥

F
≤ ‖G‖2

F

1 − ‖G‖F
< 1.

Analogously,

|wi | ≤ ‖W‖∞ ≤ ‖G‖2∞
1 − ‖G‖∞ < 1.

Thus, we can write 1 + wi = (1 + d ′
i )

2, with |d ′
i | ≤ |wi | for all i . Then

D̄ = J (I + W ) = (I + D′)J (I + D′)

and (20) is proved.
We define L ′ ≡ L̄ − I and combine (15), (18), and (20) to get

C = (I + L ′)(I + D′)J (I + D′)T(I + L ′)T.

Therefore,

C = (I + Ẽ)J (I + Ẽ)T, where

‖Ẽ‖F ≤ 1√
2

· ‖G‖F

1 − ‖G‖F
+ ‖G‖2

F

1 − ‖G‖F
+ 1√

2
· ‖G‖3

F

(1 − ‖G‖F )2 .

Note that I + Ẽ = (I + L ′)(I + D′) is lower triangular. Taking into account that
‖G‖F ≤ 1

5 by (14), we can simplify the bound on ‖Ẽ‖F as follows

‖Ẽ‖F ≤ ‖G‖F

1 − ‖G‖F

(

1√
2

+ ‖G‖F + 1√
2

· ‖G‖2
F

1 − ‖G‖F

)

≤ ‖G‖F

1 − ‖G‖F

(
1√
2

+ 1

5
+ 1√

2
· 1/52

1 − (1/5)

)

<
‖G‖F

1 − ‖G‖F
. (21)
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For the ∞-norm, we use (19) instead of (18) to get

‖Ẽ‖∞ ≤ ‖G‖∞
1 − ‖G‖∞

(

1 + ‖G‖∞ + ‖G‖2∞
1 − ‖G‖∞

)

≤ ‖G‖∞
1 − ‖G‖∞

(

1 + 1

5
+ 1/52

1 − (1/5)

)

= 5

4

‖G‖∞
1 − ‖G‖∞ . (22)

We are now in a position to finish the proof of the Theorem. We write

A = DAC DA = DA(I + Ẽ)D−1
A DA J DA D−1

A (I + Ẽ)T DA

= (I + DA Ẽ D−1
A ) diag(a11, . . . , ann) (I + DA Ẽ D−1

A )T,

define E ≡ DA Ẽ D−1
A , and use (14) and (21) to prove the second claim for the

Frobenius norm. For the second claim in the ∞-norm, use (14) and (22). In addi-
tion |ei j | ≤ |̃ei j |, since Ẽ is lower triangular, and |a11| ≥ · · · ≥ |ann|. Therefore,
‖E‖F ≤ ‖Ẽ‖F < 1. To prove the first claim, take I +F = (I +E)−1 =∑∞

k=0(−E)k ,
and write

‖F‖F ≤ ‖E‖F

1 − ‖E‖F
≤

nδ
1−nδ

1 − nδ
1−nδ

= nδ

1 − 2nδ
.


�
Finally, we prove the main result in this section—that there is no severe cancella-

tion in computing the diagonal entries of a scaled diagonally dominant matrix from
its RRD.

Theorem 5 Let X ∈ R
n×n be nonsingular and D = diag(d1, . . . , dn) ∈ R

n×n be
diagonal and nonsingular. If the matrix A ≡ X DXT satisfies aii �= 0 for all i , and

|ai j |
√|aii a j j |

≤ δ, for all i �= j,

where δ ≤ 1
5n , then

∑n
k=1 x2

ik |dk |
|aii | ≤ κ(X)

1 − 2nδ

(

1 + 3 n2δ

1 − nδ

)

, i = 1, . . . , n.

Proof The result is invariant under permutations P APT of A, so we assume |a11| ≥
· · · ≥ |ann|. We apply Theorem 4-part 2 to A = X DXT to write

diag(a11, . . . , ann) = (I + E)−1 X DXT (I + E)−T ≡ X̃ DX̃T,
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where X̃ ≡ (I + E)−1 X . We apply Theorem 3 to the diagonal matrix X̃ DX̃T to obtain

∑n
k=1 x̃2

ik |dk |
|aii | ≤ κ(X̃) for i = 1, . . . , n. (23)

For all i, k,

xik = x̃ik +
n
∑

j=1

ei j x̃ jk, and |xik | ≤ |̃xik | +
n
∑

j=1

|ei j ||̃x jk |.

However from (23)

|̃xik | ≤
√

|aii |
|dk |

√

κ(X̃) for all i, k.

Therefore for all i, k

x2
ik ≤ x̃2

ik + 2
n
∑

j=1

|ei j ||̃xik ||̃x jk | +
⎛

⎝

n
∑

j=1

|ei j ||̃x jk |
⎞

⎠

2

≤ x̃2
ik + κ(X̃)

|dk |

⎛

⎜
⎝2

n
∑

j=1

|ei j |
√|aii a j j | +

⎛

⎝

n
∑

j=1

|ei j |
√|a j j |

⎞

⎠

2
⎞

⎟
⎠

= x̃2
ik + κ(X̃)|aii |

|dk |

⎛

⎜
⎝2

n
∑

j=1

|ei j |
√

|a j j |
|aii | +

⎛

⎝

n
∑

j=1

|ei j |
√

|a j j |
|aii |

⎞

⎠

2
⎞

⎟
⎠ .

Observe that with the notation of Theorem 4 we have that
(

D−1
A E DA

)

i j
=

ei j

√ |a j j |
|aii | and that

∥
∥
∥D−1

A E DA

∥
∥
∥∞ ≤ 5

4δn , where δn ≡ nδ
1−nδ

. Therefore for all i, k

x2
ik ≤ x̃2

ik + κ(X̃)|aii |
|dk |

(

2
∥
∥
∥D−1

A E DA

∥
∥
∥∞ +

∥
∥
∥D−1

A E DA

∥
∥
∥

2

∞
)

≤ x̃2
ik + κ(X̃)|aii |

|dk | δn

(
5

2
+ 25

16
δn

)

≤ x̃2
ik + κ(X̃)|aii |

|dk | δn

(
5

2
+ 25

16

1/5

1 − 1/5

)

< x̃2
ik + κ(X̃)|aii |

|dk | 3 δn ,
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which combined with (23) implies

∑n
k=1 x2

ik |dk |
|aii | ≤ κ(X̃)(1 + 3 δn n). (24)

The result now follows by observing that X̃ ≡ (I + E)−1 X and thus

κ(X̃) ≤ κ(X)‖I + E‖2‖(I + E)−1‖2 ≤ κ(X)
1 + ‖E‖2

1 − ‖E‖2
≤ κ(X)

1 − 2nδ
,

where we used ‖E‖2 ≤ ‖E‖F ≤ ‖D−1
A E DA‖F ≤ δn since, from Theorem 4, E is

lower triangular. 
�

5 Rounding error analysis of the implicit Jacobi algorithm

In the rounding error analysis of Algorithm 1, we use the conventional error model
for floating point arithmetic [29, Sect. 2.2]:

f l(a � b) = (a � b)(1 + δ),

where a and b are real floating point numbers, � ∈ {+,−,×, /}, and |δ| ≤ ε, with
ε the machine precision. We assume that this holds also for the square root operation
and that neither overflow nor underflow occurs. We also use the following notation
introduced in [29, Chapter 3]: θq is any number such that

|θq | ≤ qε

1 − qε
≡ γq .

The constants appearing in the error bounds are not important unless they become too
large. Thus, we use a big-O notation that shows the dimensional dependence for the
bounds. More precisely, if p(n) is a moderately increasing function in n

h(ε) = O(p(n) ε) means |h(ε)| ≤ α |p(n)| ε,

where α denotes a small integer constant that does not depend on the dimension n of
the problem. We also use sometimes the following notation introduced in [29, p. 68]

γ̃q = αqε

1 − αqε
.

We warn the reader that for making the notation as simple as possible, f l
(expression) will denote the computed value in floating point arithmetic of any
expression, where, in turn, every variable appearing in expression has to be computed
in floating point arithmetic.

123



Implicit standard Jacobi gives high relative accuracy 535

5.1 Rounding errors in the stopping criterion of Algorithm 1

Note that the stopping criterion in Algorithm 1 involves entries of the matrix G J GT

that have to be computed from the factors J and G, where G is the last iterate of the
implicit Jacobi algorithm. Therefore, the errors introduced by the stopping criterion
have to be carefully analyzed. This analysis starts with Lemma 2 that shows that if the
stopping criterion is satisfied in floating point arithmetic then the exact matrix G J GT

is scaled diagonally dominant with a slightly different constant. In Lemma 2, we con-
sider arbitrary thresholds τ1 and τ2, but remember that, according to Theorem 5, τ2
should be, more or less, κ(X). In Algorithm 1, we have used τ2 = 2 κ̂(X). Recall that
the entries of G J GT in Algorithm 1 are computed with formula (4).

Lemma 2 Let G ∈ R
n×n be a matrix of floating point numbers and J = diag(s1, . . . ,

sn) ∈ R
n×n be a diagonal matrix whose entries are si = ±1. Let A = G J GT as in

(4). If

f l

(

|ai j |
√|aii a j j |

)

≤ τ1 for all i �= j, (25)

f l

(∑n
k=1 g2

ik

|aii |

)

≤ τ2 for all i, (26)

and τ2γn+1 < 1
4 (observe that τ2 > 1), then

1. f l(aii ) = aii (1 + φi ) with |φi | ≤ γnτ2
1−2 τ2γn+1

for all i .
2.

|ai j |
√|aii a j j |

≤ τ1

(

1 + γnτ2

1 − 2 τ2γn+1

)

+ γn+3τ2

1 − 2 τ2γn+1
, for all i �= j. (27)

Proof The proof is standard rounding error analysis. We simply sketch it. Define
B ≡ GGT. Then aii =∑n

k=1 g2
iksk, bii =∑n

k=1 g2
ik and

f l(aii ) =
n
∑

k=1

g2
iksk(1 + θ(k)

n ) = aii + θnbii . (28)

From (26)

bii + θn+1bii

|aii + θnbii | ≤ τ2, so,
bii

|aii | ≤ τ2

1 − 2 τ2γn+1
, for all i. (29)

The first claim follows by combining (29) with (28). To prove the second claim, write

f l
(√|aii a j j |

)

= √|aii a j j | (1 + φi j )(1 + δ1)(1 + δ2),
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where |φi j | ≤ γnτ2/(1 − 2 τ2γn+1) and |δ1|, |δ2| ≤ ε. Then (25) implies

|ai j + θn+3

n∑

k=1
|gik ||g jk ||

√|aii a j j |(1 + φi j )
≤ τ1,

and

|ai j |
√|aii a j j |

≤ τ1 (1 + φi j ) + γn+3

n∑

k=1
|gik ||g jk |
√|aii a j j |

.

Finally, from Cauchy–Schwarz
∑n

k=1 |gik ||g jk | ≤ √bii b j j , and the result follows
from (29). 
�

The first important consequence of Lemma 2 is that one should not take τ1 < ετ2 in
the stopping criterion given by (25) and (26), because this stopping criterion implies the
bound (27) on the matrix A, and the right hand side in (27) is larger than τ1+(n+3)ετ2.
Therefore trying to make the matrix A more scaled diagonally dominant by choosing
a very small threshold τ1 in (25) has a marginal effect in the matrix. We have used
in Algorithm 1: τ2 = 2 κ̂(X), where κ̂(X) is the computed estimation of κ(X), and
τ1 = ε max{n, κ̂(X)} with good results.

The second important consequence of Lemma 2 is that it can be combined with
Theorem 4 to prove that the stopping criterion causes a small multiplicative backward
error in the RRD. From now on, we use big-O notation for the error bounds, because
the precise constants may be complicated and are of no interest to us.

Lemma 3 With the same notation and assumptions as in Lemma 2, suppose, in addi-
tion, that τ1 = O(ε). Then

diag( f l(a11), . . . , f l(ann)) = (I + F)G J GT(I + F)T,

where ‖F‖F = O(nτ1 + n2ετ2).

Proof From Lemma 2 and Theorem 4,

diag(a11, . . . , ann) = (I + F̃)G J GT(I + F̃)T with ‖F̃‖F = O(nτ1 + n2ετ2).

Define αi from 1 + αi = √
1 + φi and let E ≡ diag(α1, . . . , αn). Since |αi | ≤ |φi | =

O(nετ2), ‖E‖F = O(n3/2ετ2). Then,

diag( f l(a11), . . . , f l(ann)) = (I + E)diag(a11, . . . , ann)(I + E)T

= (I + E)(I + F̃)G J GT(I + F̃)T(I + E)T

and the result follows by defining F from I + F = (I + E)(I + F̃). 
�
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5.2 Multiplicative backward error analysis of Algorithm 1

We present in this section a detailed multiplicative backward error analysis for Algo-
rithm 1. The multiplicative backward error bound in Theorem 6 below can be easily
combined with Theorems 1 and 2 to prove that Algorithm 1 computes the eigenvalues
and eigenvectors of an RRD X DXT with errors (7). We start with the technical Lemma
4 that we use in the proof of the main Theorem 6. This lemma is essentially known
(see [13, p. 251], [29, pp. 367, 360]), our contribution is simply to bound the Frobenius
norm of the backward error in terms of the spectral norm of the matrix without any
dimensional penalty.

Lemma 4 Let A ∈ R
n×n, D̄ ∈ R

n×n be any diagonal matrix with positive entries,
R̂1, . . . , R̂q be computed Jacobi rotations, and R1, . . . , Rq be exact Jacobi rotations.
Assume that for each rotation R̂k the computed cosine, ĉ, and the computed sine, ŝ,
satisfy

ĉ = c(1 + θ5) and ŝ = s
(

1 + θ ′
5

)

, (30)

where c and s are the exact cosine and sine corresponding to Rk. Then

f l
(

R̂q · · · R̂1 A
) = Rq · · · R1 (A + F) where ‖F D̄‖F ≤ αqε

1 − αqε
‖AD̄‖2,

and α denotes a small integer constant.

Remark 1 The constant q, i.e., the number of Jacobi rotations, in the error bound in
Lemma 4 is pessimistic. For instance, if the Jacobi rotations correspond to a whole
sweep then q = n(n − 1)/2, but in the error bound one can put 2n − 3 if the notion
of disjoint Jacobi rotations is used [24] (see also [18, Prop. 3.5]). We will express the
rest of our error bounds in terms of the numbers of Jacobi rotations applied until the
stopping criterion is satisfied, but the right quantity is the number of sets of disjoint
Jacobi rotations that are applied. However, it is difficult to know exactly this number,
specially in the last sweeps where just a few rotations may be applied.

Proof of Lemma 4 This is a standard error analysis. We simply sketch the proof. Let us
study the application of one rotation f l

(

R̂1 A
)

. It is well known (see [13, Lemma 3.1]
or [29, Lemma 19.9]) that f l

(

R̂1 A
) = R1(A + F1) with ‖F1(:, k)‖2 ≤ γ̃1‖A(:, k)‖2

for all k. But if R1 is an R(i, j, c, s) rotation then operations are only performed on
rows i and j of A, so F1(l, :) = 0 for l �= i and l �= j , and we have the stronger bound
‖F1(:, k)‖2 = ‖F1([i, j], k)‖2 ≤ γ̃1‖A([i, j], k)‖2. Therefore

∥
∥d̄kk F1(:, k)

∥
∥

2 ≤ γ̃1
∥
∥d̄kk A([i, j], k)

∥
∥

2 = γ̃1
∥
∥(AD̄) ([i, j], k)

∥
∥

2 ,

and

∥
∥F1 D̄

∥
∥

F ≤ γ̃1
∥
∥(AD̄) ([i, j], :)∥∥F ≤ γ̃1

√
2
∥
∥(AD̄) ([i, j], :)∥∥2 ≤ γ̃1

√
2
∥
∥AD̄

∥
∥

2 .
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Finally, for one rotation

f l(R̂1 A) = R1(A + F1) where
∥
∥F1 D̄

∥
∥

F ≤ γ̃1
∥
∥AD̄

∥
∥

2 , (31)

where the factor
√

2 has been absorbed in the moderate constant used in the def-
inition of γ̃1. Now the proof continues with an inductive argument. Denote Âk =
f l(R̂k · · · R̂1 A) for k = 1, 2, . . . , q, and assume that the result holds for Âq−1. From
(31), we get

Âq = Rq
(

Âq−1 + F̃1
)

where
∥
∥F̃1 D̄

∥
∥

F ≤ γ̃1
∥
∥ Âq−1 D̄

∥
∥

2 . (32)

Then,

Âq = Rq
(

Rq−1 · · · R1(A + Fq−1) + F̃1
)

where
∥
∥Fq−1 D̄

∥
∥

F ≤ γ̃q−1
∥
∥AD̄

∥
∥

2 .

(33)

The result is obtained by combining (32) and (33), using that
∥
∥ Âq−1 D̄

∥
∥

2 =
∥
∥(A + Fq−1)D̄

∥
∥

2 ≤ (1 + γ̃q−1)
∥
∥AD̄

∥
∥

2, and [29, Lemma 3.3]. 
�
Theorem 6 If NR Jacobi rotations are applied in Algorithm 1 until the stopping cri-
terion is satisfied, κ̂(X)γn+1 < 1

8 , and
√

nκ(X)γ2 < 1
2 , then the computed matrix of

eigenvalues, 	̂ = diag(̂λ1, . . . , λ̂n), and the computed matrix of eigenvectors, Û , are
nearly the exact eigenvalue and eigenvector matrices of a small multiplicative pertur-
bation of X DXT. More precisely, there exists an exact orthogonal matrix U ∈ R

n×n

such that

U	̂U T = (I + E)X DXT(I + E)T, (34)

with ‖E‖F = O(ε (n2κ̂(X) + NRκ(X))) and ‖Û − U‖F = O(NR ε).

Remark 2 Taking into account that the X factor of an RRD is a well-conditioned matrix
any sensible way to estimate κ(X) will produce an estimation such that κ(X) ≈ κ̂(X).

Therefore, the bound above for E usually simplifies to

‖E‖F ≈ O
(

ε (n2 + NR)κ(X)
)

.

Proof of Theorem 6 Let D ≡diag(d1, . . . , dn). Then, |D|1/2=diag(
√|d1|,. . .,√|dn|).

The computed version of X |D|1/2 is

Ĝ = f l(X |D|1/2), and satisfies Ĝ = X̃ |D|1/2 with x̃i j = xi j (1 + θ
(i j)
2 ). (35)

Let Ĝ f = f l(R̂ T
NR

· · · R̂ T
1 Ĝ) be the computed matrix after the NR Jacobi rotations

are applied. Recall that for each Jacobi rotation the cosine and sine are, respectively,
1/

√
1 + t2 and t/

√
1 + t2, where the quantity t may be found for instance in [13,
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Sect. 5.3.5]. Even in the case that the computed t̂ has a large relative error,5 the com-
puted ĉ and ŝ satisfy (30) with respect to the following exact cosine c = 1/

√

1 + t̂2

and sine s = ct̂ , and we can apply Lemma 4 to get

Ĝ f = RT
NR

· · · RT
1 (Ĝ + F), where

‖F |D|−1/2‖F = O(NRε) ‖Ĝ |D|−1/2‖2 = O(NRε) ‖X̃‖2.

Then

Ĝ f = RT
NR

· · · RT
1 (I + F ′)Ĝ, where ‖F ′‖F = O(NRε)κ(X̃), (36)

because ‖F ′‖F = ‖FĜ−1‖F = ‖F |D|−1/2 X̃−1‖F ≤ ‖F |D|−1/2‖F‖X̃−1‖2.

The matrix Ĝ f J ĜT
f satisfies the stopping criterion in finite arithmetic, and Lemma

3 can be applied with τ1 = ε max{n, κ̂(X)} and τ2 = 2̂κ(X). We get

	̂ = (I + F̃) Ĝ f J ĜT
f (I + F̃)T, where ‖F̃‖F = O(n2εκ̂(X)). (37)

Define the exact orthogonal matrix U T = RT
NR

· · · RT
1 , and combine (36), (37), and

(35) to obtain

	̂ = U T(I + U F̃U T)(I + F ′)Ĝ J ĜT(I + F ′)T(I + U F̃U T)TU

= U T(I + U F̃U T)(I + F ′)X̃ DX̃T(I + F ′)T(I + U F̃U T)TU. (38)

Note that (35) implies that X̃ = X + EX = (I + EX X−1)X , with ‖EX X−1‖F ≤
‖EX‖F‖X−1‖2 ≤ γ2

√
nκ(X). If we define I + E = (I + U F̃U T)(I + F ′)(I +

EX X−1) and use (38), then

U	̂U T = (I + E) X DXT(I + E)T, where

‖E‖F = O(ε(n2κ̂(X) + NRκ(X̃) + √
nκ(X))).

To obtain (34), it remains to relate κ(X̃) and κ(X). From X̃ = (I + EX X−1)X ,

κ(X̃) ≤ κ(X)
1 + ‖EX X−1‖2

1 − ‖EX X−1‖2
≤ κ(X)

1 + γ2
√

nκ(X)

1 − γ2
√

nκ(X)
≤ 3κ(X).

This implies (34) under the mild assumption NR >
√

n.
We still have to prove that ‖Û −U‖F = O(NRε). For this purpose, we use Lemma

4 with D̄ = I and A = I to prove that

Û = f l(R̂1 · · · R̂NR ) = (I + EU )U, where ‖EU ‖F = O(NRε)‖I‖2 = O(NRε).


�
5 Large relative errors in t̂ do not affect the error analysis and, so, do not affect the accuracy of the eigen-
values and eigenvectors. However, it should be remarked that they may affect the rate of convergence in
floating point arithmetic and make the algorithm slow, especially at the beginning of the process.
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6 Singular RRDs: RRDs with rectangular factors

So far we have considered RRDs A = X DXT with square and nonsingular X and
D, which excludes singular matrices A. If we only insist on X being nonsingular,
then any zero eigenvalues of A will be explicitly revealed as zero entries on the diag-
onal of D. If d1, . . . , dr , r ≤ n, are the nonzero diagonal entries of D, then for
D̄ = diag(d1, . . . , dr ) and X̄ = X (:, 1 : r),

A = X DXT = X̄ D̄ X̄T,

which leads us to consider rectangular RRDs. Computing the QR factorization of X̄
is all that it takes to reduce the computation to Algorithm 1.

Algorithm 2 Given X ∈ R
n×r , n > r , of full column rank and D ∈ R

r×r diagonal
and nonsingular, this algorithm computes the eigenvalues λ1, . . . , λn of A = X DXT

and an orthogonal eigenvector matrix U ∈ R
n×n .

1. Let Q

[

R
0

]

= X be the QR factorization of X (Q ∈ R
n×n, R ∈ R

r×r ) computed

with Householder reflections [29, Chapter 19].
2. Let λ1, . . . , λr and UR ∈ R

r×r be the output of Algorithm 1 applied on R and D.
3. Then λ1, . . . , λr , 0, . . . , 0 are the n eigenvalues of A (n − r zeros).
4. U (:, 1 : r) = Q(:, 1 : r)UR .
5. U (:, r + 1 : n) = Q(:, r + 1 : n).

The mathematical explanation for Algorithm 2 follows from the following block
manipulation. If 	R ≡ diag(λ1, . . . , λr ), then

A= Q

[

RDRT 0
0 0

]

QT = Q

[

UR	RU T
R 0

0 0

]

QT = Q

[

UR 0
0 I

] [

	R 0
0 0

] [

U T
R 0

0 I

]

QT.

Next, we show that Algorithm 2 introduces small multiplicative backward errors of
order O(ε κ(X)) and thus it computes the eigenvalues and eigenvectors of A to high
relative accuracy.

Theorem 7 Let NR be the number of Jacobi rotations applied in step 2 of Algorithm
2. Let R̂ be the R-factor computed in step 1, and κ̂(R̂) be the computed estimation of
the condition number of R̂ used in the stopping criterion of step 2. If κ̂(R̂)γr+1 < 1

8
and

√
r κ(X) γ̃nr < 1

2 , then Algorithm 2 computes a matrix of eigenvalues, 	̂ =
diag(̂λ1, . . . , λ̂r , 0, . . . , 0) ∈ R

n×n, and a matrix of eigenvectors, Û ∈ R
n×n, that are

nearly the exact eigenvalue and eigenvector matrices of a small multiplicative pertur-
bation of X DXT. More precisely, there exists an exact orthogonal matrix U ∈ R

n×n

such that

U	̂U T = (I + E) X DXT (I + E)T, (39)

with ‖E‖F = O(ε (r2κ̂(R̂) + max{NR, r3/2n} κ(X))) and ‖Û − U‖F =
O(ε max{n3/2 r, NR}).
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Remark 3 As in Remark 2, if the X factor is well-conditioned then κ(X) ≈ κ̂(R̂).

Proof of Theorem 7 According to Theorem 19.4 and equation (19.13) in [29], there
exists an exact orthogonal matrix Q such that the computed factors Q̂ and R̂ in step
1 of Algorithm 2 satisfy

X + �X = Q

[

R̂
0

]

, where ‖�X‖F ≤ γ̃nr ‖X‖F , and ‖Q̂ − Q‖F ≤ √
n γ̃nr .

(40)

Therefore, X +�X = (I +�X X†) X , where X† is the Moore–Penrose pseudoinverse
of X , and

X + �X = (I + FX ) X, where ‖FX‖F ≤ √
r γ̃nrκ(X).

Then,

(I + FX )X DXT(I + FX )T = Q

[

R̂
0

]

D
[

R̂T0
]

QT = Q

[

R̂D R̂T 0
0 0

]

QT.

If 	̂R is the computed eigenvalue matrix of R̂D R̂T in step 2 of Algorithm 2, then
Theorem 6 implies that there exists an orthogonal matrix UR ∈ R

r×r such that

(I + FX )X DXT(I + FX )T

= Q

[

(I + ER)−1 0
0 I

] [

UR	̂RU T
R 0

0 0

] [

(I + ER)−T 0
0 I

]

QT, (41)

with ‖ER‖F = O(ε (r2κ̂(R̂) + NR κ(R̂))). In this bound, we can replace κ(R̂) by
κ(X) since6

κ(R̂) = κ((I + FX ) X) ≤ κ(X)
1 + ‖FX‖2

1 − ‖FX‖2
≤ κ(X)

1 + √
r γ̃nrκ(X)

1 − √
r γ̃nrκ(X)

≤ 3κ(X).

(42)

Define

I + E = Q

[

I + ER 0
0 I

]

QT(I + FX ),

note that ‖E‖F = O(ε (r2 κ̂(R̂) + max{NR, nr3/2}κ(X))), and use (41) to obtain

(I + E)X DXT(I + E)T = Q

[

UR 0
0 I

] [

	̂R 0
0 0

] [

U T
R 0

0 I

]

QT.

This is (39) with U = Q
[UR

0
0
I

]

.

6 Note that X is rectangular, therefore to get (42) we need to use [30, Theorem 3.3.16] which implies
‖(I + FX )−1‖−1

2 σi (X) ≤ σi ((I + FX )X) ≤ ‖I + FX ‖2σi (X), for i = 1, . . . , r , where the σi s denote
singular values.
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Next, we bound ‖Û − U‖F . If ÛR is the eigenvector matrix computed in step 2 of
Algorithm 2, then

Û = [ f l(Q̂(:, 1 : r) ÛR) Q̂(:, r + 1 : n)
]

,

and

‖Û −U‖F =
√

‖ f l(Q̂(:, 1 : r) ÛR)−Q(:, 1 : r) UR‖2
F +‖Q̂(:, r + 1 : n)−Q(:, r +1 : n)‖2

F .

From (40), we get ‖Q̂(:, r + 1 : n) − Q(:, r + 1 : n)‖F ≤ √
n γ̃nr . Taking into

account that ‖ÛR −UR‖F = O(NRε), ‖UR‖F = ‖Q(:, 1 : r)‖F = √
r , (40), and the

standard error bound for matrix multiplication [29, eq. (3.13)], we can prove that

‖ f l(Q̂(:, 1 : r) ÛR) − Q(:, 1 : r) UR‖F ≤ ‖ f l(Q̂(:, 1 : r) ÛR) − Q̂(:, 1 : r) ÛR‖F

+‖Q̂(:, 1 : r) ÛR − Q(:, 1 : r) UR‖F

= O(r2ε) + O(NRε) + O(n3/2rε).

Therefore, ‖Û − U‖F = O(ε max{n3/2 r, NR}). 
�

7 The effect of errors in X and D

In this section, we consider the situation where the factors X and D in the RRD
A = X DXT carry some errors from previous computations. This is the typical sce-
nario in practice where the RRD is not given, but rather computed in floating point
arithmetic. It turns out that the factors X and D accurately determine the eigendecom-
position of A. In other words it suffices that X be computed with a small relative norm
error and the diagonal of D be computed with a small relative componentwise error.

Lemma 5 Let A ∈ R
n×n be a symmetric matrix and A = X DXT be a factorization

of A, where X ∈ R
n×r has a full column rank and D = diag(d1, . . . , dr ) ∈ R

r×r

is diagonal and nonsingular. Let X̂ and D̂ = diag(d̂1, . . . , d̂r ) be perturbations of X
and D, respectively, that satisfy

‖X̂ − X‖2

‖X‖2
≤ δ and

|d̂i − di |
|di | ≤ δ for i = 1, . . . , r, (43)

where δ < 1. Then

X̂ D̂ X̂T = (I + F)A(I + F)T,

with ‖F‖2 ≤ (2δ + δ2)κ(X).

Proof Let d̂i = di (1 + µi ) where |µi | ≤ δ < 1, i = 1, 2, . . . , r . Then d̂i = (1 +
δi )di (1 + δi ), where 1 + δi = √

1 + µi , and |δi | ≤ δ. Define W = diag(δ1, . . . , δr ).
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Then

D̂ = (I + W )D(I + W )T,

where ‖W‖2 ≤ δ. We write X̂ = X + E , with ‖E‖2 ≤ δ ‖X‖2, and denote by X† the
pseudoinverse of X . Then

X̂ D̂ X̂T = (I + E X†)X (I + W )D(I + W )T XT(I + E X†)T

= (I + E X†)(I + X W X†)X DXsT(I + X W X†)T(I + E X†)T.

The result follows from defining F from I + F = (I + E X†)(I + X W X†). 
�
We now combine Lemma 5 with Theorem 6 or 7 to yield the final multiplicative

backward error result for the computed eigenvalues and eigenvectors of a symmetric
matrix A whose RRD is computed accurately with error bounds as in (43). For sim-
plicity, we assume that the computed condition numbers κ̂(X) and κ̂(R̂) appearing in
Theorems 6 and 7, respectively, are good approximations to κ(X).

Theorem 8 Let A ∈ R
n×n be a symmetric matrix and A = X DXT be a factorization

of A, where X ∈ R
n×r has full column rank and D ∈ R

r×r is diagonal and nonsin-
gular. Let X̂ and D̂ satisfy (43), with δ = O(ε) such that δκ(X) < 1

2 . Let 	̂ and Û
be the eigenvalue and eigenvector matrices of X̂ D̂ X̂T computed by Algorithm 2 (or
Algorithm 1 if n = r). Let NR be the number of Jacobi rotations applied in step 2 of
Algorithm 2. Then there exists an exact orthogonal matrix U ∈ R

n×n such that

U	̂U T = (I + F) A (I + F)T, (44)

where ‖F‖2 = O((ε · max{NR, r3/2n} + δ) · κ(X)) and ‖Û − U‖F = O(ε ·
max{n3/2 r, NR}).
Proof From (39), U	̂U T = (I + E)X̂ D̂ X̂T(I + E)T, and from Lemma 5,

U	̂U T = (I + E)(I + EF )A(I + EF )T(I + E)T.

This is (44) with I + F = (I + E)(I + EF ), where we have replaced κ(X̂) in the
bound for ‖E‖F by κ(X), because X̂ = X + EX = (I + EX X†)X implies

κ(X̂) ≤ κ(X)
1 + δκ(X)

1 − δκ(X)
≤ 3 κ(X),

by using [30, Theorem 3.3.16]. 
�

8 QR factorization as preconditioner and other implementation details

We will see in the numerical tests presented in Sect. 9 that Algorithm 1 can be very
slow for RRDs with certain distributions of eigenvalues. The same is true for Algo-
rithm 2 since it uses Algorithm 1. This poor performance from the point of view of
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speed may compromise the practical use of Algorithms 1 and 2 despite of their high
accuracy. We present in this section a simple modification of Algorithm 1 that has an
extremely positive impact in speeding up this algorithm.7 In addition, we mention at
the end of this section some other ideas on how to decrease the computational cost of
each Jacobi sweep. The implementation and error analysis of these ideas is postponed
to future research, but they show that there are many possible ways of improving the
run-time performance of the implicit Jacobi algorithm.

In [20, Sect. 2], the QR factorization with column pivoting has been used as a very
efficient preconditioner to speed up the one-sided Jacobi algorithm for the SVD. On
the other hand, in the case of positive definite D, Algorithm 1 essentially reduces to the
one-sided Jacobi algorithm for the SVD, so it is natural to try also the QR factorization
as a preconditioner of the new implicit Jacobi algorithm. The specific procedure is the
following: let G = X

√|D|, where
√|D| = diag(

√|d1|, . . . ,√|dn|), be the matrix
defined in Algorithm 1, and G = Q R� be the QR factorization of G computed with
the Businger-Golub column pivoting strategy [4], where � is a permutation matrix.
Then, with the notation of Algorithm 1,

A = X DXT = G J GT = Q R�J�T RT QT = Q(R J ′ RT)QT,

where J ′ = �J�T is the permuted diagonal signature matrix. This means that the
QR factorization with pivoting of G can be seen as an implicit preconditioning of A by
orthogonal similarity via Q. Now, one uses the implicit Jacobi algorithm on R J ′ RT

by applying the Jacobi rotations on the left side of R. The formal algorithm for this
process is Algorithm 3.

Algorithm 3 (QR-Preconditioned Implicit cyclic-by-row Jacobi on XDXT) Given
X ∈ R

n×n well conditioned and nonsingular, and D = diag(d1, . . . , dn) ∈ R
n×n

diagonal and nonsingular, this algorithm computes the eigenvalues λ1, . . . , λn of A =
X DXT and an orthogonal matrix U ∈ R

n×n of eigenvectors to high relative accuracy.

κ̂(X) is the computed estimation of κ(X)

G = X diag(
√|d1|, . . . ,√|dn|)

J = diag(sign(d1), . . . , sign(dn))

Q R� = G is the QR factorization of G with column pivoting
U = Q
J ′ = �J�T

repeat
for i = 1 : n − 1

for j = i + 1 : n
compute bii , bi j , b j j of B = R J ′ RT and T = [ c

s
−s

c

]

, c2 + s2 = 1,
such that

T T
[

bii bi j

bi j b j j

]

T =
[

µ1
µ2

]

7 The preconditioning technique presented in this section was suggested by Z. Drmač for which we are
very grateful.
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R = R(i, j, c, s)T R
U = U R(i, j, c, s)

endfor
endfor

until convergence

(

|bi j |√|bii b j j | ≤ ε max{n, κ̂(X)} for all i < j and
∑n

k=1 r2
ik|bii | ≤ 2̂κ(X)

for all i

)

compute λk = bkk for k = 1, 2, . . . , n.

The numerical experiments in Sect. 9 will show that the number of sweeps per-
formed by Algorithm 3 may be much smaller than the number of sweeps of the
unpreconditioned Algorithm 1. The reduction in the number of sweeps depends heav-
ily on the distribution of the eigenvalues, and in some situations only a few sweeps are
saved. A complete explanation of the behaviour of this preconditioner is not known,
even in the positive definite case, but some insights may be found in [20]. Taking
into account that the computational cost of one Jacobi sweep is comparable to the
cost of the QR factorization,8 the overhead cost of the QR factorization is paid off
with just one saved sweep. This preconditioner extends trivially to the rectangular
case considered in Algorithm 2 without any additional cost, since in Algorithm 2 a
QR factorization is already computed. The only needed modification is to first com-
pute G = X diag(

√|d1|, . . . ,√|dr |), and then to compute the QR factorization with
column pivoting of G.

A final consideration with respect to the QR preconditioner is that it preserves the
high relative accuracy of the implicit Jacobi algorithm on RRDs. The reason is simply
that the rounding error analysis presented in Theorem 6 remains valid except by some
minor changes in the constants of the error bounds of ‖E‖F and ‖Û − U‖F . To see
this, note first that pivoting does not affect the analysis because we can assume that X
and D are ordered in advance in such a way that permutations are not needed. Second,
that the QR factorization of G consists of applying orthogonal transformations on the
left of G, so producing a columnwise backward error that is independent of the column
scaling (see [29, Lemma 19.3, Theorem 19.4], for Householder versions of this fact).
This implies that a backward error relation similar to (36) can be proved, and the rest
of the proof remains the same.

Apart from reducing the number of sweeps, it is essential to decrease the computa-
tional cost per step to get an efficient implementation of the implicit Jacobi algorithm.
The first issue is to pick the side on which the transformations are performed. For
instance, in Fortran, the updating step R(i, j, c, s)T R → R in Algorithm 3 is much
slower than RT R(i, j, c, s) → RT because the arrays are stored by columns. This can
be addressed simply by rewriting the algorithm in terms of RT. Another idea is to use
the Rutishauser’s formulas to update the diagonal entries [39] combined with keeping
the diagonal entries in a separate vector (see [42, Sect. 3.3.1] for details on how this
can be implemented in a one-sided Jacobi algorithm). This may save the computation
of the diagonal entries bii and b j j in each step. However Rutishauser’s formulas may

8 In fact a BLAS 3 implementation of the QR factorization is faster than one Jacobi sweep.

123



546 F. M. Dopico et al.

introduce large errors that can spoil the accuracy of the algorithm, so their use must
be accompanied by safety tests to decide when they can be applied and by explicit
updating of the diagonal entries at the end of each sweep. Finally, self-scaled Jacobi
rotations [1] may be used to save 2n flops each time a Jacobi rotation is applied [42,
Sect. 3.4.1].

Other interesting (and more complicated) ideas that can reduce the cost of the
implicit Jacobi algorithm are the following. First, to compute the eigenvector matrix
a posteriori by solving a linear system in the spirit of [19] instead of accumulat-
ing the Jacobi rotations. This is motivated by the fact that we know the original
matrix G and the final G f obtained when the stopping criterion is satisfied, and
then one can solve for U in the system U TG = G f . The numerical orthogonal-
ity in floating point arithmetic of the matrix U so computed should be carefully
analyzed, and U should be reorthogonalized if it is necessary. Second, it may be
possible to use a triangular form of the factor G after the preconditioning by the
QR factorization with column pivoting to design better pivoting strategies, as it was
done in [21] for a Jacobi SVD algorithm. Finally, the use of block versions of the
implicit Jacobi algorithm apparently would inherit the same accuracy properties and
may make the algorithm much faster. See [26,27] for references on block Jacobi
procedures.

9 Numerical tests

We have proved rigorously in Theorems 6 and 7 that the implicit standard Jacobi
algorithm computes the eigenvalues and eigenvectors of an RRD X DXT with small
multiplicative backward errors. This is combined with Theorems 1 and 2 to show that
the forward errors in the computed eigenvalues and eigenvectors are given by (7). In
addition, Algorithm 3 i.e., the QR-preconditioned version, has the same error bounds.
Therefore, it is not surprising that extensive numerical tests performed on different
types of RRDs have confirmed the high relative accuracy of Algorithms 1, 2 and 3. We
present in this section some selected numerical tests on RRDs with extremely ill-con-
ditioned diagonal factors, and compare the performance in number of Jacobi sweeps
of the new implicit standard Jacobi algorithm, with and without preconditioning, with
other algorithms existing in the literature that compute with high relative accuracy
eigenvalues and eigenvectors of RRDs.

All of the numerical tests in this section have been performed in MATLAB 7.0
(R14) with ε = 2−53. We will assume that the eigenvalues are decreasingly ordered,
i.e., λ1 ≥ · · · ≥ λn , and we define

relgapi = min

(

min
j �=i

|λ j − λi |
|λi | , 1

)

.

Test 1 We consider a 100 × 100 symmetric Cauchy matrix A with entries

ai j = 1

xi + x j
, (45)
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with xi = (−1)i−1 + (i − 1)2−40 for i = 1, 2, . . . , 100. For this matrix κ(A) =
7.8 × 1073. A symmetric RRD A = X DXT is computed using Algorithm 1 in [14]
with errors as in (43) with δ = O(n3/2ε), and then Algorithm 1 or 3 can be applied
on the factors to obtain the eigenvalues and eigenvectors. The computed eigenvalues,
λ̂i , and eigenvectors, v̂i , are compared with the eigenvalues, λi , and the eigenvectors,
vi , computed by the MATLAB eig function with 100-decimal digit arithmetic. The
maximum relative errors in the eigenvalues and eigenvectors computed by Algorithm
1 are

max
i

|λ̂i − λi |
|λi | = 3.3 × 10−14, and max

i
‖v̂i − vi‖2 = 1.9 × 10−14,

while the maximum relative errors in the eigenvalues and eigenvectors computed by
Algorithm 3 are

max
i

|λ̂i − λi |
|λi | = 4.7 × 10−15, and max

i
‖v̂i − vi‖2 = 4.7 × 10−15.

The errors are very satisfactory in both cases. The number of Jacobi sweeps performed
by Algorithm 1 is 35, and by Algorithm 3 is 4. This is the first example that we show to
illustrate how beneficial the QR-preconditioner may be. Other interesting data in this
test are: κ(X) = 30.5, and mini relgapi = 0.62. The relative error in the eigenvalues
computed by the MATLAB eig function in standard IEEE double precision arithme-

tic was maxi
|λ̂i −λi ||λi | = 3.25 × 1055. Note that the eigenvalues of A = G J GT, where

G = X diag
(√|d1|, . . . ,√|dn|), are equal to the eigenvalues of the matrix pencil

GTG − λJ . We have also used the MATLAB eig(GTG, J ) function to compute the

eigenvalues of this pencil, and the error was maxi
|λ̂i −λi ||λi | = 5.18 × 1032.

Test 2 In this test, we consider again a 100 × 100 symmetric Cauchy matrix A with
entries given by (45), and with xi = i − 0.5 for i = 1, 2, . . . , 99 and x100 = −99.5,
and proceed as in Test 1. Note that A is the Hilbert matrix except for the last row
and last column which are modified to make the matrix indefinite. For this matrix
κ(A) = 3.5 × 10147. The computed eigenvalues, λ̂i , and eigenvectors, v̂i , are com-
pared with the eigenvalues, λi , and the eigenvectors, vi , computed by the MATLAB
eig function with 200-decimal digit arithmetic. The maximum relative errors in the
eigenvalues and eigenvectors computed by Algorithm 1 are

max
i

|λ̂i − λi |
|λi | = 1.2 × 10−13, and max

i
‖v̂i − vi‖2 = 5.7 × 10−14,

while the maximum relative errors in the eigenvalues and eigenvectors computed by
Algorithm 3 are

max
i

|λ̂i − λi |
|λi | = 4.9 × 10−15, and max

i
‖v̂i − vi‖2 = 3.9 × 10−14.
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The errors in Algorithm 3 are considerably smaller than the errors in Algorithm 1.
This may be related to the fact that the number of Jacobi sweeps performed by Algo-
rithm 3 is just 5, while the number of sweeps performed by Algorithm 1 is 55. Other
interesting data in this test are: κ(X) = 45.22 and mini relgapi = 0.4. The relative
error in the eigenvalues computed by the MATLAB eig function in standard IEEE

double precision arithmetic was maxi
|λ̂i −λi ||λi | = 1.84 × 10132.

The results in Tests 1 and 2 are very satisfactory from the point of view of accuracy,
both for Algorithm 1 and 3. In addition, the number of Jacobi sweeps performed by
Algorithm 3 is low, while Algorithm 1 performs too many sweeps. We will see in
the next numerical experiments that this sweep comparison varies widely for different
types of RRDs, although Algorithm 3 is always faster than Algorithm 1, and, there-
fore, QR-preconditioning is highly recommended. Moreover, we will compare in the
next tests the number of sweeps of Algorithms 1 and 3 with the number of sweeps
of other algorithms of Jacobi type for computing the eigenvalues and eigenvectors of
symmetric indefinite RRDs with high relative accuracy. The algorithms we use are
the following ones.

1. The implicit one sided J -orthogonal Jacobi algorithm (see [42, Algorithm 3.3.1]
or [41, Algorithm 1]). This algorithm uses hyperbolic transformations applied on
the right side of the matrix G defined in Algorithm 1. This fact implies that the
error bounds for the computed eigenvalues and eigenvectors are not guaranteed to
be small, but, in practice, it has never been observed a significant loss of accuracy.

2. The SSVD algorithm presented in [16, Algorithm 1]. The SSVD algorithm does
not preserve the symmetry of the problem because it uses Algorithm 3.1 in [7]
to compute the SVD of the RRD X DXT. Step 3 of that algorithm applies the
one sided Jacobi algorithm for the SVD [12] to a certain matrix W applying the
rotations from the right. In our tests, we have computed first the QR factoriza-
tion with the Businger-Golub column pivoting strategy of W T [20]. In this way
the algorithm is faster and, simultaneously, the error bounds are guaranteed to be
small.

In the tests below, we have checked the accuracy of the eigenvalues computed by
Algorithms 1 and 3 through the relative errors with respect to those computed by the
J -orthogonal and the SSVD algorithm. For the eigenvectors, we also compare with
the J -orthogonal and the SSVD algorithm, and multiply the norm of the difference of
the i th eigenvectors by relgapi . This has to be O(εκ(X)).

Test 3 In this test, we study the behavior of the number of Jacobi sweeps performed
by Algorithms 1 and 3 as the condition number of the diagonal factor D of an RRD
increases. We consider random RRDs X DXT, where X ∈ R

100×100 and D ∈ R
100×100

are generated by the MATLAB commandgallery(’randsvd’,...) developed
by N. Higham [28]. For all tested RRDs κ(X) = 30, and the matrices X are generated
with geometrically distributed singular values (MODE = 3 in gallery(’rands-
vd’,...)). In a first type of RRDs the diagonal factors D are also generated with
geometrically distributed singular values, and, in addition, the signs of the diagonal
entries are randomly selected. We consider the following values of κ(D) = 1010:20:110,
and for each value of κ(D) five RRDs are generated. The average numbers of sweeps
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Table 1 Average numbers of
Jacobi sweeps for random
100 × 100 RRDs with
geometrically distributed
singular values for D
(MODE = 3) and κ(X) = 30.

κ(D) Algorithm 1 Algorithm 3 J -orthogonal algorithm SSVD

1010 16.2 6 9 5.2

1030 25 5 9 4

1050 31.2 4 9.2 4.2

1070 34.2 4 9 3.2

1090 39.6 4 9.2 3

10110 42.6 3.8 9.2 3

Table 2 Average numbers of
Jacobi sweeps for random
100 × 100 RRDs with the
singular values of D generated
with MODE = 1 and κ(X) = 30

κ(D) Algorithm 1 Algorithm 3 J -orthogonal algorithm SSVD

1010 10.2 9 10.8 8

1030 9.6 8.8 10.6 8

1050 10.6 9 10.4 8.2

1070 10.8 9 10.8 8

1090 11 8.8 10.8 8

10110 11 8.6 11 8

are presented in Table 1. We have observed in the matrices of this test a maximum
relative difference between the eigenvalues computed by Algorithm 1 and those com-
puted by the other algorithms equal to 4.8 × 10−14. The maximum norm of the dif-
ference between eigenvectors multiplied by the corresponding relative gap has been
2.8 × 10−14. In a second type of RRDs, we repeat the same experiment with the only
modification that the option MODE = 1 in gallery(’randsvd’,...) is used to
generate the absolute values of the diagonal factors D, i.e., D has one large singular
value equal to one and the other singular values equal to 1/κ(D). Note that this does not
imply that there are 99 eigenvalues of X DXT with the same absolute value, because
we are multiplying by X . The average numbers of sweeps for these RRDs are presented
in Table 2. We have observed in the matrices of Table 2 a maximum relative differ-
ence between the eigenvalues computed by Algorithm 1 and those computed by the
other algorithms equal to 2.8 × 10−14. The maximum norm of the difference between
eigenvectors multiplied by the corresponding relative gap has been 3.3 × 10−14.

The first conclusion to be drawn from this test is that the performance of Algorithm 1
depends heavily on the distribution of the eigenvalues, while this dependence is milder
for the other three algorithms. The second conclusion is that Algorithm 3 is always
faster than Algorithm 1 and, that it can be much faster if the absolute values of the
eigenvalues are geometrically distributed.9 The third conclusion is that Algorithm 3 is
also considerably faster than the J -Orthogonal algorithm, specially again if the abso-
lute values of the eigenvalues are geometrically distributed. Therefore, we consider
that the QR-preconditioning in Algorithm 3 must be used in the new Implicit Jacobi
algorithm. The last conclusion is that the number of sweeps of the nonsymmetric SSVD

9 The order of magnitude of the eigenvalues of X DXT and D is similar because X is well-conditioned.
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Table 3 Average numbers of
Jacobi sweeps for random n × n
RRDs with geometrically
distributed singular values for D
(MODE = 3), κ(D) = 1040, and
κ(X) = 100

n Algorithm 1 Algorithm 3 J -orthogonal algorithm SSVD

100 28.8 4.6 10 4

500 46 6 11 5.6

1,000 58.3 6 11 6

2,000 69 7 11 7

Table 4 Average numbers of
Jacobi sweeps for random n × n
RRDs with the singular values
of D generated with MODE = 1,
κ(D) = 1040, and κ(X) = 100

n Algorithm 1 Algorithm 3 J -orthogonal algorithm SSVD

100 10.8 8.8 11.6 7.8

500 12.8 12 13.2 9.6

1,000 13 13 14 10.7

2,000 14.5 13.5 15 11

algorithm is slightly smaller than the number of sweeps of Algorithm 3, although the
lack of symmetry of SSVD makes difficult a real comparison of the computational
cost of both algorithms. In addition, SSVD can use, at present, the fast algorithm in
[20,21] to compute the SVD of X DXT, and then to be faster than Algorithm 3.

Test 4 In this test, we study the behavior of the number of Jacobi sweeps performed by
Algorithms 1 and 3 as the dimension of an RRD X DXT increases for fixed condition
numbers of the factors D and X . We have chosen κ(D) = 1040 and κ(X) = 100. For
all tested RRDs, the matrices X are randomly generated with geometrically distrib-
uted singular values. In a first type of RRDs the diagonal factors D are also randomly
generated with geometrically distributed singular values, and, in addition, the signs
of the diagonal entries are randomly selected. We consider n × n factors X and D
for n = 100, 500, 1,000, 2,000. Five RRDs were generated for n = 100, five for
n = 500, three for n = 1,000, and two for n = 2,000. The average numbers of
sweeps are presented in Table 3. We have observed in the matrices of this test a maxi-
mum relative difference between the eigenvalues computed by Algorithm 1 and those
computed by the other algorithms equal to 1.63 × 10−12, and the maximum norm of
the difference between eigenvectors multiplied by the corresponding relative gap has
been 1.04 × 10−12. Both of them occurred for n = 2,000. In a second type of RRDs,
we repeat the same experiment with the only modification that the option MODE = 1 in
gallery(’randsvd’,...) is used to generate the absolute values of the diago-
nal factors D. The average numbers of sweeps for these RRDs are presented in Table 4.
We have observed in the matrices in Table 4 a maximum relative difference between
the eigenvalues computed by Algorithm 1 and those computed by the other algorithms
equal to 6.39×10−13, and the maximum norm of the difference between eigenvectors
multiplied by the corresponding relative gap has been 5.83 × 10−13. Both of them
occurred again for n = 2,000.

One can obtain from Test 4 similar conclusions to those obtained from Test 3 on
the comparison of the different algorithms.
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10 Conclusions

We have introduced the first algorithm that computes with guaranteed high relative
accuracy the eigenvalues and eigenvectors of any symmetric indefinite (or definite)
matrix in RRD form, A = X DXT, by using only orthogonal transformations and
respecting the symmetry of the problem. This algorithm simply applies the rotations
of the standard cyclic-by-row Jacobi algorithm implicitly on the factor X . A rigorous
error analysis proving the high relative accuracy obtained by this algorithm has been
developed. This error analysis is based on new theoretical results on properties of
diagonal and scaled diagonally dominant symmetric RRDs that show that disastrous
cancellations do not appear in the computation of the eigenvalues. Numerical tests
have been performed to confirm the high relative accuracy of the new implicit Jacobi
algorithm. The new algorithm can be easily preconditioned through the QR decom-
position with column pivoting. This preconditioned version preserves all the good
properties of the implicit Jacobi algorithm and runs much faster, as it has been shown
in Sect. 9. The computational cost of the preconditioned implicit Jacobi algorithm is
similar to the nonsymmetric SSVD algorithm, which is at present the fastest existing
algorithm for computing eigenvalues and eigenvectors of symmetric indefinite RRDs
with guaranteed high relative accuracy. In future work, we will consider how to speed
up the new algorithm preserving its three fundamental properties: guaranteed error
bounds, preservation of the symmetry, and using only orthogonal transformations.
This may require much more sophisticated ideas in the spirit of the ones presented in
[20,21,26,27] for the accurate computation of the Singular Value Decomposition.
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