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510 S. C. Brenner et al.

1 Introduction

Let � ⊂ R
2 be a bounded polygonal domain. In this paper we consider the following

curl–curl and grad-div problem:
Find u ∈ H0(curl;�) ∩ H(div;�) such that

(∇ × u,∇ × v)+ γ (∇ · u,∇ · v)+ α(u, v) = ( f , v) (1.1)

for all v ∈ H0(curl;�) ∩ H(div;�), where (·, ·) denotes the inner product of L2(�)

(or [L2(�)]2), α ∈ R and γ > 0 are constants, f ∈ [L2(�)]2, and the spaces
H0(curl;�) and H(div;�) are defined as follows:

H(curl;�) =
{
v =

[
v1
v2

]
∈ [L2(�)]2 : ∇ × v = ∂v2

∂x1
− ∂v1

∂x2
∈ L2(�)

}
,

H0(curl;�) = {v ∈ H(curl;�) : n×v = 0 on ∂�},

where n is the unit outer normal, and

H(div;�) =
{
v =

[
v1
v2

]
∈ [L2(�)]2 : ∇ · v = ∂v1

∂x1
+ ∂v2

∂x2
∈ L2(�)

}
.

Note that n × v = 0 on ∂� is equivalent to τ · v = 0 on ∂�, where τ is a unit
tangent along ∂�.

For positive α, the problem (1.1) is uniquely solvable by the Riesz representation
theorem applied to the Hilbert space

X N = H0(curl;�) ∩ H(div;�)

with the inner product

(v,w)X N = (∇ × v,∇ × w)+ (∇ · v,∇ · w)+ (v,w).

Since H0(curl;�) ∩ H(div;�) is compactly embedded in [L2(�)]2 (cf. [23,41,
42,49,51] and the discussion in Sect. 2 below), there exists a sequence of nonnegative
numbers 0 ≤ λγ,1 ≤ λγ,2 ≤ · · · → ∞ such that the following eigenproblem has a
nontrivial solution w ∈ H0(curl;�) ∩ H(div;�):

(∇ × w,∇ × v)+ γ (∇ · w,∇ · v) = λγ, j (w, v) (1.2)

for all v ∈ H0(curl;�) ∩ H(div;�).
For α ≤ 0, the problem (1.1) is well-posed as long as α �= −λγ, j for j ≥ 1,

which we assume to be the case throughout the paper. In particular, in the case where
α = 0 and ∂� is connected, the problem (1.1) is uniquely solvable due to Friedrichs’
inequality [42]:
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Nonconforming FEM for curl–curl and grad-div 511

‖v‖L2(�) ≤ C
(‖∇ × v‖L2(�) + ‖∇ · v‖L2(�)

)

for all v ∈ H0(curl;�) ∩ H(div;�).
When ∇ · f = 0 and (1.1) is well-posed, the solution u of (1.1) belongs to the

space H(div0;�) defined by

H(div0;�) = {v ∈ H(div;�) : ∇ · v = 0},

and it is also a solution of the following curl–curl problem:
Find u ∈ H0(curl;�) such that

(∇ × u,∇ × v)+ α(u, v) = ( f , v) (1.3)

for all v ∈ H0(curl;�).
The curl–curl problem (1.3) appears in semi-discretizations of electric fields in the

time-dependent (time-domain) Maxwell equations whenα > 0 and the time-harmonic
(frequency–domain) Maxwell equations when α ≤ 0. When α = 0, it is also related
to electrostatic problems.

The numerical solution of (1.1) by finite element methods has an interesting history.
It was realized early on [29,46,47,50] that the solution of the non-elliptic curl–curl
problem (1.3) can be obtained by solving the elliptic curl–curl and grad-div pro-
blem (1.1) in the case where ∇ · f = 0. Since it is difficult to construct finite ele-
ment subspaces for H0(curl;�) ∩ H(div;�), the problem (1.1) was discretized by
H1-conforming vector nodal finite elements [29]. However, the space [H1(�)]2 ∩ X N

turns out to be a closed subspace of X N [11,24]. Therefore any H1-conforming finite
element method for (1.1) must fail if the solution u does not belong to [H1(�)]2,
which happens when � is non-convex [6,11,26]. Even worse, the solutions obtained
by H1-conforming finite element methods in such situations converge to the wrong
solution (the projection of u in [H1(�)]2 ∩ X N ). Consequently the idea of solving
(1.3) through (1.1) was abandoned. Instead, the curl–curl problem (1.3) is usually
solved by H(curl)-conforming edge elements [14,33,39,42,44,45].

Nevertheless, the elliptic problem (1.1) remains an attractive alternative approach
and successful schemes have been discovered in recent years that either solve (1.1)
using nodal H1 vector finite elements complemented by singular vector fields
[3–5,13,38], or solve a regularized version of (1.1) using standard nodal H1 vec-
tor finite elements [21,27,28].

In this paper we will show that (1.1) can also be solved by a nonconforming method
using weakly continuous piecewise P1 vector fields, where optimal convergence rates
(up to an arbitrarily small ε > 0) in both the energy norm and the L2 norm can be achie-
ved on general polygonal domains, provided that two consistency terms involving the
jumps of the vector fields across element boundaries are included in the discretization
and properly graded meshes are used. This is a continuation of our previous work in
[16,17], which considerably facilitates the analysis of the new method.

Note that, since we are working in two-dimensions, the problem (1.1) is equivalent
to the following problem:
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512 S. C. Brenner et al.

Find u ∈ H0(div;�) ∩ H(curl;�) such that

γ (∇ × u,∇ × v)+ (∇ · u,∇ · v)+ α(u, v) = ( f , v) (1.4)

for all v ∈ H0(div;�) ∩ H(curl;�), where

H0(div;�) = {v ∈ H(div;�) : n · v = 0 on ∂�}.

Therefore all the results in this paper (after straight-forward modifications) hold
for the problem (1.4), which appears in problems involving magnetic fields and also
problems in fluid–structure interaction [9,10,12,37].

The rest of the paper is organized as follows. We discuss the elliptic regularity of
(1.1) in Sect. 2 and introduce the nonconforming finite element method in Sect. 3.
The convergence analysis is given in Sect. 4, followed by the results of numerical
experiments in Sect. 5. We end the paper with some concluding remarks in Sect. 6.

2 Regularity of the curl–curl and grad-div problem

The regularity of (1.1) is closely related to the regularity of the Laplace operator with
homogeneous Dirichlet or Neumann boundary conditions. To explain this connection,
we begin by reviewing the relation between the space H0(curl;�) ∩ H(div;�) and
Sobolev spaces. For simplicity, we first assume that � is simply connected.

Let u ∈ H0(curl;�) ∩ H(div;�). By a well-known Helmholtz decomposition
[34,42], we have an orthogonal decomposition for u in both [L2(�)]2 and H0(curl;�):

u = ů + ∇φ, (2.1)

where ů ∈ H0(curl;�) ∩ H(div0;�) and φ ∈ H1
0 (�).

The function φ ∈ H1
0 (�) in (2.1) is the variational solution of the following

Dirichlet boundary value problem:

�φ = ∇ · u in �, (2.2a)

φ = 0 on ∂�. (2.2b)

Since we assume� to be simply connected, there exists (cf. [34])ψ ∈ H1(�) such
that

∇ × ψ = ů and
∫
�

ψ dx = 0,

and we can rewrite (2.1) as
u = ∇ × ψ + ∇φ. (2.3)
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Nonconforming FEM for curl–curl and grad-div 513

Note that ψ is the unique variational solution with zero mean of the following
Neumann boundary value problem:

�ψ = −(∇ × u) in �, (2.4a)
∂ψ

∂n
= 0 on ∂�. (2.4b)

Since the right-hand side of (2.2a) belongs to L2(�), the elliptic regularity theory
for polygonal domains [32,35,36,43] provides a decomposition

φ = φR + φS, (2.5)

where the regular part φR ∈ H2(�) and the singular part φS is supported near the
corners c1, . . . , cL of �. More precisely, we can choose a small positive number δ
such that the neighborhoods

N�,2δ = {x ∈ � : |x − c�| < 2δ}

are disjoint. Then we can write

φS =
L∑
�=1

χ�(r�)
∑
j∈N

j (π/ω�)∈(0,1)

κ�, j r
j (π/ω�)
� sin ( j (π/ω�)θ�) , (2.6)

where (r�, θ�) are the polar coordinates at c� so that the two edges of � emanating
from c� are defined by θ = 0 and θ = ω�, χ�(t) is a smooth cut-off function that
equals 1 for t < 3δ/2 and vanishes for t > 7δ/4, and κ�, j are constants. Furthermore,
we have the following elliptic regularity estimate:

‖φR‖H2(�) +
L∑
�=1

∑
j∈N

j (π/ω�)∈(0,1)

|κ�, j | ≤ C‖∇ · u‖L2(�). (2.7)

Here and below we use C with or without subscripts to denote a generic positive
constant independent of h that can take different values at different appearances.

Similarly, since the right-hand side of (2.4a) belongs to L2(�), we have the follo-
wing decomposition for ψ :

ψ = ψR + ψS, (2.8)

where ψR ∈ H2(�), and

ψS =
L∑
�=1

χ�(r�)
∑
j∈N

j (π/ω�)∈(0,1)

��, j r
j (π/ω�)
� cos ( j (π/ω�)θ�) . (2.9)
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Furthermore, the following analog of (2.7) holds:

‖ψR‖H2(�) +
L∑
�=1

∑
j∈N

j (π/ω�)∈(0,1)

|��, j | ≤ C‖∇ × u‖L2(�). (2.10)

Combining (2.3) and (2.5)–(2.10), we have the following description of u. First of
all, u ∈ [H1(�δ)]2, where

�δ = {x ∈ � : |x − c�| > δ for 1 ≤ � ≤ L},

and the following estimate holds:

‖u‖H1(�δ)
≤ C

(‖∇ · u‖L2(�) + ‖∇ × u‖L2(�)

)
. (2.11)

Secondly, in the neighborhood N�,3δ/2 of the corner c�, we have

u = uR + uS, (2.12)

where uR ∈ [H1(N�,3δ/2)]2,

uS =
∑
j∈N

j (π/ω)∈(0,1)

ν�, j r
j (π/ω�)−1
�

[
sin ( j (π/ω�)− 1) θ�
cos ( j (π/ω�)− 1) θ�

]
, (2.13)

and
ν�, j = j (π/ω�)(κ�, j − ��, j ). (2.14)

Moreover, we have the following estimate:

L∑
�=1

⎛
⎜⎜⎝‖uR‖H1(N�,3δ/2)

+
∑
j∈N

j (π/ω)∈(0,1)

|ν�, j |

⎞
⎟⎟⎠ ≤ C

(‖∇ × u‖L2(�) + ‖∇ · u‖L2(�)

)
.

(2.15)

In particular, it follows from (2.11)–(2.13) and (2.15) that u ∈ [Hs(�)]2 for any
s ∈ (1/2, 1] such that s < min1≤�≤L π/ω�, and

‖u‖Hs (�) ≤ Cs
(‖∇ × u‖L2(�) + ‖∇ · u‖L2(�)

)
, (2.16)

i.e., H0(curl;�) ∩ H(div;�) can be embedded into [Hs(�)]2.
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Nonconforming FEM for curl–curl and grad-div 515

Now we turn to the regularity/singularity of the solution u of (1.1). For simplicity
we first discuss the case where α > 0. From (1.1) we immediately see that

‖u‖L2(�) ≤ α−1‖ f ‖L2(�), (2.17)

‖∇ × u‖2
L2(�)

+ γ ‖∇ · u‖2
L2(�)

≤ α−1‖ f ‖2
L2(�)

. (2.18)

In view of (1.1), the divergence free part ů in the Helmholtz decomposition (2.1)
satisfies

(∇ × ů,∇ × v)+ α(ů, v) = ( f , v) (2.19)

for all v ∈ H0(curl;�) ∩ H(div0;�), which implies

∇ × (∇ × ů)+ αů = Q f , (2.20)

where Q is the orthogonal projection from [L2(�)]2 onto H(div0;�). Indeed, let ζ ∈
[C∞

0 (�)]2 be a test vector field. Then ζ ∈ H0(curl;�) and (ζ − Qζ ) ∈ ∇H1
0 (�) ⊂

H0(curl;�), which imply that Qζ ∈ H0(curl;�) ∩ H(div0;�). Hence it follows
from (2.19) that

(∇ × ů,∇ × ζ )+ α(ů, ζ ) = (∇ × ů,∇ × [Qζ + (ζ − Qζ )])+ α(ů, Qζ )

= (∇ × ů,∇ × Qζ )+ α(ů, Qζ ) = ( f , Qζ ) = (Q f , ζ ),

which yields (2.20).
We deduce from (2.1), (2.17) and (2.20) that ∇ × u = ∇ × ů ∈ H1(�) and

|∇ × u|H1(�) = |∇ × ů|H1(�) = ‖Q f − αů‖L2(�) ≤ 2‖ f ‖L2(�), (2.21)

which together with (1.1) implies that ∇ · u ∈ H1(�) and

|∇ · u|H1(�) ≤ γ−1‖ f − αu − ∇ × (∇ × u)‖L2(�)

≤ 4γ−1‖ f ‖L2(�). (2.22)

In particular, it follows from the regularity of ∇ × u and ∇ · u and the usual
variational argument that the boundary value problem corresponding to (1.1) is

∇ × (∇ × u)− γ∇(∇ · u)+ αu = f in �, (2.23a)

n × u = 0 on ∂�, (2.23b)

∇ · u = 0 on ∂�. (2.23c)

The regularity/singularity of u can be derived through (2.2)–(2.4) and the elliptic
regularity theory for polygonal domains. Since ∇ · u ∈ H1(�), the regular part φR in
(2.5) now belongs to H3(�δ), and φR ∈ H3−ε(N�,2δ) for any ε > 0 and 1 ≤ � ≤ L .
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The singular part φS is now given by

φS =
L∑
�=1

χ�(r�)
∑
j∈N

j (π/ω�)∈(0,2)\{1}

κ�, j r
j (π/ω�)
� sin ( j (π/ω�)θ�) . (2.24)

Furthermore, we have the following elliptic regularity estimates:

‖φR‖H3(�δ)
≤ C‖∇ · u‖H1(�)

≤ Cγ−1/2(γ−1/2 + α−1/2)‖ f ‖L2(�), (2.25a)
L∑
�=1

‖φR‖H3−ε (N�,2δ)
≤ Cε‖∇ · u‖H1(�)

≤ Cεγ
−1/2(γ−1/2 + α−1/2)‖ f ‖L2(�), (2.25b)

L∑
�=1

∑
j∈N

j (π/ω�)∈(0,2)\{1}

|κ�, j | ≤ C‖∇ · u‖H1(�)

≤ Cγ−1/2(γ−1/2 + α−1/2)‖ f ‖L2(�), (2.25c)

where we have used the estimates (2.18) and (2.22).
Similarly, since ∇ × u ∈ H1(�), the regular part ψR in (2.8) now belongs to

H3(�δ), and ψR ∈ H3−ε(N�,2δ) for any ε > 0 and 1 ≤ � ≤ L . The singular part ψS

is now given by

ψS =
L∑
�=1

χ�(r�)
∑
j∈N

j (π/ω�)∈(0,2)\{1}

��, j r
j (π/ω�)
� cos ( j (π/ω�)θ�) . (2.26)

Furthermore, the following analog of (2.25) holds:

‖ψR‖H3(�δ)
≤ C‖∇ × u‖H1(�)

≤ C(1 + α−1/2)‖ f ‖L2(�), (2.27a)
L∑
�=1

‖ψR‖H3−ε (N�,2δ))
≤ Cε‖∇ × u‖H1(�)

≤ Cε(1 + α−1/2)‖ f ‖L2(�), (2.27b)
L∑
�=1

∑
j∈N

j (π/ω�)∈(0,2)\{1}

|��, j | ≤ C‖∇ × u‖H1(�)

≤ C(1 + α−1/2)‖ f ‖L2(�), (2.27c)
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Nonconforming FEM for curl–curl and grad-div 517

where we have used the estimates (2.18) and (2.21).
Combining (2.3), (2.5), (2.8) and (2.24)–(2.27), we can describe the regularity/

singularity of the solution u of (1.1) as follows. We have u ∈ [H2(�δ)]2 and the
following estimate is valid:

‖u‖H2(�δ)
≤ C[1 + γ−1 + α−1/2(1 + γ−1/2)]‖ f ‖L2(�). (2.28)

In the neighborhood N�,3δ/2 of the corner c�, we have

u = uR + uS, (2.29)

where uR ∈ [H2−ε(N�,3δ/2)]2 for any ε > 0,

uS =
∑
j∈N

j (π/ω�)∈(0,2)\{1}

ν�, j r
j (π/ω�)−1
�

[
sin ( j (π/ω�)− 1) θ�
cos ( j (π/ω�)− 1) θ�

]
, (2.30)

and the constants ν�, j are related to κ�, j and ��, j by (2.14).
Moreover, we have the following corner regularity estimates:

L∑
�=1

‖uR‖H2−ε (N�,3δ/2)

≤ Cε[1 + γ−1 + α−1/2(1 + γ−1/2)]‖ f ‖L2(�), (2.31a)
L∑
�=1

∑
j∈N

j (π/ω�)∈(0,2)\{1}

|ν�, j |

≤ C[1 + γ−1 + α−1/2(1 + γ−1/2)]‖ f ‖L2(�). (2.31b)

Remark 2.1 Note that the description of the regularity/singularity of the solution of the
reduced time-harmonic Maxwell equations given in [17] is the same as (2.28)–(2.31),
only with all κ�, j ’s equal to 0.

We have derived the regularity/singularity of u under the assumption that � is
simply connected. Since the regularity/singularity is a local behavior, the preceding
results remain valid for general polygonal domains by a standard partition of unity
argument.

For α ≤ 0, the problem (1.1) is well-posed as long as α �= −λγ, j , where 0 ≤
λγ,1 ≤ λγ,2 ≤ · · · → ∞ are the eigenvalues defined by (1.2), in which case we can
replace (2.17) and (2.18) by

‖∇ × u‖2
L2(�)

+ γ ‖∇ · u‖L2(�) + ‖u‖2
L2(�)

≤ Cα‖ f ‖2
L2(�)

. (2.32)

Hence the results for α > 0 remain valid for α ≤ 0 provided α �= −λγ, j for j ≥ 1,
except that the dependence of the estimates on α is no longer explicit.
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3 The nonconforming finite element method

Let Th be a family of simplicial triangulations of�with mesh-parameter h = maxT ∈Th

hT , where hT is the diameter of the triangle T . To recover optimal a priori error
estimates in the presence of singularities, the triangulation Th is graded around the
corners c1, . . . , cL of � with the property that

C1hT ≤ h�µ(T ) ≤ C2hT , (3.1)

where

�µ(T ) =
L∏
�=1

|c� − cT |1−µ�. (3.2)

Here cT is the center of T and the positive constants C1 and C2 are independent of h.
The grading parameters µ1, . . . , µL are chosen according to

µ� = 1 if ω� ≤ π

2
,

µ� <
π

2ω�
if ω� >

π

2
.

(3.3)

In other words, grading is needed around any corner whose angle is larger than
a right angle, which is different from the grading strategy for the Laplace operator,
where grading is needed only around re-entrant corners. This is due to the fact that
the singularity of (1.1) is one order more severe than the singularity of the Laplace
operator (cf. (2.6), (2.9) and (2.30)).

The construction of Th is described for example in [1,2,8,15]. Note that Th satisfies
the minimum angle condition for any given grading parameters.

Let Vh be the space of weakly continuous P1 vector fields associated with Th

whose tangential components vanish at the midpoints of the boundary edges in Th .
More precisely, let Eh (resp. Eb

h and E i
h) be the set of the edges (resp. boundary edges

and interior edges) of Th . Then

Vh = {v ∈ [L2(�)]2 : vT = v
∣∣
T ∈ [P1(T )]2 ∀ T ∈ Th,

v is continuous at the midpoint of any e ∈ E i
h,

n × v vanishes at the midpoint of any e ∈ Eb
h }.

The advantage of using weakly continuous P1 vector fields is due to the fact that it
is easy to define, for any s > 1/2, a weak interpolation operator �T : [Hs(T )]2 −→
[P1(T )]2 as follows:

(�T ζ )(me j ) = 1

|e j |
∫
e j

ζ ds for 1 ≤ j ≤ 3,
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Nonconforming FEM for curl–curl and grad-div 519

where e1, e2 and e3 are the edges of T , and me and |e| denote the midpoint and length
of the edge e. In view of the midpoint rule, we can also write

∫
e j

�T ζ ds =
∫
e j

ζ ds for 1 ≤ j ≤ 3. (3.4)

Furthermore, the operator �T satisfies a standard error estimate [30]:

‖ζ −�T ζ‖L2(T ) + hmin(s,1)
T |ζ −�T ζ |Hmin(s,1)(T ) ≤ CT hs

T |ζ |Hs (T ) (3.5)

for all ζ ∈ [Hs(T )]2 and s ∈ (1/2, 2], where the positive constant CT depends on the
minimum angle of T (and also on s when s tends to 1/2).

Since H0(curl;�) ∩ H(div;�) ⊂ [Hs(�)]2 for some s > 1/2, we can define a
global interpolation operator

�h : H0(curl;�) ∩ H(div;�) −→ Vh

by piecing together the local interpolation operators:

(�hv)T = �T vT ∀ T ∈ Th . (3.6)

Let ∇h× and ∇h · be the piecewise curl and div operator defined by

(∇h × v)T = ∇ × (vT ) ∀ T ∈ Th, (3.7)

(∇h · v)T = ∇ · (vT ) ∀ T ∈ Th . (3.8)

Observe that (3.4) and Green’s theorem imply, for any v ∈ H0(curl;�)∩H(div;�)
and T ∈ Th ,

∫
T

∇ × (�T v) dx =
∫
T

∇ × v dx,

∫
T

∇ · (�T v) dx =
∫
T

∇ · v dx,

which, in view of (3.6)–(3.8), means that

∇h × (�hv) = �h
0(∇ × v) ∀ v ∈ H0(curl;�) ∩ H(div;�), (3.9)

∇h · (�hv) = �h
0(∇ · v) ∀ v ∈ H0(curl;�) ∩ H(div;�), (3.10)

where�h
0 is the orthogonal projection from L2(�)onto the space of piecewise constant

functions associated with Th . These commutative diagram relations indicate that we
have good control over ∇h × (�h u) and ∇h · (�h u) simultaneously, which explains
why weakly continuous P1 vector fields can be used to solve problems involving the
space H(curl;�) ∩ H(div;�).
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Remark 3.1 �h is also the interpolation operator used in [16,17].

Let e ∈ E i
h be shared by the two triangles Te,1, Te,2 ∈ Th and n1 (resp. n2) be the

unit normal of e pointing towards the outside of Te,1 (resp. Te,2). We define, on e,

[[n × v]] = n1 × (
vTe,1

∣∣
e

)+ n2 × (
vTe,2

∣∣
e

)
, (3.11a)

[[n · v]] = n1 · (vTe,1

∣∣
e

)+ n2 · (vTe,2

∣∣
e

)
. (3.11b)

For an edge e ∈ Eb
h , we take ne to be the unit normal of e pointing towards the

outside of � and define
[[n × v]] = ne × (v

∣∣
e). (3.12)

The nonconforming finite element method for (1.1) is:
Find uh ∈ Vh such that

ah(uh, v) = ( f , v) ∀ v ∈ Vh, (3.13)

where

ah(w, v) = (∇h × w,∇h × v)+ γ (∇h · w,∇h · v)+ α(w, v)

+
∑
e∈Eh

[�µ(e)]2

|e|
∫
e

[[n × w]] [[n × v]] ds

+
∑
e∈E i

h

[�µ(e)]2

|e|
∫
e

[[n · w]][[n · v]]ds, (3.14)

and the edge weight �µ(e) is defined by

�µ(e) = �L
�=1|c� − me|1−µ�. (3.15)

Note that, by comparing (3.2) and (3.15), we have

C1�µ(e) ≤ �µ(T ) ≤ C2�µ(e) if e ⊂ ∂T, (3.16)

where the positive constants C1 and C2 are independent of h. This relation is important
for the derivation of optimal a priori error estimates.

Remark 3.2 The last two terms on the right-hand side of (3.14) involving the tangen-
tial and normal jumps of the weakly continuous P1 vector fields are crucial for the
convergence of the scheme. Unlike the nonconforming P1 finite element method for
the Stokes problem or the membrane problem, a naive discretization of (1.1) with only
the first three terms does not converge (see the numerical results in Table 3 below).
This is one of the reasons why classical nonconforming finite element methods have
not been pursued in computational electromagnetics (see also the comments on p. 200
of [42]). The crucial difference is that the piecewise H(curl) ∩ H(div) semi-norm,
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unlike the piecewise H1 semi-norm, is too weak to control the jumps even with the
weak continuity of the vector fields in Vh . Hence the two terms involving the jumps
must be included in the discretization to control the consistency error.

4 Convergence analysis

We will measure the discretization error in the L2 norm and the mesh-dependent
energy norm ‖ · ‖h defined by

‖v‖2
h = ‖∇h × v‖2

L2(�)
+ γ ‖∇h · v‖2

L2(�)
+ ‖v‖2

L2(�)

+
∑
e∈Eh

[�µ(e)]2

|e| ‖[[n × v]]‖2
L2(e)

+
∑
e∈E i

h

[�µ(e)]2

|e| ‖[[n · v]]‖2
L2(e). (4.1)

Note that we have suppressed the dependence of the norm on γ to keep the notation
simple.

Observe that ah(·, ·) is bounded by the energy norm, i.e.,

|ah(w, v)| ≤ (|α| + 1)‖w‖h‖v‖h (4.2)

for all v,w ∈ H0(curl;�) ∩ H(div;�)+ Vh .
For α > 0, ah(·, ·) is also coercive with respect to ‖ · ‖h , i.e.,

ah(v, v) ≥ min(1, α)‖v‖2
h

for all v ∈ H0(curl;�) ∩ H(div;�)+ Vh .
In this case the discrete problem is well-posed and we have the following abstract

error estimate, whose proof is identical with the proof of Lemma 3.5 in [16].

Lemma 4.1 Let α be positive, β = min(1, α), u ∈ H0(curl;�) ∩ H(div;�) be the
solution of (1.1), and uh satisfy the discrete problem (3.13). It holds that

‖u − uh‖h ≤
(

1 + α + β

β

)
inf

v∈Vh
‖u − v‖h

+ 1

β
sup

w∈Vh\{0}
ah(u − uh,w)

‖w‖h
. (4.3)

For α ≤ 0, we have a Gårding (in)equality:

ah(v, v)+ (|α| + 1) (v, v) = ‖v‖2
h (4.4)
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for all v ∈ H0(curl;�)∩ H(div;�)+Vh . In this case the discrete problem is indefinite
and the following lemma provides an abstract error estimate for the scheme (3.13)
under the assumption that it has a solution. Its proof, which is based on (4.2) and (4.4),
is identical with the proof of Lemma 3.6 in [16].

Lemma 4.2 Let α ≤ 0 and u ∈ H0(curl;�) ∩ H(div;�) satisfy (1.1). Assume that
the discrete problem (3.13) has a solution uh. Then we have

‖u − uh‖h ≤ (2|α| + 3) inf
v∈Vh

‖u − v‖h

+ sup
w∈Vh\{0}

ah(u − uh,w)

‖w‖h
+ (|α| + 1)‖u − uh‖L2(�). (4.5)

From here on we consider α and γ to be fixed and drop the dependence on these
constants in our estimates. We also assume in Lemmas 4.8 and 4.9 below that the
discrete problem (3.13) has a solution uh when α ≤ 0

Remark 4.3 The first term on the right-hand side of (4.3) and (4.5) measures the
approximation property of Vh with respect to the energy norm. The second term
measures the consistency error. The third term on the right-hand side of (4.5) addresses
the indefiniteness of the problem when α ≤ 0.

Since the description of the regularity/singularity of the solution of the reduced
time-harmonic Maxwell equations in [17] is identical with the description of the regu-
larity/singularity of the solution u of (1.1) and the interpolation operator �h defined
in Section 3 is also the one employed in [17], we can use in our analysis the following
two results from that paper (cf. Lemmas 5.1 and 5.2 of [17]), which were obtained
using (2.28)–(2.31), (3.1), (3.3), (3.5), (3.15) and (3.16).

Lemma 4.4 Let u ∈ H0(curl;�) ∩ H(div;�) be the solution of (1.1). We have the
following interpolation error estimate :

‖u −�h u‖L2(�) ≤ Cεh
2−ε‖ f ‖L2(�) for any ε > 0. (4.6)

Lemma 4.5 Let u ∈ H0(curl;�) ∩ H(div;�) be the solution of (1.1). We have the
following interpolation error estimate :

∑
e∈Eh

[�µ(e)]2

|e| ‖[[u −�h u]]‖2
L2(e) ≤ Cεh

2−ε‖ f ‖2
L2(�)

(4.7)

for any ε > 0, where [[u −�h u]] is the jump of u −�h u across the interior edges of
Th and [[u −�h u]] = u −�h u on the boundary edges of Th.

The following result gives the approximation property of Vh .

Lemma 4.6 Let u ∈ H0(curl;�)∩ H(div;�) be the solution of (1.1). For any ε > 0
there exists a positive constant Cε independent of h and f such that:

inf
v∈Vh

‖u − v‖h ≤ ‖u −�h u‖h ≤ Cεh
1−ε‖ f ‖L2(�). (4.8)
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Proof According to (4.1), we have

‖u −�h u‖2
h = ‖∇h × (u −�h u)‖2

L2(�)
+ γ ‖∇h · (u −�h u)‖2

L2(�)

+‖u −�h u‖2
L2(�)

+
∑
e∈Eh

[�µ(e)]2

|e| ‖[[n × (u −�h u)]]‖2
L2(e)

+
∑
e∈E i

h

[�µ(e)]2

|e| ‖[[n · (u −�h u)]]‖2
L2(e). (4.9)

The third term on the right-hand side of (4.9) has been estimated in Lemma 4.4,
and the last two terms can be estimated using Lemma 4.5. Therefore it only remains
to estimate the first two terms.

It follows from (2.21), (2.22), (3.9), (3.10) and a standard interpolation error esti-
mate [20,22] that

‖∇h × (u −�h u)‖2
L2(�)

= ‖∇ × u −�0
h(∇ × u)‖2

L2(�)

≤ Ch2|∇ × u|2H1(�)
≤ Ch2‖ f ‖2

L2(�)
, (4.10)

γ ‖∇h · (u −�h u)‖2
L2(�)

= γ ‖∇ · u −�0
h(∇ · u)‖2

L2(�)

≤ Ch2|∇ · u|2H1(�)
≤ Ch2‖ f ‖2

L2(�)
. (4.11)

The estimate (4.8) follows from (4.9)–(4.11) and Lemmas 4.4–4.5. �
Next we turn to the consistency error. The following lemma, which is identical with

Lemma 5.3 in [17], is useful for estimating terms involving the jumps of the weakly
continuous P1 vector fields across edges.

Lemma 4.7 It holds that

∑
e∈Eh

|e| [�µ(e)]−2‖η − η̄Te
‖2

L2(e) ≤ Ch2|η|2H1(�)
∀ η ∈ H1(�),

where η̄Te
= ∫

Te
η dx/|Te| is the mean of η over Te, one of the triangles in Th that has

e as an edge.

The following result gives an optimal bound for the consistency error.

Lemma 4.8 Let u ∈ H0(curl;�) ∩ H(div;�) be the solution of (1.1), and uh ∈ Vh

satisfy (3.13). Then we have

sup
w∈Vh\{0}

ah(u − uh,w)

‖w‖h
≤ Ch‖ f ‖L2(�). (4.12)

Proof Let w ∈ Vh be arbitrary. Since the strong form of (1.1) is given by (2.23a), we
have, by (3.11), (3.12), (3.14) and integration by parts,
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ah(u,w) =
∑

T ∈Th

∫
T

(∇ × u)(∇ × w)dx

+
∑

T ∈Th

γ

∫
T

(∇ · u)(∇ · w)dx + α(u,w)

= ( f ,w)+
∑
e∈Eh

∫
e

(∇ × u)[[n × w]]ds +
∑
e∈E i

h

γ

∫
e

(∇ · u)[[n · w]]ds.

(4.13)

Note that the last sum on the right-hand side of (4.13) involves only the interior edges
because of (2.23c).

Subtracting (3.13) from (4.13), we find

ah(u − uh,w) =
∑
e∈Eh

∫
e

(∇ × u)[[n × w]]ds

+
∑
e∈E i

h

γ

∫
e

(∇ · u)[[n · w]]ds. (4.14)

Since n ×w is continuous at the midpoints of the interior edges and vanishes at the
midpoints of the boundary edges, we can write, using the midpoint rule,

∑
e∈Eh

∫
e

(∇ × u)[[n × w]]ds =
∑
e∈Eh

∫
e

(∇ × u − (∇ × u)Te )[[n × w]]ds (4.15)

where (∇ × u)Te is the mean of ∇ × u on Te, one of the triangles in Th that has e
as an edge. It then follows from the Cauchy–Schwarz inequality, (2.21), (4.1) and
Lemma 4.7 that

∑
e∈Eh

∫
e

(∇ × u)[[n × w]]ds

≤
⎧⎨
⎩
∑
e∈Eh

|e|[�µ(e)]−2‖
(
∇ × u − (∇ × u)Te

)
‖2

L2(e)

⎫⎬
⎭

1/2

×
⎧⎨
⎩
∑
e∈Eh

[�µ(e)]2

|e| ‖[[n × w]]‖2
L2(e)

⎫⎬
⎭

1/2

≤ C
(
h|∇ × u|H1(�)

) ‖w‖h ≤ Ch‖ f ‖L2(�)‖w‖h, (4.16)

and similarly,

∑
e∈E i

h

γ

∫
e

(∇ · u)[[n · w]]ds ≤ Ch‖ f ‖L2(�)‖w‖h . (4.17)
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The estimate (4.12) follows from (4.14), (4.16) and (4.17). �

We now derive an L2 error estimate by a duality argument.

Lemma 4.9 Let u ∈ H0(curl;�) ∩ H(div;�) be the solution of (1.1) and uh ∈ Vh

satisfy (3.13). Then we have

‖u − uh‖L2(�) ≤ Cε
(

h2−ε‖ f ‖L2(�) + h1−ε‖u − uh‖h

)
(4.18)

for any ε > 0.

Proof Let z ∈ H0(curl;�) ∩ H(div;�) satisfy

(∇ × v,∇ × z)+ γ (∇ · v,∇ · z)+ α(v, z) = (v, (u − uh)) (4.19)

for all v ∈ H0(curl;�) ∩ H(div;�). Note that the strong form of (4.19) is

∇ × (∇ × z)− γ∇(∇ · z)+ αz = u − uh, (4.20)

and we have the following analog of (2.21) and (2.22):

|∇ × z|H1(�) + γ |∇ · z|H1(�) ≤ C‖u − uh‖L2(�). (4.21)

Furthermore we can write (4.19) as

ah(v, z) = (v, (u − uh)) ∀ v ∈ H0(curl;�) ∩ H(div;�). (4.22)

It follows from (4.20), (4.22), and integration by parts that the following analog of
(4.13) holds:

ah(uh, z) =
∑

T ∈Th

∫
T

(∇ × uh)(∇ × z)dx

+
∑

T ∈Th

γ

∫
T

(∇ · uh)(∇ · z)dx + α(uh, z)

= (uh, (u − uh))+
∑
e∈Eh

∫
e

[[n × uh]](∇ × z)ds

+
∑
e∈E i

h

γ

∫
e

[[n · uh]](∇ · z)ds (4.23)
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Combining (4.22) and (4.23), we find

‖u − uh‖2
L2(�)

= (u, u − uh)− (uh, u − uh)

= ah(u − uh, z)+
∑
e∈Eh

∫
e

[[n × uh]](∇ × z)ds

+
∑
e∈E i

h

γ

∫
e

[[n · uh]](∇ · z)ds, (4.24)

and we will estimate the three terms on the right-hand side of (4.24) separately.
We can write the first term as

ah(u − uh, z) = ah(u − uh, z −�h z)+ ah(u − uh,�h z). (4.25)

From (4.2) and Lemma 4.6 (applied to z) we immediately have the following
estimate:

ah(u − uh, z −�h z) ≤ C‖u − uh‖h‖z −�h z‖h

≤ Cεh
1−ε‖u − uh‖h‖u − uh‖L2(�). (4.26)

Using (4.14) we can rewrite the second term on the right-hand side of (4.25) as

ah(u − uh,�h z) =
∑
e∈Eh

∫
e

(∇ × u)[[n × (�h z)]]ds

+
∑
e∈E i

h

∫
e

γ (∇ · u)[[n · (�h z)]]ds. (4.27)

Following the notation introduced in (4.15), the first term on the right-hand side of
(4.27) can be written as

∑
e∈Eh

∫
e

(∇ × u)[[n × (�h z)]]ds

=
∑
e∈Eh

∫
e

(∇ × u − (∇ × u)Te )[[n × (�h z)]]ds

=
∑
e∈Eh

∫
e

(∇ × u − (∇ × u)Te )[[n × (�h z − z)]]ds,

since n × (�h z) is continuous at the midpoint of any edge e ∈ E i
h and vanishes

at the midpoint of any edge e ∈ Eb
h , and [[n × z]] = 0. It then follows from the
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Cauchy–Schwarz inequality, (2.21), Lemma 4.5 (applied to z) and Lemma 4.7 that

∑
e∈Eh

∫
e

(∇ × u)[[n × (�h z)]]ds

≤
⎛
⎝∑

e∈Eh

|e|[�µ(e)]−2‖(∇ × u − (∇ × u)Te )‖2
L2(e)

⎞
⎠

1/2

×
⎛
⎝∑

e∈Eh

[�µ(e)]2

|e| ‖[[n × (�h z − z)]]‖2
L2(e)

⎞
⎠

1/2

≤ Cε (h|∇ × u|H1(�))(h
1−ε‖u − uh‖L2(�))

≤ Cεh
2−ε‖ f ‖L2(�)‖u − uh‖L2(�). (4.28)

Similarly, the second term on the right-hand side of (4.27) satisfies the following
estimate:

∑
e∈E i

h

γ

∫
e

(∇ · u)[[n · (�h z)]]ds ≤ Cεh
2−ε‖ f ‖L2(�)‖u − uh‖L2(�). (4.29)

Combining (4.25)–(4.29), we have

ah(u − uh, z)

≤ Cε
(

h2−ε‖ f ‖L2(�) + h1−ε‖u − uh‖h

)
‖u − uh‖L2(�). (4.30)

We now consider the second term on the right-hand side of (4.24). Since n × uh is
continuous at the midpoints of interior edges and vanishes at the midpoints of boundary
edges, and [[n × u]] = 0, we can write, following the notation introduced in (4.15),

∑
e∈Eh

∫
e

[[n × uh]](∇ × z)ds

=
∑
e∈Eh

∫
e

[[n × uh]](∇ × z − (∇ × z)Te )ds

=
∑
e∈Eh

∫
e

[[n × (uh − u)]](∇ × z − (∇ × z)Te )ds.
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Using the Cauchy–Schwarz inequality, (4.1), (4.21) and Lemma 4.7, we obtain

∑
e∈Eh

∫
e

[[n × uh]](∇ × z)ds

≤
⎛
⎝∑

e∈Eh

|e|[�µ(e)]−2‖∇ × z − (∇ × z)Te‖2
L2(e)

⎞
⎠

1/2

×
⎛
⎝∑

e∈Eh

[�µ(e)]2

|e| ‖[[n × (uh − u)]]‖2
L2(e)

⎞
⎠

1/2

≤ C
(
h|∇ × z|H1(�)

) ‖u − uh‖h

≤ Ch‖u − uh‖L2(�)‖u − uh‖h . (4.31)

Similarly, we have the following bound on the third term on the right-hand side of
(4.24):

∑
e∈E i

h

γ

∫
e

[[n · (uh)]](∇ · z)ds ≤ Ch‖u − uh‖L2(�)‖u − uh‖h . (4.32)

The estimate (4.18) follows from (4.24) and (4.30)–(4.32). �
In the case where α > 0, the following theorem is an immediate consequence of

Lemmas 4.1, 4.6, 4.8 and 4.9.

Theorem 4.10 Let α be positive. The following discretization error estimates hold for
the solution uh of (3.13) :

‖u − uh‖h ≤ Cεh
1−ε‖ f ‖L2(�) for any ε > 0,

‖u − uh‖L2(�) ≤ Cεh
2−ε‖ f ‖L2(�) for any ε > 0.

In the case whereα ≤ 0, we have the following convergence theorem for the scheme
(3.13). The proof, which is based on Lemmas 4.2, 4.6, 4.8, and 4.9 and the approach
of Schatz for indefinite problems [48], is identical with the proof of Theorem 4.5 in
[16].

Theorem 4.11 Assume that −α ≥ 0 is not one of the eigenvaluesλγ, j defined by (1.2).
There exists a positive number h∗ such that the discrete problem (3.13) is uniquely
solvable for all h ≤ h∗, in which case the following discretization error estimates are
valid :

‖u − uh‖h ≤ Cεh
1−ε‖ f ‖L2(�) for any ε > 0,

‖u − uh‖L2(�) ≤ Cεh
2−ε‖ f ‖L2(�) for any ε > 0.
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Table 1 Convergence of the scheme on the square (0, 0.5)2 for α = k2, with uniform meshes and exact
solution given by (5.1)

h
‖u − uh‖L2(�)

‖u‖L2(�)
Order ||u − uh ||h

||u||h Order |u − uh |curl
|u|curl

Order |u − uh |div
|u|div

Order

k = 0

1/10 6.45E−02 − 3.46E−01 − 1.89E−01 − 2.13E−01 −
1/20 1.38E−02 2.23 1.70E−01 1.03 9.49E−02 0.99 1.08E−01 0.99

1/40 3.20E−03 2.11 8.37E−02 1.01 4.75E−02 1.00 5.40E−02 1.00

1/80 7.73E−04 2.05 4.17E−02 1.01 2.37E−02 1.00 2.70E−02 1.00

k = 1

1/10 5.49E−02 − 3.23E−01 − 1.74E−01 − 2.13E−01 −
1/20 1.20E−02 2.19 1.59E−01 1.02 8.71E−02 0.99 1.07E−01 0.99

1/40 2.83E−03 2.09 7.92E−02 1.01 4.36E−02 1.00 5.35E−02 1.00

1/80 6.87E−04 2.04 3.94E−02 1.01 2.18E−02 1.00 2.67E−02 1.00

k = 10

1/10 1.77E−01 − 6.54E−01 − 3.90E−01 − 4.08E−01 −
1/20 3.93E−02 2.17 3.37E−01 0.96 1.98E−01 0.98 1.99E−01 1.04

1/40 8.90E−03 2.14 1.67E−01 1.01 9.92E−02 1.00 9.81E−02 1.02

1/80 2.12E−03 2.07 8.34E−02 1.01 4.96E−02 1.00 4.89E−02 1.01

5 Numerical results

In this section we report the results of a series of numerical experiments that confirm
our theoretical results. We take γ to be 1 in all the experiments. Besides the errors in
the L2 norm ‖ · ‖L2(�) and the energy norm ‖ · ‖h , we also include the errors in the
semi-norms | · |curl and | · |div defined by

|v|curl = ‖∇h × v‖L2(�), |v|div = ‖∇h · v‖L2(�).

In the first experiment we examine the convergence behavior of our numerical
scheme on the square domain (0, 0.5)2 with uniform meshes, where the exact solution
u is given by

u =

⎡
⎢⎢⎢⎣

(
x3

3
− x2

4

)
(y2 − 0.5y) sin(ky)

(
y3

3
− y2

4

)
(x2 − 0.5x) cos(kx)

⎤
⎥⎥⎥⎦ . (5.1)

The results are tabulated in Table 1 for α = k2 and k = 0, 1 and 10, and in Table 2
for α = −k2 and for k = 1 and 10. They show that the scheme (3.13) is second order
accurate in the L2 norm and first order accurate in the energy norm, which agrees with
the error estimates in Theorems 4.10 and 4.11.
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Table 2 Convergence of the scheme on the square (0, 0.5)2 for α = −k2, with uniform meshes and exact
solution given by (5.1)

h
‖u − uh‖L2(�)

‖u‖L2(�)
Order ||u − uh ||h

||u||h Order |u − uh |curl
|u|curl

Order |u − uh |div
|u|div

Order

k = 1

1/10 5.59E−02 − 3.24E−01 − 1.74E−01 − 2.13E−01 −
1/20 1.21E−02 2.20 1.59E−01 1.02 8.71E−02 0.99 1.07E−01 0.99

1/40 2.86E−03 2.09 7.92E−02 1.01 4.36E−02 1.00 5.35E−02 1.00

1/80 6.94E−04 2.04 3.94E−02 1.01 2.18E−02 1.00 2.67E−02 1.00

k = 10

1/10 4.42E−01 − 8.79E−01 − 4.10E−01 − 4.66E−01 −
1/20 5.94E−02 2.89 3.50E−01 1.33 1.99E−01 1.05 2.00E−01 1.22

1/40 1.26E−02 2.24 1.69E−01 1.05 9.92E−02 1.00 9.82E−02 1.03

1/80 2.96E−03 2.09 8.34E−02 1.02 4.96E−02 1.00 4.89E−02 1.01

In the second experiment we check the behavior of the scheme without the consis-
tency terms (cf. Remark 3.2). The results in Table 3 show that these terms are necessary
for the convergence of the proposed scheme.

The goal of the third experiment is to demonstrate the convergence behavior of our
scheme on the L-shaped domain (−0.5, 0.5)2\[0, 0.5]2. The exact solution is chosen
to be

u = ∇ ×
(

r2/3 cos

(
2

3
θ − π

3

)
φ(r/0.5)

)
, (5.2)

where (r, θ) are the polar coordinates at the origin and the cut-off function is given by

φ(r) =

⎧⎪⎪⎨
⎪⎪⎩

1 r ≤ 0.25
−16(r − 0.75)3

× [5 + 15(r − 0.75)+ 12(r − 0.75)2
]

0.25 ≤ r ≤ 0.75
0 r ≥ 0.75

The meshes are graded around the re-entrant corner with the grading parameter
1/3. The results are tabulated in Table 4 and they agree with the error estimates for our
scheme. That is, the scheme is second order accurate in the L2 norm and first order
accurate in the energy norm. Since the divergence of the exact solution is zero, the
absolute errors instead of the relative errors in divergence are included in Table 4.

6 Concluding remarks

The results in this paper and [16–18] have firmly established the feasibility of using
nonconforming finite element methods in computational electromagnetics.

We have only treated the source problem in this paper, but the scheme can also
be applied to the eigenproblem (1.2). In fact, it follows from the L2 error estimate
in Theorem 4.10 that the classical theory of spectral approximation [7,40] can be
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Table 3 Errors of the scheme
without the consistency terms on
the square (0, 0.5)2, with
uniform meshes and exact
solution given by (5.1) with
k = 1

h
‖u − uh‖L2(�)

‖u‖L2(�)

|u − uh |curl
|u|curl

|u − uh |div
|u|div

α = 1

1/10 4.14E+01 4.57E−01 5.53E−01

1/20 4.18E+01 4.41E−01 5.48E−01

1/40 4.18E+01 4.36E−01 5.46E−01

1/80 4.18E+01 4.35E−01 5.46E−01

α = −1

1/10 4.14E+01 4.57E−01 5.53E−01

1/20 4.18E+01 4.41E−01 5.48E−01

1/40 4.18E+01 4.36E−01 5.46E−01

1/80 4.18E+01 4.35E−01 5.46E−01

Table 4 Convergence of the scheme on the L-shaped domain (−0.5, 0.5)2\[0, 0.5]2, with graded meshes
and the exact solution given by (5.2)

h
‖u − uh‖L2(�)

‖u‖L2(�)
Order ||u − uh ||h

||u||h Order |u − uh |curl
|u|curl

Order |u − uh |div Order

α = 0

1/4 9.93E+01 − 1.32E+01 − 4.93E+00 − 1.84E−02 −
1/8 3.24E+01 1.62 6.70E−00 0.97 3.59E−00 0.46 1.85E−02 −
1/16 3.29E−00 3.30 2.24E−00 1.58 7.79E−01 2.20 3.61E−03 2.36

1/32 6.91E−01 2.25 1.11E−00 1.01 4.33E−01 0.84 2.14E−03 0.76

1/64 1.71E−01 2.01 5.54E−01 1.00 2.34E−01 0.90 6.49E−04 1.72

α = 1

1/4 7.57E+01 − 1.01E+01 − 3.52E−00 − 1.65E−02 −
1/8 2.82E+01 1.43 6.07E−00 0.74 3.05E−00 0.20 1.80E−02 −
1/16 3.23E−00 3.13 2.21E−00 1.46 7.73E−01 1.98 3.59E−03 2.33

1/32 6.84E−01 2.23 1.10E−00 1.00 4.33E−01 0.84 2.13E−03 0.75

1/64 1.67E−01 2.04 5.54E−01 1.00 2.34E−01 0.89 6.47E−04 1.73

α = −1

1/4 1.46E+02 − 1.90E+01 − 7.77E−00 − 2.22E−02 −
1/8 3.85E+01 1.92 7.58E−00 1.32 4.40E−00 0.82 1.91E−02 0.22

1/16 3.37E−00 3.51 2.25E−00 1.75 7.87E−01 2.49 3.63E−03 2.39

1/32 6.99E−01 2.27 1.11E−00 1.03 4.34E−01 0.86 2.14E−03 0.76

1/64 1.77E−01 1.98 5.54E−01 1.00 2.34E−01 0.90 6.51E−04 1.72

invoked to provide a straightforward convergence analysis for the solution of the
eigenproblem by the scheme in this paper. Note that the eigenvalues defined by (1.2)
are closely related to Maxwell eigenvalues [25], and by choosing γ large enough the
scheme in this paper can be used to compute Maxwell eigenvalues. This will be further
investigated in [19].
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Since the problem (1.1) resembles a second order elliptic boundary value problem,
many of the fast solvers developed for second order elliptic boundary value problems
using nonconforming/interior penalty methods can be adopted for the scheme (3.13).
The error analysis in this paper provides the foundation for the study of multigrid
methods for Maxwell’s equations using nonconforming finite elements, which will be
carried out in [31].
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