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Abstract We propose a new robust method for the computation of scattering of high-
frequency acoustic plane waves by smooth convex objects in 2D. We formulate this
problem by the direct boundary integral method, using the classical combined potential
approach. By exploiting the known asymptotics of the solution, we devise particular
expansions, valid in various zones of the boundary, which express the solution of the
integral equation as a product of explicit oscillatory functions and more slowly varying
unknown amplitudes. The amplitudes are approximated by polynomials (of minimum
degree d) in each zone using a Galerkin scheme. We prove that the underlying bilinear
form is continuous in L2, with a continuity constant that grows mildly in the wavenum-
ber k. We also show that the bilinear form is uniformly L2-coercive, independent of
k, for all k sufficiently large. (The latter result depends on rather delicate Fourier
analysis and is restricted in 2D to circular domains, but it also applies to spheres in
higher dimensions.) Using these results and the asymptotic expansion of the solution,
we prove superalgebraic convergence of our numerical method as d → ∞ for fixed
k. We also prove that, as k → ∞, d has to increase only very modestly to maintain a
fixed error bound (d ∼ k1/9 is a typical behaviour). Numerical experiments show that
the method suffers minimal loss of accuracy as k → ∞, for a fixed number of degrees
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of freedom. Numerical solutions with a relative error of about 10−5 are obtained on
domains of size O(1) for k up to 800 using about 60 degrees of freedom.

Mathematics Subject Classification (2000) High frequency · Acoustic scattering ·
Boundary integral method · Hybrid numerical-asymptotic · Wave-number robust

1 Introduction

In this paper we devise, analyse and implement an algorithm for computing the scat-
tering of plane waves in two space dimensions by an arbitrary smooth convex scatterer.
Our method is based on the direct boundary integral method and the Galerkin approx-
imation, but instead of using ansatz functions constructed directly from (piecewise)
polynomials, we use an ansatz which incorporates the rigorously known asymptotic
properties of the normal derivative of the total field, obtainable from e.g., [37]—see
also [15,17].

If the incident field is a plane wave exp(ikx · â), for some unit vector â, and if the
scatterer is supposed to be of “sound soft” type, then the scattered field everywhere
exterior to the object can be determined by computing the “surface current” v := ∂νu,
on the boundary Γ of the scatterer, where ∂ν denotes the normal derivative on Γ ,
directed outward from the scatterer, and u is the total field (incident plus scattered
fields). It is also known that, in the case of a convex scatterer, v can be expressed as

v(γ (s), k) = kV (s, k) exp(ikγ (s) · â ), (1.1)

with γ denoting arc-length parametrisation on Γ , where V (·, k) oscillates less rapidly
than v(·, k), for large k. The asymptotic analysis for k → ∞ also implies that Γ

can be decomposed into four zones: the illuminated zone, the shadow zone and the
transition or “Fock” domains which lie between these [22]. In each of these regions,
explicit estimates can be given for the rate of growth of V (s, k). The choice of precise
boundaries between the transition zones and the other zones turns out to be of particular
importance in practice.

Our Galerkin method only approximates the slowly varying amplitudes V (s, k) in
each zone, and in computational experiments suffers negligible loss of accuracy for
a fixed number of degrees of freedom as k → ∞. This should be compared to the
usual boundary element methods, which approximate the complete oscillatory solution
v by (piecewise) polynomials. Although these can be very effective for moderate
frequencies (e.g., [23]), to preserve accuracy as k grows, it is normally necessary to
increase the number of degrees of freedom with at least O(k), leading to a growth in
complexity as k increases. The method in the present paper avoids such a growth of
complexity.

The model problem considered here is chosen because it contains enough features
of more general scattering problems to be of general interest, but is also simple enough
to allow a substantial amount of rigorous analysis. Extensions to more general scat-
tering geometries may have to take account of more complicated asymptotics, such
as diffraction from edges or corner points (see [6,8,9] and the references therein)
or multiple scattering [11,12,20]. The idea of this paper is to show that k-robust
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A hybrid numerical-asymptotic boundary integral method 473

numerical methods with a complete error analysis are possible, and to prepare the
ground for further developments.

We remark that several other authors have considered the introduction of oscilla-
tory ansatz functions into numerical boundary element schemes. Our method is most
closely related to those of Abboud et al. [1], Bruno et al. [11] and Giladi and Keller
[26]. In [1] (which considered a different boundary integral equation with spurious
frequencies), an ansatz similar to (1.1) was used globally on Γ , the analogue of V
was approximated by a boundary element Galerkin method and an estimate for the
consistency error was then stated. This suggested that h must be chosen proportional
to k−1/3 to preserve accuracy as k → ∞. In [11] the ansatz (1.1) was used directly,
the resulting integral equation for V (·, k) was solved by a Nyström scheme, and
k-independent convergence was observed experimentally. In the Nyström method, a
cube root change of variable was employed in the transition zones [where V (·, k)

still oscillates, but more moderately than v(γ (·), k)] in order to achieve robustness as
k → ∞. In the Galerkin scheme of the present paper the oscillation in the transition
zones is handled by allowing these zones to shrink with k (according to a delicate
formula described below) and using polynomial approximations there which are inde-
pendent of the polynomials employed in the illuminated part. Neither Abboud et al.
[1] nor Bruno et al. [11] attempt a rigorous error analysis. The paper [26] considers a
collocation method also based on an ansatz similar to (1.1) but with a more particular
treatment of “creeping waves” just behind the shadow boundary. Numerical results are
given showing good robustness properties, but again no error analysis is given. Since
Giladi and Keller [26] considers only single layer potential formulations it also suffers
from spurious frequencies and so a full error analysis will not be possible without
modifications.

In related work, Langdon and Chandler-Wilde [31] consider the case of scatter-
ing from an infinite impedance line, where the asymptotics of the scattered wave
can be derived directly from the mathematical model. They were able to then pro-
pose an algorithm based on approximation only of slow variables and moreover to
prove rigorously its robustness with respect to k, i.e., the constants in the stability and
consistency estimates were shown not to blow up if k → ∞. More recent work of
Arden, Chandler-Wilde and Langdon [4,32] has extended the results of Langdon and
Chandler-Wilde [31] to convex polygons. An extensive survey of other approaches to
the use of oscillatory ansatz functions in high-frequency scattering is given in [31].

In this paper we devise approximations of v(·, k) in (1.1) by using algebraic poly-
nomial approximations of V (·, k) in certain carefully chosen illuminated, shadow and
shadow boundary-zones of Γ . That is, we use a non-standard variant of the p-version
of the boundary element method to approximate V (·, k). The resulting finite dimen-
sional subspaces are then used inside a Galerkin scheme to obtain approximations
of v. We undertake a complete error analysis of this type of approximation and prove
its stability and superalgebraic convergence for fixed k. Most importantly, by a careful
analysis of the k dependence of the constants appearing in the error analysis, we also
prove that, to obtain bounded discretisation error as k → ∞, the polynomial degrees
need to grow only very mildly with k, with k1/9 being typical theoretical growth rate.
Under an assumption on the coercivity of the integral operator (which is satisfied by
circular scatterers), we prove that the actual Galerkin error enjoys the same property.
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In practice the error appears to be essentially independent of k, for the range of k
which we have tested.

The plan of this paper is as follows. In Sect. 2 we review the scattering problem
and its reformulation as a boundary integral equation (using the combined potential
approach). In Sect. 3 we briefly explain the Galerkin scheme for the boundary integral
equation and present the necessary ingredients for its error analysis. In Sect. 4 we
show that the bilinear form underlying the Galerkin method is continuous in L2, for
any suitably smooth 2D boundary, and that the continuity constant grows at worst
with O(k1/2), as k → ∞. We also show using a more delicate Fourier analysis that,
for the case of spherical geometries (in 2D or 3D), the bilinear form is L2-coercive,
with coercivity constant independent of k, as k → ∞ and the O(k1/2) bound on
the continuity constant can be improved to O(k1/3). These results apply to both the
Brakhage-Werner combined potential operator and the closely related formal adjoint
of it (sometimes called the Burton-Miller operator [14]).

The latter operator is the one of chief interest in this paper, since it appears in
the integral equation with the physically relevant solution v in (1.1). In Sect. 5 we
summarise the rigorous asymptotics of v and in particular we obtain estimates for the
derivatives of the slowly varying amplitude V which is approximated in the Galerkin
scheme. In Sect. 6 we use the results from Sect. 5 to derive error estimates for our
Galerkin scheme, in which the dependence on the wave number k is made explicit.

In Sect. 7 we describe numerical experiments which illustrate the convergence
of our algorithm. In our experiments the method converges superalgebraically with
respect to the polynomial degrees used and does not degrade at all as k → ∞.

2 The scattering problem

Suppose that Ω ⊂ R
2 is a closed bounded convex domain with a C∞ boundary Γ and

that Ω ′ := R
2\Ω is the corresponding exterior domain. We shall consider an acoustic

incident plane wave:

uI (x) := exp(ikx · â), x ∈ R
2,

with direction given by the unit vector â ∈ R
2. This is scattered by Ω to produce

a scattered wave uS . The total wave u := uI + uS is a solution of the Helmholtz
equation:

∆u + k2u = 0 in Ω ′, (2.1)

and uS satisfies the usual radiation condition:

∂r uS(x) − ikuS(x) = o
(

|x|−1/2
)

, as |x| → ∞,
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A hybrid numerical-asymptotic boundary integral method 475

where ∂r denotes the radial derivative. We shall consider the sound-soft scattering
problem, in which case

u = 0 on Γ
(

equivalently uS = −uI on Γ
)

. (2.2)

This problem can be formulated as a boundary integral equation in various ways.
Because we wish to exploit known asymptotic formulae involving u (or uS) for large
k, we favour here the direct approach, in which the unknown v(x) := (∂νu)(x), x ∈ Γ

satisfies the combined potential integral equation (see, e.g., [19]):

1

2
v + Dkv − ikSkv = ∂νuI − iku I , or, more abstractly, Rkv = fk (2.3)

where Sk and Dk are the single layer operator and its normal derivative given, for
x ∈ Γ , by:

Skv(x) =
∫

Γ

Φk(x − y)v(y)dy and Dkv(x) =
∫

Γ

∂ν(x)

{

Φk(x − y)
}

v(y) dy

(2.4)

and Φk(x) = (i/4)H (1)
0 (k|x|) (with H (1)

0 denoting the Hankel function of the first
kind of order zero) is the usual fundamental solution of the Helmholtz equation in 2D.

The operator Rk in (2.3) is closely related to the classical Brakhage–Werner oper-
ator [10]:

Pk := 1

2
I + Lk − ikSk (2.5)

where

Lkv(x) =
∫

Γ

∂ν(y)

{

Φk(x − y)
}

v(y) dy (2.6)

is the double layer potential, and which arises in the indirect approach to scattering
problems. We are only interested in this paper in approximating (2.3) (since its solution
v has physical meaning and the asymptotic analysis below exploits this), but the
estimates in Sect. 4 will be valid for both Rk and Pk .

Suppose

Γ = {γ (s) : s ∈ [0, 2π ]} (2.7)

is a 2π -periodic parametrisation of Γ chosen, for convenience, to be proportional
to arc-length parametrisation on Γ . Then (2.3) can be rewritten as an equation on
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Fig. 1 Physical domain: I
denotes the illuminated zone, S
the shadow zone and T1, T2 the
tangency points

[0, 2π ] in an obvious way. Using the same symbols to denote transformed functions
and operators, we write (2.3) again as

Rkv(s) = fk(s), s ∈ [0, 2π ]. (2.8)

For any measurable Λ ⊂ [0, 2π ], let (v,w)L2(Λ) denote the usual L2 inner product
of complex-valued functions on Λ and let ‖ · ‖L2(Λ) denote the induced norm. When
Λ = [0, 2π ] we denote these simply by (v,w) and ‖v‖ and we write L2[0, 2π ] simply
as L2. We also let L∞ = L∞[0, 2π ], with norm ‖ · ‖L∞ . The variational formulation
of (2.8) then is to seek v ∈ L2 such that

ak(v,w) := (Rkv,w) = ( fk, w), for all w ∈ L2. (2.9)

Below we give estimates for the coercivity and continuity of the sesquilinear
form ak . Although these would hold if the coupling parameter ik in (2.3) was replaced
by iη, for any η proportional to k, we simply set η = k here. Other authors have used
different values of η for different purposes (e.g., [3,25,28,29]).

3 A Non-standard Galerkin method

When a plane wave is incident on a convex two dimensional object, the two tangency
points T1 and T2 naturally divide the boundary into an “illuminated zone” (I) and a
“shadow zone” (S), as depicted in Fig. 1.

We choose the parametrization γ (see 2.7) so that the point γ (0) lies in the shadow
zone, halfway (with respect to arc length) between T2 and T1. Let γ (ti ) = Ti , for
i = 1, 2. Then we can choose three overlapping closed subintervals Λi ⊂ (0, 2π),

i = 1, . . . , 3 with the properties:

ti ∈ Λi\
(∪ j 	=iΛ j

)

, i = 1, 2, and {γ (s) : s ∈ Λ3} ⊂ I.

(That is, if we define Γi := γ (Λi ), i = 1, 2, 3, then the tangency point Ti lies
only in Γi (i = 1, 2) and the illuminated zone contains Γ3.) We assume further that

0 ∈ Λ4 := [0, 2π ]\
(

∪3
j=1Λ j

)

, (i.e., the shadow zone contains Γ4 := γ (Λ4)).
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A hybrid numerical-asymptotic boundary integral method 477

We introduce a corresponding partition of unity {χ j : j = 1, 2, 3, 4}, where, for
each j , χ j ∈ L∞ and

supp χ j = Λ j , 0 ≤ χ j (s) ≤ 1, and

⎛

⎝

4
∑

j=1

χ j

⎞

⎠ (s) = 1, s ∈ [0, 2π ]. (3.1)

The Λ j (and hence χ j ) may depend on k, but we do not reflect this in the notation.
The Λi may overlap their neighbours in either a single point or an interval with non-
empty interior and the χ j may be either characteristic functions of the Λ j or a classical
smooth partition of unity. (In the numerical experiments in Sect. 7 we use a smooth
partition of unity and we adjust the sizes of the Λi as k increases; this turns out to be
important in achieving robustness with respect to k and is used in a key way in the
proofs below.)

Underlying our Galerkin method is the assumption that for each j = 1, 2, 3, there
exist explicitly defined oscillatory functions e j (·, k) ∈ L∞, such that the (k- dependent)
solution v of the integral equation (2.3) satisfies

χ j (s)v(s) = k χ j (s) e j (s, k) Vj (s, k), s ∈ [0, 2π ], (3.2)

with unknown “modulating amplitudes” Vj (s, k) which have to be computed, but
which vary more slowly than v(s, k). For our problem this abstract assumption will be
made concrete in Sect. 6. In the shadow zone Λ4, v is exponentially small as k → ∞
(see also Sect. 6) and so here v can be well-approximated by zero (see Sect. 7 for
further remarks on this point). Note that the explicit factor k appearing on the right-
hand side of (3.2) reflects the fact that since v = ∂νu, the amplitude of v will grow
with O(k) as k → ∞. (See Theorem 5.4 for a precise justification of this.)

On the assumption that (3.2) holds, we formulate our Galerkin scheme as follows.
For any integer d ≥ 0, let P

d denote the algebraic polynomials of degree d or less.
For j = 1, 2, 3 choose integers d j ≥ 0 and set

V j
k = span

{

k χ j (s) e j (s, k) s� : � = 0, . . . , d j

}

.

Then define

Vd
k = ⊕3

j=1V j
k , a space of dimension #(d) = d1 + d2 + d3 + 3.

Note that any function in Vd
k vanishes in Λ4\

{ ∪3
j=1 Λ j

}

, i.e., in the shadow zone.
Hence, we approximate the solution of our problem by zero in this part of the boundary.

The corresponding Galerkin scheme for (3.2) is then to seek ṽ ∈ Vd
k such that

ak(ṽ, w̃) = ( fk, w̃), for all w̃ ∈ Vd
k . (3.3)

The abstract theory of the Galerkin method for coercive problems is standard:
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Lemma 3.1 (Céa’s Lemma) Suppose ak satisfies, for all v,w ∈ L2, the two assump-
tions:

continuity |ak(v,w)| ≤ Bk‖v‖‖w‖, Bk > 0, (3.4)

coercivity |ak(v, v)| ≥ αk‖v‖2, αk > 0. (3.5)

Then both the weak form (2.9) and its Galerkin approximation (3.3) have unique
solutions (v ∈ L2 and ṽ ∈ Vd

k ). Moreover,

‖v − ṽ‖ ≤
(

Bk

αk

)

‖v − w̃‖, for all w̃ ∈ Vd
k . (3.6)

To apply this result to our problem, we use (3.1) and (3.2) to write

v(s) =
4
∑

j=1

χ j (s)v(s) = k
3
∑

j=1

χ j (s)e j (s, k)Vj (s, k) + χ4(s)v(s),

and write w̃ ∈ Vd
k as

w̃(s) = k
3
∑

j=1

χ j e j (s, k)p
d j
j (s), for some p

d j
j ∈ P

d j , j = 1, 2, 3.

From these formulae with (3.6), and recalling (3.1), the following corollary follows
easily.

Corollary 3.2

‖v − ṽ‖ ≤
(

Bk

αk

)[

k
3
∑

j=1

{

‖e j (·, k)‖L∞ inf
p∈P

d j
‖Vj (·, k) − p‖L2(Λ j )

}

+ ‖v‖L2(Λ4)

]

.

In our applications the functions e j (·, k) will be exponentials with pure imaginary
argument, having therefore modulus equal to 1. Thus the only issues for the error
estimate in Corollary 3.2 will be to estimate the constants Bk and αk (this is done in
Sect. 4), together with the errors of the polynomial approximations of Vj (·, k) and the
size of v in the shadow zone. (The latter are investigated in Sect. 6).

We would like to remark that our purpose in this paper is to establish rigorously that
Galerkin methods based on asymptotic information for k large can deliver k−robust
methods. In this first paper we concentrate on investigating the k− dependence of the
constants αk and Bk and of the error in approximation of Vj (·, k) in the space Vd

k .
The numerical analysis of methods for efficiently evaluating the integrals arising in
the implementation of the Galerkin method will be a focus of later work. Related work
in this direction is in [11,24].
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4 Coercivity and continuity

In this section we prove the continuity and the coercivity of the bilinear form ak appear-
ing in the variational formulation (2.9). Since all the estimates of this section are equally
valid for both the (Burton–Miller) operator Rk and the (Brakhage–Werner) operator
Pk (see 2.3 or 2.5), we shall in this section consider the more general sesquilinear
form:

ak(v,w) := (Akv,w), where Ak = Rk or Ak = Pk . (4.1)

For any boundary Γ , the continuity of ak can be established by bounding ‖Ak‖ and
then applying the trivial estimate

|ak(v,w)| ≤ ‖Ak‖‖v‖‖w‖. (4.2)

(By the Riesz representation theorem, ‖Ak‖ is the the least upper bound on ak .)
We shall use this approach in the case of an arbitrary closed smooth boundary Γ

in Sect. 4.2. However our proof of coercivity requires Fourier analysis, and so is
restricted to circular or spherical domains. Since the Fourier analysis can also be used
to give a sharper estimate for the continuity constant (in fact this was first done by
Giebermann [25]), we give the coercivity proof in the first subsection, and demonstrate
the continuity in the following one.

4.1 Fourier analysis

We first consider the 2D case; the extension to 3D will be discussed in Theorem 4.12.
Suppose Γ is the unit circle, with parametrisation γ (θ) = (cos θ, sin θ). Since in this
case Dk = Lk , we assume throughout this subsection that Ak = Rk = 1

2 +Dk −ikSk .
Then, following (2.7) and (2.8), we can also identify the operators Sk and Dk with
operators on spaces of 2π -periodic functions, which will be given the same names. In
the standard way, we represent any 2π -periodic L2 function v as

v(θ) = 1

2π

∑

m∈Z

v̂(m) exp(imθ), where v̂(m) :=
2π
∫

0

v(θ) exp(−imθ) dθ,

in which case, the L2-inner product and norm are given by

(v,w) = 1

2π

∑

m∈Z

v̂(m)ŵ(m), and ‖v‖2 = 1

2π

∑

m∈Z

|̂v(m)|2. (4.3)

We denote the Bessel functions of the first and second kind of order m by Jm and Ym

and introduce the corresponding Hankel function of the first kind H (1)
m = Jm + iYm .

We then have the following Fourier representations of Sk and Dk .
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Lemma 4.1 For all v ∈ L2

(i)(Skv)(θ) = 1

2π

∑

m∈Z

σ̂k(m )̂v(m) exp(imθ)

(ii)(
1

2
v + Dkv)(θ) = (

1

2
v + Lkv)(θ) = 1

2π

∑

m∈Z

̂δk(m )̂v(m) exp(imθ),

with the symbols given by

σ̂k(m) = π i

2
J|m|(k)H (1)

|m|(k), ̂δk(m) = kπ i

2
J ′|m|(k)H (1)

|m|(k), (4.4)

where the prime denotes differentiation with respect to k.

Proof The proof can be easily obtained by adapting a procedure in [28] from the
sphere to the circle. Let u be any radiating solution of the Helmholtz equation exterior
to Γ and let v be any solution of the Helmholtz equation interior to Γ . Then Green’s
identities on Γ read:

Lku − Sk∂νu = 1

2
u, Lkv − Sk∂νv = −1

2
v. (4.5)

Using polar coordinates, and substituting u(x) = H (1)
|m|(kr) exp(imθ) and

v(x) = J|m|(kr) exp(imθ) into (4.5), yields a system of simultaneous equations which
determine the quantities Sk[exp(im·)] and Lk[exp(im·)]. Solving these with the help
of the Wronskian formula from [2, (9.1.16)]:

πk

2
(Jm(k)Y ′

m(k) − J ′
m(k)Ym(k)) = 1, (4.6)

one readily obtains the result. 
�
As a result of Lemma 4.1, we obtain the following Fourier representation for the

operator Ak = 1
2 + Dk − ikSk = 1

2 + Lk − ikSk :

Akv(θ) = 1

2π

∑

m∈Z

ρ̂k(m )̂v(m) exp(imθ) with

ρ̂k(m) = πk

2
H (1)

|m|(k) (J|m|(k) + i J ′|m|(k)) (4.7)

(Note that the choice ik of coupling parameter has ensured that the contributions to
Ak from the single- and double-layer components are of the same order as k → ∞.)
Then

ak(v,w) = (Akv,w) = 1

2π

∑

m∈Z

ρ̂k(m )̂v(m)ŵ(m), (4.8)
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and since ρ̂k(m) is even in m, we can obtain the continuity constant Bk and coercivity
constant αk by showing that

sup
m∈N∪{0}

|ρ̂k(m)| ≤ Bk and inf
m∈N∪{0}

�(ρ̂k(m)) ≥ αk, (4.9)

where � denotes the real part of a complex number.
The first main result in this subsection is that coercivity holds independently of k,

as k → ∞:

Theorem 4.2 There exists ξ > 0 such that for all k ≥ ξ

inf
m∈N∪{0}

�(ρ̂k(m)) ≥ 1

2
.

The proof of Theorem 4.2 will be obtained from several lemmas proved below.
The first lemma shows three equivalent ways of writing the result of Theorem 4.2. To
state it, we need to introduce the moduli of the Hankel function and its derivative (see
[2, (9.2.17) and (9.2.18)]) :

Mm(k) := |H (1)
m (k)| =

√

J 2
m(k) + Y 2

m(k),

Nm(k) := ∣

∣

(

H (1)
m (k)

)′∣
∣ =

√

(

J ′
m(k)

)2 + (Y ′
m(k)

)2
. (4.10)

Notice that since the real zeros of Jm and Ym and also those of J ′
m and Y ′

m interlace
([2, Sect. 9.5]), both Mm and Nm are strictly positive functions of k.

Lemma 4.3 For all k > 0 and m ≥ 0, the following inequalities are equivalent

(i) �(ρ̂k(m)
) = πk

2

[

J 2
m(k) − J ′

m(k)Ym(k)
]

≥ 1

2
;

(ii) J 2
m(k) − 1

2
(Jm(k)Ym(k))′ ≥ 0;

(iii)
(

J ′
m(k)

)2 + J 2
m(k)

M2
m(k)

[

4

πk
− N 2

m(k)

]

≥ 0.

Proof Using the Wronskian formula (4.6), we can write

�(ρ̂k(m)) = πk

2

(

J 2
m(k) − J ′

m(k)Ym(k)
)

= πk

2

(

J 2
m(k) − 1

2
(Jm(k)Ym(k))′

)

+ 1

2

πk

2

(

Jm(k)Y ′
m(k) − J ′

m(k)Ym(k)
)

= πk

2

(

J 2
m(k) − 1

2
(Jm(k)Ym(k))′

)

+ 1

2
,
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and so (i) and (ii) are equivalent. On the other hand, writing

J 2
m(k) − 1

2
(Jm(k)Ym(k))′ = J 2

m(k) − 1

2

(

Jm(k)Y ′
m(k) + J ′

m(k)Ym(k)
)

and multiplying the last term by the left-hand side of (4.6), we obtain

J 2
m(k) − 1

2
(Jm(k)Ym(k))′ = J 2

m(k) − 1

2

πk

2

[

J 2
m(k)

(

Y ′
m(k)

)2 − (J ′
m(k)

)2
Y 2

m(k)
]

= J 2
m(k) − πk

4

[

J 2
m(k)N 2

m(k) − (J ′
m(k)

)2
M2

m(k)
]

.

Dividing the last identity by πk M2
m(k)/4, we obtain the equivalence of (ii) and (iii).


�

The next result shows inequality (i) for any m provided k is sufficiently large
(depending on m).

Proposition 4.4 For all m ≥ 0, there exists κm depending only on m such that

�(ρ̂k(m)
) ≥ 1

2
, when k ≥ κm .

Proof Taking into account the asymptotics of the Bessel functions, for fixed m, as
k → ∞:

Jm(k) =
√

2
πk cos

(

k − mπ
2 − π

4

)+ O(k−3/2
)

,

Ym(k) =
√

2
πk sin

(

k − mπ
2 − π

4

)+ O(k−3/2
)

,

J ′
m(k) = −

√

2
πk sin

(

k − mπ
2 − π

4

)+ O(k−3/2
)

,

Y ′
m(k) =

√

2
πk cos

(

k − mπ
2 − π

4

)+ O(k−3/2
)

,

(see [2, (9.2.1), (9.2.2), (9.2.11) and (9.2.12)] ) we conclude that

J 2
m(k) − 1

2

(

Jm(k)Ym(k)
)′

= 2

πk

[

cos2
(

k − mπ
2 − π

4

)+ 1
2 sin2

(

k − mπ
2 − π

4

)− 1
2 cos2

(

k − mπ
2 − π

4

)

]

+ O(k−2)

= 1

πk
+ O(k−2).

The result follows now readily. 
�

123



A hybrid numerical-asymptotic boundary integral method 483

Notice that, because of the dependence of κm on m, we can only use this lemma to
deal with a finite set of Fourier coefficients of the operator. For the rest of the Fourier
coefficients we need Propositions 4.6 and 4.7 below. First we need a result which is
essentially contained in the PhD thesis of Giebermann [25].

Lemma 4.5 There exist ε > 0 and m0 > 1 such that for all m ≥ m0

(JmYm)′(k) < 0, ∀k ∈ (0, m − εm1/3].

Proof Define the function fm by

fm(k) := Jm(k)Ym(k). (4.11)

Next recall the expressions for the derivatives of the Bessel functions given in
[2, (9.1.27)]:

C′
m(k) = −Cm+1(k) + m

k
Cm(k) = Cm−1(k) − m

k
Cm(k), m ≥ 1, (4.12)

where Cm denotes either Jm or Ym . Using this, we have

f ′
m(k) = J ′

m(k)Ym(k) + Jm(k)Y ′
m(k)

=
(

−Jm+1(k) + m

k
Jm(k)

)

Ym(k) + Jm(k)
(

Ym−1(k) − m

k
Ym(k)

)

= Jm(k)Ym−1(k) − Jm+1(k)Ym(k). (4.13)

Proceeding in a similar way for the second derivative, we obtain

f ′′
m(k) = (Jm(k)Ym−1(k) − Jm+1(k)Ym(k))′

= J ′
m(k)Ym−1(k) + Jm(k)Y ′

m−1(k) − J ′
m+1(k)Ym(k) − Jm+1(k)Y ′

m(k)

=
(

Jm−1(k) − m

k
Jm(k)

)

Ym−1(k) + Jm(k)

(

−Ym(k) + m − 1

k
Ym−1(k)

)

−
(

Jm(k)− m + 1

k
Jm+1(k)

)

Ym(k) − Jm+1(k)
(

−Ym+1(k) + m

k
Ym(k)

)

= Jm−1(k)Ym−1(k) − 1

k
Jm(k)Ym−1(k) − 2Jm(k)Ym(k)

+ 1

k
Jm+1(k)Ym(k) + Jm+1(k)Ym+1(k). (4.14)

Now recall the asymptotic behaviour of the Bessel functions at zero (for fixed
m > 1):

Jm(z)= 1

m!
( z

2

)m +O(zm+2) Ym(z) = − (m − 1)!
π

( z

2

)−m + O(z−m+2), |z| → 0

(4.15)
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(see [2, (9.1.7) and (9.1.9)–(9.1.11)]). Combining (4.15), with (4.11), (4.13) and (4.14)
we obtain, for m > 1,

fm(0) = − 1

πm
, f ′

m(0) = 0, f ′′
m(0) = − 2

π(m + 1)m(m − 1)
< 0. (4.16)

It follows immediately that there exists ηm > 0 (which may depend on m) such that
f ′
m(k) < 0 for k ∈ (0, ηm].

Moreover, since Jm(k) and Ym(k) have no roots in the interval (0, m] (see [2,
(9.5.2)]), it follows that

fm(k) < 0, k ∈ [0, m]. (4.17)

Clearly the first positive critical point of fm must be a local minimum. We will
show that there exists ε > 0, independent of m, such that this local minimum lies in
the interval (m − εm1/3,

√

m2 − 1/4), thus proving the result. To proceed, define

gm(k) := k3 f ′′
m(k).

Then, from [2, (9.1.59)] it follows that gm satisfies

g′
m(k) = −k

(

1 + 4k2 − 4m2) f ′
m(k) − 4k2 fm(k). (4.18)

Now, suppose that fm has two critical points η1, η2 ∈ (0,
√

m2 − 1/4). Obvi-
ously η1 is a local minimum and η2 a local maximum. Then, for k ∈ [η1, η2] ⊂
(0,
√

m2 − 1/4), we have f ′
m(k) ≥ 0 and 1 + 4k2 − 4m2 ≤ 0, and combining these

with (4.18), we can conclude that

g′
m(k) > 0, ∀k ∈ [η1, η2].

Since gm(η1) ≥ 0, this implies gm(k) > 0, for all k ∈ [η1, η2] and so f ′′
m(k) > 0, for

k ∈ (η1, η2], but this contradicts the fact that η2 is a local maximum of fm . Thus fm

has at most a single critical point in (0,
√

m2 − 1/4).
Now, for any fixed ε > 0, we can use the “transition asymptotics” [2, (9.3.23)–

(9.3.30)] to obtain

f ′
m

(

m − εm1/3) = 2

m
ϕ(ε) + O(m−5/3),

where

ϕ(ε) := Ai
(

21/3ε
)

Bi′
(

21/3ε
)+ Ai′

(

21/3ε
)

Bi
(

21/3ε
)

and Ai, Bi denote the Airy functions. Then, from [2, (10.4.1)–(10.4.5)], we have

ϕ(0) = 0, ϕ′(0) = −24/3

3
1
6 Γ
( 1

3

)2 < 0.
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Hence there exists ε > 0 such that ϕ(ε) < 0. Thus, by choosing m0 ≥ 0 sufficiently

large so that m0 − εm1/3
0 ≤

√

m2
0 − 1/4 we have

f ′
m

(

m − εm1/3) < 0, when m ≥ m0.

The first positive local extremum of f must then lie to the right of m − εm1/3 and the
result follows. 
�

Before continuing with the proof of coercivity, let us recall some more basic prop-
erties of the Bessel functions. First

Jm(k) > 0, Y ′
m(k) > 0, J ′

m(k) > 0, and Ym(k) < 0, when k ∈ (0, m).

(4.19)

These properties can be easily deduced from the bounds on the first positive roots of
these functions, namely that all of them are greater than m, and their (limiting) values
when k → 0 (see [2, (9.5.2), (9.1.7) and (9.1.9)]).

Moreover, since by definition Ym is solution of the Bessel differential equation:

k2Y ′′
m(k) + kY ′

m(k) + (k2 − m2)Ym(k) = 0,

we deduce that

Y ′′
m(k) < 0, k ∈ (0, m). (4.20)

Proposition 4.6 There exists m1 such that for all m ≥ m1

�(ρ̂k(m)) ≥ 1

2
, when k ∈ (0, m].

Proof By Lemma 4.3 we just have to show that there exists m1 such that for all m ≥ m1

J 2
m(k) − 1

2

(

Jm(k)Ym(k)
)′ ≥ 0, k ∈ (0, m] .

But then, by Lemma 4.5, we only have to prove it for m ≥ m0 and k ∈ (m−εm1/3, m
]

.
Using (4.19), we have

J 2
m(k) − 1

2

(

Jm(k)Ym(k)
)′ ≥ J 2

m(k) − 1

2
Jm(k)Y ′

m(k)

≥ J 2
m(k) − 1

4
J 2

m(k) − 1

4
(Y ′

m(k))2

≥ 3

4
J 2

m

(

m − εm1/3)− 1

4

(

Y ′
m

(

m − εm1/3))2,

where in the last step we have applied (4.19) and (4.20).
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Using the asymptotics of the Bessel functions at m − εm1/3 (cf. [2, (9.3.23) and
(9.3.28)]) we deduce that there exists C > 0 such that

3

4
J 2

m

(

m − εm1/3)− 1

4

(

Y ′
m

(

m − εm1/3))2 ≥ Cm−2/3 + O(m−4/3).

Therefore, there exists m′ such that for all m ≥ m′ the left hand side of inequality
above is strictly positive. The result follows on setting m1 = max{m0, m′}. 
�
Proposition 4.7 There exists κ ′ > 0 such that

�(ρ̂k(m)) ≥ 1

2
when κ ′ ≤ m ≤ k.

Proof Again, from Lemma 4.3, it is sufficient to show that, for some κ ′ > 0

k N 2
m(k) ≤ 4

π
, ∀k ∈ [m,∞), when κ ′ ≤ m ≤ k.

We start by noticing that Mm(k) and Nm(k) are related by cf. [2, (9.2.23)]

d

dk

(

k2 N 2
m(k)

)

= −(k2 − m2)
d

dk

(

M2
m(k)

)

.

Therefore, integrating by parts,

k2 N 2
m(k) − m2 N 2

m(m) =
k
∫

m

d

dt

(

t2 N 2
m(t)

)

dt = −
k
∫

m

(t2 − m2)
d

dt

(

M2
m(t)

)

dt

= −(k2 − m2)M2
m(k) + 2

k
∫

m

t M2
m(t) dt.

Using (cf. [42, Sect. 13.74])

2

πk
≤ M2

m(k) ≤ 2

π
√

k2 − m2
, ∀k ≥ m,

and m/k ≤ 1, we obtain

k N 2
m(k) ≤ m2 N 2

m(m)

k
− 4

π

(

k2 − m2

2k2

)

+ 4

πk

k
∫

m

t√
t2 − m2

dt

≤
(

m2/3 Nm(m)
)2

k1/3 + 4

π
ϕ(m/k),
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with ϕ(θ) = −1/2 + θ2/2 + √
1 − θ2, for θ ∈ (0, 1]. Since ϕ(θ) < ϕ(0) = 1/2,

for θ ∈ (0, 1] and |m2/3 Nm(m)| ≤ C with C independent of m (see [2, (9.3.33) and
(9.3.34)]), we conclude that

k N 2
m(k) ≤ 2

π
+ Ck−1/3.

Taking κ ′ large enough concludes the proof. 
�
Gathering the above lemmas together we now have the proof of the first main result.

Proof of Theorem 4.2 Let

κ̂ := max
{

κ ′, m1
}

,

where κ ′, m1 are as in propositions 4.6 and 4.7. Then

�(ρ̂k(m)) ≥ 1

2

for all m, k ≥ κ̂ . Taking � to be the largest integer smaller than κ̂ and

ξ := max
{

κ̂, κ0, . . . , κ�

}

,

with κ� as in Proposition 4.4, and recalling that ρ̂k(−m) = ρ̂k(m), the result follows
readily. 
�
Remark 4.8 To gain more insight into the result in Theorem 4.2, let us recall that it
is shown in [38, Sect. 3.4.37] that the operator �{−iSk} = �{Sk} is actually positive
semidefinite for any sufficiently smooth Γ . Thus the coercivity result proved above is a
consequence of a very delicate balance between the Fourier coefficients of Dk and Sk ,
in such a way that when a specific coefficient of 1/2 +Dk is small that corresponding
to Sk is sufficiently large to compensate it and vice versa.

The analysis developed above to prove coercivity also provides a proof of continuity
on the circle. Because of (4.2), it is sufficient to bound ‖Ak‖, and in turn because of
(4.7), this is achieved by bounding the terms

∣

∣J 2
m(k)

∣

∣,
∣

∣Jm(k)J ′
m(k)

∣

∣,
∣

∣Jm(k)Ym(k)
∣

∣, and
∣

∣J ′
m(k)Ym(k)

∣

∣

uniformly in m ∈ Z and for all k large enough. This we now do.

Lemma 4.9 There exists C > 0 independent of m such that

∣

∣Jm(k)
∣

∣+ ∣∣J ′
m(k)

∣

∣ ≤ Ck−1/3, ∀ k ∈ (0,∞).
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Proof In [30] it is proved that

|Jm(k)| ≤ Ck−1/3.

The bound for the derivative is a simple consequence of (4.12). 
�

Lemma 4.10 For all κ > 0 there exists a constant C independent of m such that for
all k > κ

∣

∣Jm(k)Ym(k)
∣

∣+ ∣∣J ′
m(k)Ym(k)

∣

∣ ≤ Ck−2/3.

Proof We remark that Jm(k)Ym(k) and J ′
m(k)Ym(k) when seen as functions of k and

m are continuous for k > 0, and for all m fixed. Moreover, fixed m, κ0 > 0, they
are bounded for k ≥ κ0. Hence, we just have to study these products for all m large
enough.

Taking ε and m0 as in Lemma 4.5 we conclude that for all m ≥ m0

∣

∣Jm(k)Ym(k)
∣

∣ ≤ ∣∣Jm
(

m − εm1/3)Ym
(

m − εm1/3)
∣

∣

≤ 1

2
M2

m

(

m − εm1/3), k ∈ [0, m − εm1/3]

(recall that Jm(k)Ym(k) < 0 for all k ∈ (0, m]). Hence, using, [2, (9.3.23)–(9.3.24))],
we get

M2
m

(

m − εm1/3) ≤ Cm−2/3 ≤ C ′k−2/3, k ∈ [0, m − εm1/3].

For k ∈ [m −εm1/3,∞)we use [42, Sect. 13.74] and [2, (9.3.23)–(9.3.24))] to obtain

∣

∣Jm(k)Ym(k)
∣

∣ ≤ 1

2k
k M2

m(k) ≤ 1

2k

(

m − εm1/3)M2
m

(

m − εm1/3)

≤ C ′k−1(m − εm1/3)m−2/3 ≤ C ′k−1m1/3 ≤ C ′k−2/3.

This finishes the first part of the proof.
On the other hand, by (4.12) and (4.19)

0 ≤ J ′
m(k), Jm(k) ≤ Jm−1(k), ∀k ∈ [0, m − 1].

Applying the identity (see [2, (9.1.16)])

Jm(k)Ym−1(k) + Jm−1(k)Ym(k) = 2

πk
,
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we conclude that

∣

∣J ′
m(k)Ym(k)

∣

∣ ≤ ∣∣Jm−1(k)Ym(k)
∣

∣

≤ 2

πk
+ ∣∣Jm(k)Ym−1(k)

∣

∣

≤ 2

πk
+ ∣∣Jm−1(k)Ym−1(k)

∣

∣,

and the bound is proved for k ∈ (0, m − 1].
For k ≥ m − 1, we proceed as follows

∣

∣J ′
m(k)Ym(k)

∣

∣ ≤ 1

2

[

∣

∣J ′
m(k)

∣

∣

2 + Y 2
m(k)

]

≤ 1

2

[

∣

∣J ′
m(k)

∣

∣

2 + M2
m(k)

]

.

By Lemma 4.9 and bounding M2
m(k) as before, we prove the result. 
�

Using the last two lemmas we can now bound the continuity constant for the bilinear
form ak in the case of a circular boundary. This result can also be found in [25].

Theorem 4.11 Let Γ be the unit circle, and k0 > 0. Then, there exists C > 0 inde-
pendent of k ≥ k0 such that

‖Ak‖ ≤ Ck1/3.

We prove in the next theorem that the coercivity and a similar continuity estimate
hold also for the sphere. The proof is a simple adaptation of the tools developed to
cover the 2D case. In 3D the operators Sk , Lk and Dk are defined analogously to (2.4)
and (2.6), but with Φk(x) = 1

4π
exp(ik|x |)

|x | . Again Rk = Pk and so Ak = 1
2 +Dk −ikSk .

Theorem 4.12 Consider the operator Ak on the sphere in R
3. Then there exist

C2, c2 > 0 such that, for all sufficiently large k,

‖Ak‖ ≤ C2k1/3 , �(Akv, v) ≥ c2‖v‖2.

Proof Let
{

Y �
m

}

(m = 0, 1, . . . , � = −m,−m +1, . . . , m) be the spherical harmonics
(see [38, Sect. 2.4], [19, Sect. 2.3]). Then it is well known that

{

Y �
m

}

is an orthonormal
basis of L2(S2) (S2 denotes the unit sphere in what follows). We introduce the Fourier
coefficients defined in the usual way by

̂f (m, �) =
∫

S2

f (x)Y �
m(x)dx.
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Then

Skv =
∞
∑

m=0

σ̂k(m)

m
∑

�=−m

v̂(m, �)Y �
m

1

2
v + Dkv =

∞
∑

m=0

̂δk(m)

m
∑

�=−m

v̂(m, �)Y �
m

with the symbols of the operators given by (compare with 4.4)

σ̂k(m) = ik jm(k)h(1)
m (k), ̂δk(m) = ik2 j ′m(k)h(1)

m (k). (4.21)

Here jm and ym are the spherical Bessel functions ([2, Sect. 10.1] )

jm(k) :=
√

π

2k
Jm+1/2(k) , ym(k) :=

√

π

2k
Ym+1/2(k). (4.22)

and h(1)
m = jm + iym . The formulae (4.21) can be found for example in [28,25]—see

also [13].
Proceeding as before, we conclude that the continuity and coercivity are equivalent

to proving

max
m∈N∪{0}

k2
∣

∣

∣

(

j2
m(k) − j ′m(k)ym(k)

)+ i jm(k)
(

j ′m(k) + ym(k)
)

∣

∣

∣ ≤ C2k1/3, (4.23)

αk := min
m∈N∪{0}

k2( j2
m(k) − j ′m(k)ym(k)

) ≥ c2 > 0. (4.24)

The continuity estimate (4.23) is a consequence of lemmas 4.9 and 4.10. For the
coercivity estimate (4.24), observe that from (4.22), it is equivalent to prove that, for
all m = 0, 1, . . . , and for all sufficiently large k,

πk

2

[

J 2
m+1/2(k) − J ′

m+1/2(k)Ym+1/2(k)
]

+ π

4
Jm+1/2(k)Ym+1/2(k) ≥ c2 > 0.

By Theorem 4.2 (see also Lemma 4.3 item (i)) we know that there exists ξ > 0 such
that, for all k ≥ ξ ,

πk

2

[

J 2
m+1/2(k) − J ′

m+1/2(k)Ym+1/2(k)
]

≥ 1

2
.

On the other hand, by Lemma 4.10, there exists C independent of k such that

∣

∣Jm+1/2(k)Ym+1/2(k)
∣

∣ ≤ Ck−2/3.

Collecting both inequalities, we conclude that αk ≥ 1/2 − Ck−2/3 and taking k large
enough, the result follows readily. 
�
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The extension of the proof of coercivity to an arbitrary boundary Γ remains as an
open question at the moment and certainly deserves further investigation.

In the next subsection we shall prove an estimate of ‖Ak‖ when Γ is an arbitrary,
sufficiently smooth closed curve. For this we must abandon Fourier analysis and adopt
more flexible methods.

4.2 General boundaries

Our main result is Theorem 4.14, for which we need the following technical lemma.
Recall the function Mm defined in (4.10).

Lemma 4.13 For each m = 0, 1, . . . , there exists Cm > 0 independent of k such that

2π
∫

0

Mm(2k| sin t/2|) | sin t/2|m dt ≤ Cmk−1/2, for k sufficiently large.

Proof The integral may be written

2π
∫

0

Mm(2k| sin t/2|) | sin t/2|m dt = 4

π/2
∫

0

Mm(2k sin t) sinm t dt.

Since (see [2, (9.2.4)]),

Mm(z) =
√

2

π z
+ O(z−1), as z → ∞. (4.25)

we conclude

π/2
∫

π/6

Mm(2k sin t) sinm t dt ≤ Cmk−1/2,

with Cm > 0 independent of k. Moreover, with the change of variable x = 2k sin t ,
we obtain

π/6
∫

0

Mm(2k sin t) sinm t = (2k)−1−m

k
∫

0

Mm(x)
xm

√

1 − (x/2k)2
dx

≤ 2

(2k)m+1
√

3

k
∫

0

Mm(x)xm dx =: Im(k).
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To bound Im(k), note that, for any fixed L > 0, and k sufficiently large, we can write:

Im(k) = 2

(2k)m+1
√

3

⎧

⎨

⎩

L
∫

0

Mm(x)xmdx +
k
∫

L

Mm(x)xmdx

⎫

⎬

⎭

. (4.26)

We notice that Mm(x)xm is locally integrable in [0,∞) (cf. [2, (9.1.7)–(9.1.9)]).
Hence, using again (4.25), we conclude

Im(k) ≤ Cmk−m−1

⎡

⎣1 +
k
∫

L

xm−1/2dx

⎤

⎦ , as k → ∞,

from which the result follows readily. 
�
Now we can prove the required continuity estimate for general boundaries.

Theorem 4.14 Let Γ be a C∞ closed curve. Then there exists C > 0 independent of
k such that

‖Ak‖ ≤ Ck1/2,

where Ak = Rk or Pk .

Proof We shall give the proof for Ak = Rk . The other case is analogous. Let γ

be the parameterisation in (2.7). Then, with the notational convention in (2.8), the
transformed operator Rk has the form:

(Rkv)(s) = 1

2
v(s) + k

2π
∫

0

{Dk(s, t) − i Sk(s, t)} v(t) dt, (4.27)

where

Sk(s, t) := i

4
H (1)

0 (k|γ (s) − γ (t)|)|γ ′(t)|, and

Dk(s, t) := − i

4

(γ (s) − γ (t)) · ν(s)

|γ (s) − γ (t)| H (1)
1 (k|γ (s) − γ (t)|)|γ ′(t)|.

The result is obtained by estimating the L2 norm of each of the integral operators
appearing on the right-hand side of (4.27). Taking the second operator first, we write

2π
∫

0

∣

∣

∣

∣

∣

∣

2π
∫

0

Sk(s, t)v(t) dt

∣

∣

∣

∣

∣

∣

2

ds = 1

16

2π
∫

0

∣

∣

∣

∣

∣

∣

2π
∫

0

Wk(s, t)H (1)
0 (2k| sin((s − t)/2)|)v(t) dt

∣

∣

∣

∣

∣

∣

2

ds
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with

Wk(s, t) := Sk(s, t)

(i/4)H (1)
0 (2k| sin((s − t)/2)|)

.

Here we have used a “singularity division” trick: the denominator in Wk(s, t) is the
(convolution kernel) which results from evaluating the numerator on the unit circle
γ (s) = (cos s, sin s). The singularity as s → t on the top and bottom of Wk are
the same, and the asymptotic behaviour as k → ∞, for s 	= t are also the same.
A little analysis shows that |Wk(s, t)| can be bounded independent of k ≥ 1, and
s, t ∈ [0, 2π ]2. Hence

2π
∫

0

∣

∣

∣

∣

∣

∣

2π
∫

0

Sk(s, t)v(t) dt

∣

∣

∣

∣

∣

∣

2

≤ C

2π
∫

0

⎡

⎣

2π
∫

0

M0(2k| sin((s − t)/2)|) |v(t)| dt

⎤

⎦

2

ds

≤ C

[
2π
∫

0

M0(2k| sin(t/2)|) dt

]2

‖v‖2,

with C independent of k, where we have used the standard convolution estimate:
‖ f ∗ g‖ ≤ ‖ f ‖L1(0,2π)‖g‖. The required estimate for the second integral in (4.27) is
now a consequence of Lemma 4.13 with m = 0.

The first integral on the right-hand side of (4.27) is estimated in an analogous
way, but instead we perform singularity subtraction using the function (−i/4)H (1)

1
(2k| sin(s − t)/2|)|2 sin(s − t)/2|, and apply Lemma 4.13 with m = 1. 
�

5 Asymptotics of the normal derivative of the total field

In this section we discuss the high frequency asymptotic behaviour of the function V
appearing in the decomposition (1.1), i.e.,

v(s, k) := v(γ (s), k) = kV (s, k) exp(ikγ (s) · â), s ∈ [0, 2π ], (5.1)

where v is the solution of (2.8). Throughout we shall require that Γ is a simple convex
C∞ contour with non-vanishing curvature.

The first (nonrigorous) results on this topic were by Fock (e.g., [22]). This was
followed by Ludwig [35] (applying the notion of “uniform” asymptotics) and subse-
quently by the rigorous analysis of Buslyaev [15,17]—see also [5,7].

We begin by quoting, in Theorem 5.1 below, a well-known result from Melrose and
Taylor [37]. This is then used in Corollary 5.3 to obtain a decomposition of V into a
finite sum of explicit k−dependent terms, plus a controllable remainder. In turn this
is used to prove Theorem 5.4, which gives bounds on the derivatives of V (valid as
k → ∞), suitable for use in the subsequent numerical analysis.

The following result is [37, Theorem 9.27] restricted to the two-dimensional case.
(The analysis in [37] is valid for all dimensions.) Note that here the formula in
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[37, Theorem 9.27] has been scaled by k−1, because k is an explicit factor in (5.1).
Theorem 5.1 can essentially be found elsewhere in the literature. For example
“Fundamental Theorem” in [17, Sect. 1.9] is stated for the case of Neumann boundary
conditions and a point source incident wave, although the general method used there
can also be directly extended to the Dirichlet boundary conditions and plane wave
incidence which are relevant here [16].

Theorem 5.1 There exists ∆ > 0 such that V (s, k) has the asymptotic expansion:

V (s, k) ∼
∑

�,m≥0

k−1/3−2�/3−mb�,m(s)Ψ (�)(k1/3 Z(s)), (5.2)

valid for s ∈ I∆ := (t1 − ∆, t1 + ∆) ∪ (t2 − ∆, t2 + ∆), where γ (t1) and γ (t2) are
the tangency points as described in Sect. 3. The functions b�,m, Ψ and Z have the
following properties.

(i) b�,m are C∞ complex-valued functions on I∆.
(ii) Z is a C∞ real-valued function on I∆, with simple zeros at t1 and t2, which is

positive-valued on (t1, t2) ∩ I∆ and negative-valued on (t2 − 2π, t1) ∩ I∆.
(iii) Ψ : C → C is an entire function specified by

Ψ (τ) := exp
(− iτ 3/3

)

∫

c

exp(−i zτ)

Ai
(

e2π i/3z
) dz, (5.3)

where Ai is the Airy function ([2] Sect. 10.4) and c the is contour depicted in Fig. 2
(cf. [37, (9.8)], where θ is any sufficiently small positive angle, thus ensuring the
absolute convergence of (5.3), cf. [5, p.362]). Note that A+(s) in [37, (9.8)] is
exactly Ai(e2π i/3s). Although this is not explicitly stated in [37], it is implicit
there - for example compare [37, (3.19)] with [2, (9.3.37)]. Note also that [37]
works in the context of the distributional theory of Fourier analysis, thus treating
Fourier integrals in the weakest possible sense. Thus, although the domain of
integration is not specified in [37, (9.8)], it is implicitly the real line. Deforming
the integration path into the complex plane in the way we have described is a
standard procedure which allows us to obtain an absolutely convergent integral
with the same value. As a consequence the asymptotics of Ψ (τ) for large |τ | are
known. In particular, (see [37, Lemma 9.9]):

Ψ (τ) = a0τ + a1τ
−2 + a2τ

−5 + · · · + anτ 1−3n

+ O(τ 1−3(n+1)
)

, as τ → ∞, where a0 	= 0, (5.4)

and this expansion remains valid for all derivatives of Ψ by formally differenti-
ating each term on the right hand side, including the error term. Moreover, there
exists β > 0 and c0 	= 0 such that for any n ∈ N ∪ {0}

Dn
τ Ψ (τ) = c0 Dn

τ

{

exp
(− iτ 3/3 − iτα1

)

}

(1 + O(exp(−|τ |β))), as τ → −∞,

(5.5)
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Fig. 2 The contour c in the
complex plane

where α1 = exp(−2π i/3)ν1 and ν1 < 0 is the right-most root of Ai. (Recall
that the roots of Ai(z) are all real and negative cf. [2] Sect. 10.4). Hence, when
τ → −∞ the function Ψ , as well as its derivatives decrease exponentially but
in a very oscillating way.

Remark 5.2 We would like to make several clarifying remarks about Theorem 5.1.
The function Ψ defined in (5.3) is often called “Fock’s integral” and can be found

in the works of Fock e.g., [22, Sect. 7, 12]. Its properties were studied in detail in
e.g., [15, Sect. 3]. [Note that Fock’s 1965 book [22] is in fact a collection of English
translations of his earlier papers written in Russian, in particular Chap. 7 (1948) and
Chap. 12 (1949).]

The asymptotics in (5.5) are not given explicitly in [37] but may be deduced easily
by applying the theory of residues to the contour integral in (5.3)—see, e.g., [5, p.393],
[15, Lemma 8]. The function Z(s) can be found explicitly in the two-dimensional case,
see e.g., [15, (45.1)].

The precise meaning of the asymptotic expansion in (5.2) can be made clear
using the symbol classes of Hörmander (see, e.g., [27, p. 236, Definition 7.8.1], [37,
p. 249]). In the context of our problem, a function p = p(s, k) (where s ∈ [0, 2π ] and
k ∈ (0,∞)), is said to lie in the class Sµ

ρ,δ (for all (s, k) in some subdomain of
[0, 2π ] × (0,∞)), if

∣

∣Dα
k Dn

s p(s, k)
∣

∣ ≤ Cα,n(1 + k)µ−ρα+δn, α, n ∈ N ∪ {0}.

Using this formalism, (5.2) can be written more explicitly as follows: Choose any
µ < 0. Then, for all L , M ∈ N∪{0} sufficiently large (depending on µ), the remainder

RL ,M := V (s, k) −
L ,M
∑

�,m=0

k−1/3−2�/3−mb�,m(s)Ψ (�)(k1/3 Z(s)),

satisfies

RL ,M ∈ Sµ
2/3,1/3 for (s, k) ∈ I∆ × (0,∞) (5.6)
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(i.e., ρ = 2/3, δ = 1/3 in this case). Note that although the symbol class Sµ
2/3,1/3

is explicit in [37, (1.17)], it remains implicit in much of the rest of [37]. The above
interpretation of (5.2) is equivalent to saying that (5.2) is a conventional asymptotic
expansion and remains so under term-by-term differentiation on both sides with respect
to both s and k. This standard use of the ∼ symbol is prevalent throughout the rigorous
asymptotics and microlocal analysis literature and it always has the same meaning.

In view of our explicit definition, the functions b�,m , Ψ and Z are all necessarily
smooth (C∞) functions of their arguments.

It is also clear that the function Z can be extended (nonuniquely) to a C∞ 2π -
periodic function which is positive-valued on (t1, t2) and negative-valued on
(t2 − 2π, t1) and from now on we assume this extension has been made.

Corollary 5.3 With the same notation as Theorem 5.1, the functions b�,m can be
extended to 2π -periodic C∞ functions such that, for all L , M ∈ N ∪ {0}, the decom-
position

V (s, k) =
⎡

⎣

L ,M
∑

�,m=0

k−1/3−2�/3−mb�,m(s)Ψ (�)(k1/3 Z(s))

⎤

⎦+ RL ,M (s, k). (5.7)

holds for all s ∈ [0, 2π ], with remainder term satisfying, for all n ∈ N ∪ {0},
∣

∣Dn
s RL ,M (s, k)

∣

∣ ≤ CL ,M,n(1 + k)µ+n/3, where

µ := − min

{

2

3
(L + 1), (M + 1)

}

. (5.8)

and CL .M,n is independent of k.

Proof Our first step is to derive the result for s ∈ I∆ from Theorem 5.1. To do this,
simply choose any L , M ∈ N ∪ {0} and µ as in (5.8) and, for convenience, set

a�,m(s, k) = k−1/3−2�/3−mb�,m(s)Ψ (�)(k1/3 Z(s)).

Then, by Remark 5.2, there exist integers L ′ ≥ L and M ′ ≥ M such that RL ′,M ′ ∈
Sµ

2/3,1/3 and (by (5.7) written in two different ways),

RL ,M (s, k) =
⎧

⎨

⎩

L ′
∑

�=L+1

M ′
∑

m=0

+
L
∑

�=0

M ′
∑

m=M+1

⎫

⎬

⎭

a�,m(s, k) + RL ′,M ′(s, k). (5.9)

Now, using the expansions (5.4), (5.5) and the fact that Ψ ∈ C∞(R), we obtain, for
all τ ∈ R, the estimates

|Ψ (τ)| ≤ C0(1 + |τ |), (5.10)

|Ψ ′(τ )| ≤ C1, (5.11)

|Ψ (�)(τ )| ≤ C�(1 + |τ |)−2−�, for � ≥ 2, (5.12)
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with C� independent of k. Using (5.10)–(5.12), a direct calculation shows that
a0,m(s, k) ∈ S−m

2/3,1/3 and a�,m(s, k) ∈ S−1/3−2�/3−m
2/3,1/3 , when � ≥ 1. Hence for the

range of � and m in the double summations in (5.9), we have a�,m ∈ Sµ
2/3,1/3, with µ

as chosen above. Combining this and the stated property of L ′, M ′ with (5.9) shows
that the first term on the right-hand side of (5.9) is in Sµ

2/3,1/3 for (s, k) ∈ I∆ × (0,∞).
Since RL ′,M ′ has the same property, the required result follows.

To complete the proof we shall extend the result to all s ∈ [0, 2π ], with appropriate
2π -periodicC∞ complex-valued functions b�,m . A way to establish this is, for example,
by employing known asymptotic results in the illuminated zone (t1 +∆/2, t2 −∆/2)

(“geometrical optics”) and in the shadow zone (t2 − 2π + ∆/2, t1 − ∆/2) (“extra-
polynomial decay”—i.e., decay faster that any inverse power of k).

Consider first the illuminated zone. The required asymptotics can be found (for
example) in [37, (1.15)], stated there without proof or a precise reference as a com-
monly well-known fact as V (s, k) ∼∑ j≥0 k− j d j (s), with d j ∈ C∞(t1 + ∆/2,

t2 − ∆/2). Interpreting this as in Corollary 5.3, this may be written:

V (s, k) =
N
∑

j=0

k− j d j (s) + rN (s, k), (5.13)

where, for all n ≥ 0,

∣

∣Dn
s rN (s, k)

∣

∣ ≤ cN ,n(1 + k)−N−1, s ∈ (t1 + ∆/2, t2 − ∆/2), (5.14)

with cN ,n independent of k (but dependent on ∆). (The first term in (5.13) is the
well-known geometric optics approximation d0(s) = 2iν(s).â, where ν is the out-
ward unit normal to the scatterer Γ .) For additional statements and proofs, see e.g.,
[36, Theorem II], [18], [17, Theorem 8] and [45]. (The reference [17] discusses the
Neumann boundary condition and point source incidence; the extension to Dirichlet
conditions is straightforward while plane wave incidence can be handled by viewing
it as a limit of a sequence of increasingly remote and appropriately magnified point
sources, as in e.g., [6, Sect. A.2].)

We argue next that (5.13) implies the validity of (5.7) on all of (t1, t2), with b�,m

replaced by a suitable C∞ extension. To see this, first suppose that such an exten-
sion does exist and denote it b̃�,m . Then, for s ∈ (t1 + ∆/2, t2 − ∆/2), replacing
Ψ (�)(k1/3 Z(s)) in (5.7) by its asymptotics as k → ∞ (using 5.4), and performing
a straightforward re-arrangement, we see that (5.7) adopts the form (5.13) for suffi-
ciently large L and M , provided the b̃�,m satisfy the equations (with an as in 5.4):

d0(s) = a0b̃0,0(s)Z(s),

d1(s) = a0

(

b̃0,1(s)Z(s) + b̃1,0

)

+ a1b̃0,0(s)(Z(s))−2,
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d j (s) = a0

(

b̃0, j (s)Z(s) + b̃1, j−1

)

+
∑

�+m+n= j
n≥1

⎡

⎣

�−1
∏

p=0

(1 − 3n − p)

⎤

⎦ anb̃�,m(s)(Z(s))1−3n−�, j ≥ 2,

(5.15)

(with the convention that
∏−1

p=0 x p := 1). Since a0 	= 0 and Z(s) 	= 0 for s ∈
(t1 + ∆/2, t2 − ∆/2), it is easy to see that one can always (non-uniquely) select b̃�,m

so that the Eq. (5.15) hold for this range of s. Inserting the chosen b̃�,m into (5.7) and
using this to define RL ,M (s, k) for s ∈ (t1 + ∆, t2 − ∆), we then see that (5.8) holds
there.

Finally we join the illuminated and transition zones by “matching” b̃�,m and b�,m

in the overlapped regions (t1 + ∆/2, t1 + ∆) and (t2 − ∆, t2 − ∆/2) in a standard
way, i.e., re-defining b�,m(s) on [t1 − ∆, t2 + ∆] as χ(s)b̃�,m(s) + (1 − χ(s))b�,m(s),
where χ ∈ C∞ is a cut-off function: χ(s) ≡ 1 for s ∈ [t1 + ∆, t2 − ∆], χ(s) ≡ 0 for
s ≤ t1 + ∆/2 and s ≥ t2 − ∆/2.

The extension into the (deep) shadow zone (t2 − 2π + ∆, t1 − ∆) is performed in
a similar way by employing results on extra-polynomial decay of the total wave field,
see e.g., [36, Sect. 2], [17, Sect. 1.9]. These results imply an asymptotic expansion of
the form (5.13) and (5.14) with all the coefficients d j (s) being identically zero, for
s ∈ (t2 − 2π + ∆/2, t1 − ∆/2). Combining this with (5.5) implies in fact that any
C∞ continuation of b�,m into the shadow zone would suffice. Notice in passing that
although this argument is sufficient for the present proof, it can be further sharpened
to prove exponential, rather than extra-polynomial, decay in the deep shadow. This is
important later in the paper (see Theorem 6.5). 
�

We make use of this theorem by deriving the following estimates for the derivatives
of V (s, k) with respect to s, which will be directly useful in our numerical analysis.

Theorem 5.4 For all n ∈ N ∪ {0} there exist constants Cn > 0 independent of k and
s such that for all k sufficiently large,

|Dn
s V (s, k)| ≤

⎧

⎪

⎨

⎪

⎩

Cn, n = 0, 1,

Cn

[

1 +
n
∑

j=2

k( j−1)/3(1 + k1/3|ω(s)|)− j−2
]

, n ≥ 2,
(5.16)

where ω(s) := (s − t1)(t2 − s).

Proof Throughout this proof Cn denotes a generic constant independent of s and k
but possibly depending on n, whose value may change from line to line. Note first
that, by the properties of Z (see Theorems 5.1 and 5.2), we have

Z(s) = h(s)ω(s), (5.17)

where h is a smooth positive real function bounded away from zero on s ∈ [0, 2π ].
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Choosing any n ∈ N ∪ {0} we can select L , M so that −µ ≥ n/3, where µ is
defined in (5.8). Then apply Corollary 5.3 to obtain

V (s, k) = AL ,M (s, k) + RL ,M (s, k),

where

AL ,M (s, k) := k−1/3
L
∑

�=0

k−2�/3 B�,M (s)Ψ (�)
(

k1/3 Z(s)
)

, B�,M :=
M
∑

m=0

k−mb�,m(s).

and the derivatives of RL ,M are bounded as in (5.8). Since µ + n/3 ≤ 0, it follows
that

∣

∣Dn
s RL ,M (s, k)

∣

∣ ≤ Cn, for allk.

By the Leibnitz rule, since all derivatives of B�,M are bounded independently of k, we
obtain

|Dn
s AL ,M (s, k)| ≤ k−1/3

L
∑

�=0

k−2�/3
∣

∣

∣Dn
s

[

B�,M (s)Ψ (�)(k1/3 Z(s))
]∣

∣

∣ (5.18)

≤ Cnk−1/3
n
∑

j=0

L
∑

�=0

k( j−2�)/3
∣

∣

∣

∣

Ψ (�+ j)(k1/3 Z(s))

∣

∣

∣

∣

. (5.19)

We split the sum on the right-hand side of (5.19) into three components: for j = 0,
j = 1 and j ≥ 2. For the third component, we use (5.12) and (5.17) to obtain

k−1/3
n
∑

j=2

L
∑

�=0

k( j−2�)/3
∣

∣Ψ (�+ j)(k1/3 Z(s))
∣

∣

≤ Cnk−1/3
n
∑

j=2

L
∑

�=0

k( j−2�)/3
(

1 + k1/3|ω(s)|
)−2− j−�

≤ Cn

n
∑

j=2

k( j−1)/3
(

1 + k1/3|ω(s)|
)− j−2

[

L
∑

�=0

k−2�/3(1 + k1/3|ω(s)|)−�

]

.

The result for j = 0, 1 follows analogously, using (5.10), (5.11). 
�
The next result is now a simple consequence of Theorem 5.4.

Corollary 5.5 For all n ≥ 1 there exists Cn independent of k and s such that, for k
sufficiently large,

∣

∣Dn
s V (s, k)

∣

∣ ≤ Cn(1 + k)(n−1)/3, s ∈ [0, 2π ].
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We note that this estimate holds globally, including therefore near the tangency
points s = t1 and s = t2. However this estimate is not sharp in the illuminated zone,
well away from the tangency points, where the fact that ω(s) is bounded away from
zero allows the negative power of

(

1 + k1/3|ω(s)|) in the right-hand side of (5.16) to
become active. The different estimates in the illuminated and shadow zones will be
exploited in the next section.

6 Error estimates

In this section we study the approximation of the solution v of (2.8) by the non-
standard Galerkin procedure outlined in Sect. 3. In this case, via (5.1), the expansion
(3.2) holds for j = 1, 2, 3 with

e j (s, k) = exp(ikγ (s) · â ), Vj (s) =
{

V (s), s ∈ Λ j ,

0, otherwise.
(6.1)

For good approximation of Vj , we need to choose the domains Λ j carefully, and
possibly depending on k. For parameters ε, δ ∈ (0, 1/3], c1 > 0, c2 > 0 and for
sufficiently large k > 0, we define

• the transition zones:

Λ1 :=
[

t1 − c2k−1/3+δ, t1+c1k−1/3+ε
]

, Λ2 :=
[

t2 − c1k−1/3+ε, t2+c2k−1/3+δ
]

;
(6.2)

• the illuminated zone:

Λ3 :=
[

t1 + c1k−1/3+ε,, t2 − c1k−1/3+ε
]

; (6.3)

• and the shadow zone:

Λ4 :=
[

t2 − 2π + c2k−1/3+δ,, t1 − c2k−1/3+δ
]

. (6.4)

The zones Λ j touch only at their endpoints.
We shall see that the choice of the constants c1, c2 does not affect the asymptotic

behaviour of the error in approximation of each Vj as k → ∞, but tuning c1, c2 turns
out in practice to be useful, if we seek methods which perform well across a range of
wavenumbers k. The zones Λ j depend on ε, δ, c1 and c2 but we do not reflect this in
the notation.

Recall that P
d denotes the univariate polynomials of degree ≤ d. Given an interval

I = (a, b) and n ∈ N ∪ {0}, we introduce the (semi)norms (for suitable f ):

| f |n,I :=
⎡

⎣

b
∫

a

| f (n)(s)|2(s − a)n(b − s)n ds

⎤

⎦

1/2

.
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Then it is well-known (cf. [40, Cor. 3.12]) that there exists Cn > 0 such that, for all
nonnegative integers n with n ≤ d + 1,

inf
p∈Pd

‖ f − p‖L2(I ) ≤ Cnd−n| f |n,I . (6.5)

(Again throughout this section, Cn denotes a generic n-dependent and k-independent
constant.) We shall use this to obtain bounds for polynomial approximation of Vj in
zone Λ j , for j = 1, 2, 3. Our first lemma concerns the illuminated zone Λ3.

Proposition 6.1 For n ≥ 2 and for sufficiently large k, there exists Cn independent
of k and ε such that

|V (·, k)|n,Λ3 ≤ Cn

[

1 + k−(1+3ε)/2k(1−3ε)n/6
]

.

Proof Let us define

ak,ε := t1 + c1k−1/3+ε, bk,ε := t2 − c1k−1/3+ε.

By Theorem 5.4

|V (·, k)|n,Λ3 ≤ Cn

⎡

⎢

⎣
1 + k−1/3 max

j=2,...,n
k j/3

⎧

⎪

⎨

⎪

⎩

bk,ε
∫

ak,ε

(s − ak,ε)
n(bk,ε − s)n

(1 + k1/3|ω(s)|)2 j+4 ds

⎫

⎪

⎬

⎪

⎭

1/2⎤

⎥

⎦
.

(6.6)

To estimate this, we assume without loss of generality 0 < t1 < π < t2 < 2π and
write

k2 j/3

bk,ε
∫

ak,ε

(s − ak,ε)
n(bk,ε − s)n

(

1 + k1/3|ω(s)|)2 j+4 ds

= k2 j/3

π
∫

ak,ε

(s − ak,ε)
n(bk,ε − s)n

(

1 + k1/3|ω(s)|)2 j+4 ds + k2 j/3

bk,ε
∫

π

(s − ak,ε)
n(bk,ε − s)n

(

1 + k1/3|ω(s)|)2 j+4 ds.

(6.7)

Consider the first term on the right hand side. Since ω(s) ≥ (t2 − π)(s − t1) > 0
when s ∈ [ak,ε, π ], we have
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k2 j/3

π
∫

ak,ε

(s − ak,ε)
n
(

bk,ε − s)n

(1 + k1/3|ω(s)|)2 j+4 ds ≤ Cnk2 j/3

π
∫

ak,ε

(s − ak,ε)
n

k(2 j+4)/3(s − t1)2 j+4
ds

= Cnk−4/3

π
∫

ak,ε

(s − t1)
−2 j−4(s − ak,ε)

n ds

≤ Cnk−4/3

π
∫

ak,ε

(s − t1)
n−2 j−4 ds.

It is easy to see that, for all j = 0, . . . , n, the right-hand side can be bounded (up to a
constant factor) by the case of j = n. Hence, for j = 0, . . . , n,

k2 j/3

π
∫

ak,ε

(s − ak,ε)
n(s − bk,ε)

n

(

1 + k1/3|ω(s)|)2 j+4 ds ≤ Cn

(

1 + k−(1/3+3ε)k(1−3ε)n/3
)

.

An analogous estimate holds for the second integral in the right-hand side of (6.7).
Combining these in (6.6) yields the result. 
�
Remark 6.2 The preceding result can be extended to cover different “growths” of the
interval in terms of k. For instance, if

ak,ε = t1 + c1 log k k−1/3 bk,ε = t2 − c1 log k k−1/3

we can prove

|V (·, k)|n,Λ3 ≤ Cn

[

1 + k−1/2+n/6(log(k))−(n+3)/2
]

.

Now we can give an estimate for the error in approximating V3 by polynomials.

Theorem 6.3 For all fixed n, there exists Cn > 0 such that, for all d ≥ n − 1 and k
sufficiently large,

inf
p∈Pd

‖V3(·, k) − p‖L2(Λ3) ≤ Cnkτ d−n, as d → ∞

with

τ := max
{

0,−(1 + 3ε)/2 + (1 − 3ε)n/6
}

.

Proof The result is a direct consequence of combining Proposition 6.1 with (6.5). 
�
Notice that if 0 < ε < 1/3 and n ≥ 3(1 + 3ε)/(1 − 3ε), then Theorem 6.3 implies:

inf
p∈Pd

‖V3(·, k) − p‖L2(Λ3) ≤ Cnk−(1+3ε)/2

(

k(1−3ε)/6

d

)n

,

123



A hybrid numerical-asymptotic boundary integral method 503

which emphasises the mild dependence of d on k which would be required to preserve
the accuracy of the approximation if k → ∞ (and there is no dependence at all if
ε = 1/3).

Now we turn to the error in approximation by polynomials in the transition zones
Λ1,Λ2.

Theorem 6.4 For all n ≥ 2 and d ≥ n −1 there exists Cn independent of k such that,
for j = 1, 2,

inf
p∈Pd

‖Vj (·, k) − p‖L2(Λ j ) ≤ Cnk(η−1)/2
(

kη

d

)n

, as d → ∞,

where η = max{ε, δ}.
Proof Without loss of generality we can restrict attention to Λ1 = [ck,δ, dk,ε], with

ck,δ = t1 − c2k−1/3+δ, dk,ε = t1 + c1k−1/3+ε.

Applying (6.5) on this domain, and recalling the definition (6.1) of V1, we have

inf
p∈Pd

‖V1(·, k) − p‖L2(Λ1) ≤ Cnd−n|V (·, k)|n,Λ1 . (6.8)

By Corollary 5.5, we have

|V (·, k)|2n,Λ1
≤ Cnk2(n−1)/3

c1k−1/3+ε
∫

−c2k−1/3+δ

(

c1k−1/3+ε − s
)n (

s + c2k−1/3+δ
)n

ds,

and therefore

|V (·, k)|n,Λ1 ≤ Cnk(n−1)/3k(−1/3+η)(n+1/2). (6.9)

Substituting in (6.8), the result follows immediately. 
�
The next result shows that v decreases exponentially as k → ∞ in the shadow zone

Λ4, which means that it is safe to approximate it by zero in our numerical scheme.

Theorem 6.5 There exist positive constants c0, c′
0 such that for all k sufficiently large,

‖v‖L2(Λ4) ≤ c′
0 exp(−c0kδ). (6.10)

Remark 6.6 The stated result can be obtained (formally) by estimating the expansion
given in Corollary 5.3 in the shadow region, using the asymptotic result (5.5) and
ignoring the error term RL ,M (s, k). The rigorous proof of the exponential decay in the
shadow zone is a long-established result in diffraction theory and we refer for example
to [21,33,34,39,43,44] for the highly non-trivial proofs. The case of a circle is given
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in detail in e.g., [41]. We give here a brief account of how Theorem 6.5 follows from
the results in the literature.

To establish (6.10) it is sufficient to prove that in the shadow (s ∈ Λ4)

|v(s, k)| ≤ C1(1 + k)2/3 exp
(

−C2k1/3ρ(s)
)

, (6.11)

where ρ(s) := min{t1 − s, s − t2 + 2π} and C1, C2 are independent of k and s. In
turn, (6.11) can be derived for example from [44, Theorem 2]. We remark that [44,
Theorem 2] states the result in a form in effect implying (6.11) for a point source at an
arbitrary distance from the scatterer rather than for a plane wave incidence. However,
the error term obtained in [44, (1.13),(1.11)] is “uniform” with respect to the location
of the source (see, [21,43,44]) and this allows the extension to the case of a plane
wave incidence using the procedure outlined in the proof of Corollary 5.3 above.

We note in passing that the results on the exponential decay (in two-dimensional
problems) in [43,44] do not require the contour to be analytic but only sufficiently
smooth. There are also extensions to arbitrary dimension, but these require analytic
scattering surfaces and (as stated) are only valid in the “deep shadow” (i.e., a bounded
distance away from the shadow boundary)—see, e.g., [39, Theorem 3] which uses the
ideas of [33].

We can now prove our final result which provides an estimate for the error in the
Galerkin method.

Theorem 6.7 Let ṽ be the Galerkin solution as described in Sect. 3, with Λ j as
defined in (6.2)–(6.4) and with oscillatory functions e j as given in (6.1). Choose the
parameters ε = 1/9 and 0 < δ ≤ ε and suppose that polynomials of degree dI are
used in the illuminated zone and dT in the transition zones. Then for all n ≥ 6 with
n ≤ dI + 1 and n ≤ dT + 1, there exists a constant Cn so that

‖v − ṽ‖ ≤ Cn

(

Bk

αk

)

k

{

k−2/3
(

k1/9

dI

)n

+ k−4/9
(

k1/9

dT

)n

+ exp
(− c0kδ

)

}

.

Proof The proof is a consequence of Corollary 3.2, combined with Theorems 6.3, 6.4
and 6.5. 
�

From this we have the following simple consequence, which shows that at worst
the number of degrees of freedom should increase with k1/9 in order to maintain the
accuracy of the method as k → ∞.

Corollary 6.8 Under the conditions of Theorem 6.7, suppose that dI = dT = d.
Suppose also that (as has been proven for circular domains in Sect. 4) Bk/αk =
O(k1/3) as k → ∞. Then, for n ≥ 6, with n ≤ d + 1,

‖v − ṽ‖ ≤ Cnk

{

k−1/9
(

k1/9

d

)n

+ k1/3 exp
(− c0kδ

)

}

.
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7 Numerical experiments

In this section we present some numerical experiments which illustrate the theoretical
results given above. With the notation of Sect. 3, let t1, t2 denote the tangency points,
and introduce the transition zones:

Λ1 :=
[

t1−β1k−1/3+δ, t1+α1k−1/3+ε
]

, Λ2 :=
[

t2 − α2k−1/3+ε, t2+β2k−1/3+δ
]

,

and the illuminated and shadow parts as follows

Λ3 :=
[

t1 + α3k−1/3+ε, t2 − α4k−1/3+ε
]

Λ4 :=
[

t2 + β2k−1/3+δ, 2π
]

∪
[

0, t1 − β1k−1/3+δ
]

where the parameters ε, δ, α1, β1, α2, β2, α3, α4 have to be specified. For all of our
experiments, we choose ε = 1/9 and δ = 0 (even though the proof of Theorem 6.5 is
for positive δ). Below we shall in fact choose α1 > α3 and α2 > α4, which means that
the transition zones overlap with the illuminated zones. For the non-standard Galerkin
method, we employ a smooth partition of unity (cf. 3.1), constructed in terms of
translations, reflections and dilations of the basic function

χ(x) := 1

2

[

ϕ(x) + 1 − ϕ(1 − x)

]

where

ϕ(x) =

⎧

⎪

⎨

⎪

⎩

1 x ≤ 0,

exp
(

2 exp(−1/x)
x−1

)

0 < x < 1,

0, x ≥ 1.

which gives a smooth transition between the constant functions 1 and 0 (see [11]).
The method is then specified by the triple d = (d1, d2, d3), i.e., the degrees of

the polynomials utilized in, respectively, the transition zones Λ1 and Λ2 and in the
illuminated region Λ3.

The accuracy of the method relies heavily on the choice of the parameters αi , βi ,
and especially on the length of the shadow zone, where the solution is approximated
by zero. We have sought a good choice of these constants experimentally by working
with a relatively low-frequency (mainly to measure the size of shadow zone). That is,
we have solved numerically our problem for k not very large in order to measure the
size of the shadow zone. We have then chosen constants β1 and β2 in such a way that
the shadow zone Λ4 was large enough to consider the solution negligible in this zone,
and used such values in the experiments for higher values of k.

With regard to the assembly of the Galerkin matrix, here we use only standard
quadrature methods which are not in themselves k-robust. However the application
and analysis of oscillatory integration procedures is the subject of ongoing work.
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Table 1 k−1‖v − ṽ‖ for unit circle. #d denotes the dimension of the finite dimensional approximating
space

k = 50 k = 100 k = 200 k = 400 k = 800

d = (4,4,4), #d = 15 1.65E–02 1.48E–02 1.42E–02 1.43E–02 1.49E–02
d = (8,8,8), #d = 27 2.82E–03 2.15E–03 1.65E–03 1.28E–03 9.79E–04
d = (12,12,12), #d = 39 6.83E–04 4.33E–04 3.52E–04 2.83E–04 2.29E–04
d = (16,16,16), #d = 51 6.49E–04 1.14E–04 7.28E–05 7.03E–05 4.97E–05
d = (20,20,20), #d = 63 7.30E–04 1.27E–04 8.76E–05 4.82E–05 3.30E–05
d = (24,24,24), #d = 75 1.04E–03 1.50E–04 1.13E–04 4.89E–05 3.60E–05
d = (28,28,28), #d = 87 1.58E–03 2.32E–04 1.36E–04 5.03E–05 5.12E–05
d = (32,32,32), #d = 99 1.48E–03 2.93E–04 1.59E–04 5.48E–05 6.34E–05

By analysing here the Galerkin method itself we answer the fundamental questions
regarding k-robust stability and consistency which are prerequisites for the formulation
and analysis of fully practical algorithms.

We have first tested our method for the circle, where the exact solution can be
computed (by Fourier analysis), with k = 50, 100, 200, 400 and 800. In this case
we have taken

Λ1 = [π2 − 7π
5 k−1/3, π

2 + 7π
15 k−1/3+ε

]

, Λ2 = [ 3π
2 − 7π

15 k−1/3+ε, 3π
2 + 7π

5 k−1/3
]

and

Λ3 = [π2 + π
5 k−1/3+ε, 3π

2 − π
5 k−1/3+ε

]

.

That is, in the notation given in the beginning of this section,

α1 = α2 = 7π/15, β1 = β2 = 7π/5, α3 = α4 = π/5.

Notice that Λ3 overlaps Λ1 in a subinterval of width 4π/15k−1/3+ε and in this region
both cut-off functions χ3 and χ1 are non-zero. Similarly Λ3 overlaps Λ2.

To test the correctness of Corollary 6.8 we computed the norm of the error ‖v−ṽ‖ by
using Simpson rule with a sufficiently high number of nodes. Since the exact solution
grows as k when k → ∞, we give in Table 1 values of the quantity k−1‖v − ṽ‖ for
different choices of the degree of the polynomials and the wave number k. We observe
that for fixed k the error decreases quickly until it stagnates, when the (exponentially
small with respect to k) error in the shadow zone (where the zero approximation has
been used) is not converging to zero.We see also that the convergence not only does
not depend on k as k grows but in fact the error often decreases with k.

In Fig. 3 we plot the scaled error k−1‖v − ṽ‖ versus the degrees of freedom for
this series of experiments. Since the vertical axis is logartihmic, this clearly shows
exponential convergence with respect to the degrees of freedom, up to the point where
the small error in the shadow region dominates. There is then some small but apparently
bounded oscillation as the number of degrees of freedom increases. (Note that the small
error in the shadow region could be reduced by introducing a sufficiently accurate
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k=100
k=200
k=400
k=800

Fig. 3 Scaled error k−1‖v − ṽ‖ versus degrees of freedom for different values of k

Fig. 4 Computed approximations, real and imaginary part, of v and V (s, 400) for the unit circle with
k = 400.

approximation to the field there, rather than approximating by zero as we have done
here.)

The numerical solution for this experiment is depicted in Fig. 4. The top panel in this
figure illustrates the computed approximation to the function v, while the bottom panel
illustrates the computed “slowly varying” function V (·, k), in this case for k = 400.
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Table 2 Approximate relative errors in v for the ellipse. #d denotes the dimension of the finite dimensional
approximating space.

k = 50 k = 100 k = 200 k = 400

d = (4,4,4), #d = 15 3.52E–03 3.37E–03 3.47E–03 3.62E–03
d = (8,8,8), #d = 27 1.65E–03 9.29E–04 8.22E–04 1.02E–03
d = (12,12,12), #d = 39 1.60E–03 7.22E–04 2.88E–04 4.44E–04
d = (16,16,16), #d = 51 1.61E–03 7.03E–04 9.35E–05 2.96E–04
d = (20,20,20), #d = 63 1.76E–03 7.22E–04 4.04E–05 2.85E–04

Fig. 5 Computed approximations of v and V (s, 200) for the ellipse with k = 200.

We observe that the error stabilises as k → ∞, which is actually better than the theory
predicts.

Finally, to illustrate that our method is applicable to general convex objects, we
have tested it when Γ is the ellipse {(2 cos t, sin t) | t ∈ [0, 2π ]} and with the incident
wave is travelling in the direction â = (3, 1). In this case we have taken

α1 = α2 = 13L/20, β1 = β2 = L/2, α3 = α4 = 7L/20,

L being the length of the curve, and t1, t2 the tangency points.
Although we do not have the exact solution to this problem in analytic form, we can

compare our solution with results obtained by applying the Nyström method of Kress
(see [19, Sect. 3.4]), which is exponentially convergent for fixed k, but not robust as k
increases. For each k an “exact solution” ṽ is computed by Kress’s method with 6000
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degrees of freedom and the relative error ‖v − ṽ‖/‖̃v‖ is computed. The results are
presented in Table 2 below.

Note that, in contrast to the circle case, there is always a small loss of accuracy here
for very large k. It is not clear yet if this is an indication of the actual sharpness of our
convergence theory or simply an indication that the “exact” solution ṽ computed by
the Nyström method is inaccurate for these values of k.

We also illustrate the results for the ellipse in Fig. 5 simply by showing the numerical
approximation of v (top panel) and the computed V (bottom panel). Note the symmetry
has been lost here.
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