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Abstract Based on the transformation y = g(x), some new efficient Filon-type
methods for integration of highly oscillatory function

∫ b
a f (x) eiωg(x) dx with an

irregular oscillator are presented. One is a moment-free Filon-type method for
the case that g(x) has no stationary points in [a, b]. The others are based on the
Filon-type method or the asymptotic method together with Filon-type method
for the case that g(x) has stationary points. The effectiveness and accuracy are
tested by numerical examples.

AMS Subject Classifications 65D32 · 65D30

1 Introduction

Highly oscillatory integral
∫ b

a f (x) eiωg(x) dx occurs in a wide range of practi-
cal problems and applications ranging from nonlinear optics to fluid dynamics,
plasma transport, computerized tomography, celestial mechanics, computation
of Schrödinger spectra, Bose–Einstein condensates (cf. [10]). Highly oscilla-
tory integrals are allegedly difficult to calculate by the standard classic inte-
gration formulas when the frequency is significantly larger than the number
of quadrature points. Many methods have been developed since Filon (cf.
[2–11,13–20,23]).
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The Filon quadrature of the form
∫ b

a f (x) eiωg(x) dx, is achieved by approxi-
mating f (x) by a polynomial p(x) with degree v at interpolation nodes
c0, c1, c2, . . . , cv and calculating

∫ b
a p(x) eiωg(x) dx instead of

∫ b
a f (x) eiωg(x) dx. Re-

cently Iserles and Nørsett [9,10] extended the approach of Iserles [7,8], defined
an asymptotic method and a Filon-type method for

∫ b
a f (x) eiωg(x) dx and ana-

lyzed the convergent behavior in a range of frequency regimes and showed that
the accuracy increases when oscillation becomes faster.

The foundation of the asymptotic method [10] lies in the observation that for
g′(x) �= 0 for all x ∈ [a, b]

I[ f ] =
b∫

a

f (x) eiωg(x) dx

= 1
iω

b∫

a

f (x)

g′(x)
deiωg(x)

= 1
iω

[
f (x)

g′(x)
eiωg(x)

]b

a
− 1

iω

b∫

a

d
dx

[
f (x)

g′(x)

]

eiωg(x) dx

=: QA
1 [ f ] − 1

iω

b∫

a

d
dx

[
f (x)

g′(x)

]

eiωg(x) dx.

Continue this process of approximating by integrating by parts and define σk as

σ1[ f ](x) = f (x)

g′(x)
, σk+1[ f ](x) = σk[ f ]′(x)

g′(x)
, k ≥ 1 ([17]).

Then we get the s-step asymptotic quadrature [10]

QA
s [ f ] = −

s∑

k=1

1
(−iω)k

{
σk[ f ](b) eiωg(b) − σk[ f ](a) eiωg(a)

}
. (1.1)

The error I[ f ]−QA
s [ f ] ∼ O(ω−s−1) [10]. The shortcoming with using an asymp-

totic expansion as an approximation is that the quadrature in general diverges
for fixed ω as s → ∞. In other words, for fixed ω the accuracy of approximating
an integral the asymptotic method is limited.

To work around this weakness, Iserles and Nørsett [9,10] derived a Filon-
type method which extends the work of Filon: let s be some positive integer
and let {mk}v0 be a set of multiplicities associated with the node points a = c0 <

c1 < · · · < cv = b such that m0, mv ≥ s. Suppose that v(x) = ∑n
k=0 akxk, where
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n = ∑v
k=0 mk − 1, is the solution of the system of equations

v(ck) = f (ck), v′(ck) = f ′(ck), . . . , v(mk−1)(ck) = f (mk−1)(ck) (1.2)

for every integer 0 ≤ k ≤ v. Then

I[ f ] − QF
s [ f ] ∼ O(ω−s−1),

where QF
s [ f ] ≡ I[v(x)] = ∑n

k=0 akI[xk] and I[xk] = ∫ b
a xk eiωg(x) dx, k = 0,

1, . . . , n (cf. [10]).
In many situations the accuracy of the Filon-type method is significantly

higher than that of the asymptotic method, even though it is of the same order.
An entirely different approach without computing the moments I[xk], the Levin
collocation method, was proposed by Levin [13]. Based on the Levin colloca-
tion method, Olver [17] developed a Levin-type method that collocates func-
tion values and derivatives of f at the interpolation nodes. The Filon-type
method and Levin-type method with the approach of the standard basis of
polynomials are identical for the case that the oscillator g(x) is a linear func-
tion. Otherwise, the two quadratures are not identical [18,25]. Filon-type meth-
ods are often more accurate, affordable and much simpler to construct than
the corresponding Levin-type methods [12,18]. Unfortunately, the Filon-type
method requires that the moments are easily computable, which is not neces-
sarily the case.

Once g′ vanishes at one of more points in [a, b], the Levin-type method fails
for computing

∫ b
a f (x) eiωg(x) dx. For treatment of stationary points, without loss

of generality, assume ξ ∈ [a, b] is the unique stationary point of g. Iserles and
Nørsett [10] generalized the asymptotic method QA

s [ f ] and Filon-type method
QF

s [ f ] and extended to the case for any integer r ≥ 1

g′(ξ) = g′′(ξ) = · · · = g(r)(ξ)=0, g(r+1)(ξ) �=0, g′(x) �=0 for x �=ξ , x ∈ [a, b]

with error bounds

QA
s [ f ] − I[ f ] ∼ O(ω−s−1/(r+1)), QF

s [ f ] − I[ f ] ∼ O(ω−s−1/(r+1)),

based on the first few generalized moments

µm(ω, ξ) =
b∫

a

(x − ξ)m eiωg(x) dx, m = 0, 1, . . . , r − 1

can be computed explicitly. In the important case g(x) = (x − ξ)p, where ξ ∈
[a, b] and p ≥ 1 is an integer, the generalized moments are easily calculated. In
general, however, the moments are often unknown.
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In this paper, by the transformation y = g(x), we present new efficient Filon-
type quadratures for highly oscillatory integral I[ f ] = ∫ b

a f (x) eiωg(x) dx.

• For the case that g′(x) �= 0 for all x ∈ [a, b]: let p(y) = ∑n
k=0 akyk with

n = ∑v
k=0 mk − 1 satisfy that for k = 0, 1, . . . , v,

p(g(ck))=σ1[ f ](ck), p′(g(ck)) = σ2[ f ](ck), . . . , p(mk−1)(g(ck))=σmk [ f ](ck),
(1.3)

and define

QF
v,m[ f ] =

g(b)∫

g(a)

p(y) eiωy dy. (1.4)

From (1.3) we know that the interpolation polynomial p(y) at nodes g(c0),
g(c1), . . . , g(cv) is related to the values of σj[ f ](ck) for j = 1, 2, . . . , mk and
k = 0, 1, . . . , v. From (1.4) the quadrature can be computed explicitly. The
advantage of this approach is that there is no need to compute moments
I[xk] and the inverse of g(x). The error bound for the new quadrature is

QF
v,m[ f ] − I[ f ] ∼ O(ω−s−1). (1.5)

• For the case that g′(ξ) = g′′(ξ) = · · · = g(r)(ξ) = 0, g(r+1)(ξ) �= 0 and
g′(x) �= 0 for x �= ξ , x ∈ [a, b], without loss of generality, assume g(r+1)(ξ) >

0, otherwise we consider I[ f ] = ∫ b
a f (x) e−iω(−g(x)) dx for −g(x) instead of

g(x). Then g(ξ) = min
x∈[a,b]

g(x) for r being an odd integer: let tr+1 = g(x)−g(ξ).

Then tr+1 is well-defined in each subinterval [a, ξ ] and [ξ , b] for any positive
integer r, and I[ f ] can be represented by

I[ f ] = eiωg(ξ)






ξ∫

a

+
b∫

ξ




 f (x) eiω(g(x)−g(ξ)) dx

= eiωg(ξ)







(g(b)−g(ξ))
1

r+1∫

0

f̃2(t) eiωtr+1
dt −

(g(a)−g(ξ))
1

r+1∫

0

f̃1(t) eiωtr+1
dt





 .

∫ (g(a)−g(ξ))
1

r+1

0 f̃1(t) eiωtr+1
dt and

∫ (g(b)−g(ξ))
1

r+1

0 f̃2(t) eiωtr+1
dt can be approxi-

mated by the Filon-type method respectively with forms

(g(a)−g(ξ))
1

r+1∫

0

p1(t) eiωtr+1
dt,

(g(b)−g(ξ))
1

r+1∫

0

p2(t) eiωtr+1
dt
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with an error bound O(ω−s−1/(r+1)), where pk(t) is the interpolation poly-
nomial corresponding to f̃k(t) (k = 1, 2) satisfying a linear system like (1.2)
with m0, mv ≥ s(r + 1).

• For the case that g′(ξ) = g′′(ξ) = · · · = g(r)(ξ) = 0, g(r+1)(ξ) > 0, g′(x) �= 0
for x �= ξ , x ∈ [a, b] and the expressions xj(y) = g−1(y − g(ξ)) (j = 1, 2) are
available for x ∈ [a, ξ ] and x ∈ [ξ , b] respectively: the generalized moment
µm(ω, ξ) can be written by y = g(x) − g(ξ) as

µm(ω, ξ) = eiωg(ξ)






ξ∫

a

+
b∫

ξ




 (x − ξ)m eiω(g(x)−g(ξ)) dx

= eiωg(ξ)






g(b)−g(ξ)∫

0

h2(y)y− r
r+1 eiωy dy−

g(a)−g(ξ)∫

0

h1(y)y− r
r+1 eiωy dy




 .

∫ g(a)−g(ξ)

0 h1(y)y− r
r+1 eiωy dy and

∫ g(b)−g(ξ)

0 h2(y)y− r
r+1 eiωy dy can be approx-

imated by the Filon-type method with forms

g(a)−g(ξ)∫

0

p1(y)y− r
r+1 eiωy dy,

g(b)−g(ξ)∫

0

p2(y)y− r
r+1 eiωy dy

with an error bound O(ω−s−1/(r+1)) respectively, where pk(y) is the inter-
polation polynomial corresponding to hk(y)(k = 1, 2) satisfying a linear
system like (1.2) with m0, mv ≥ s. Together with the asymptotic method
[10], it presents a method with an error bound O(ω−s−1/(r+1)).

The above methods for g(x) involving stationary points are based on that the
generalized moments

vm(y) =
y∫

0

tm eiωtp dt = 1
p(−iω)(m+1)/p

[

�

(
m + 1

p

)

− �

(
m + 1

p
, −iωyp

)]

,

can be computed explicitly by the incomplete Gamma function �(z, α)

(Abramowitz and Stegun [1], p. 260, Iserles and Nørsett [10]).
In this paper, we assume f and g are smooth functions and without loss of

generality, assume ω > 0.
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2 Numerical analysis for the moment-free method (1.4) in case
that g′(x) �= 0 for all x ∈ [a, b]

Let I[ f ] denote the following integral

I[ f ] =
b∫

a

f (x) eiωg(x) dx, (2.1)

where f and g are suitably smooth functions and g′(x) �= 0, ∀x ∈ [a, b].

Lemma 2.1 Let s be some positive integer and let {mk}v0 be a set of multiplicities
associated with the node points a = c0 < c1 < · · · < cv = b such that m0, mv ≥ s.
Suppose that φ(x) ∈ C∞[a, b] satisfies

φ(ck) = φ′(ck) = · · · = φ(mk−1)(ck) = 0, k = 0, 1, . . . , v.

Then φ(x) can be represented in the form

φ(x) = φ(n+1)(ξ)

(n + 1)!
v∏

k=0

(x − ck)mk , (2.2)

φ′(x) = φ(n+1)(ζ )

n!
v∏

k=0

(x − ck)mk−1
v−1∏

j=0

(x − dj), (2.3)

and

φ(s)(x) = φ(n+1)(ς)

(n − s + 1)!
∏

k∈J

(x − ck)mk−s

s|J|−s+∑j �∈J mk∏

m=0

(x − xm) x ∈ [a, b],

(2.4)

for some ξ , ζ , ς ∈ [a, b] depending on x and dj, xm ∈ [a, b] for j = 0, 1, . . . , v − 1
and m = 0, 1, . . . , s|J| − s + ∑

j �∈J mk, where J = {i|mi > s}, |J| denotes the
cardinal number of J and n = ∑v

k=0 mk − 1.

Proof Since (2.2) is trivially satisfied if x coincides with one of the interpolation
points c0, c1, . . . , cv , we need be concerned only with the case where x does not
coincide with one of the interpolation points. We define w(t) = 	v

k=0(t − ck)mk

and, keeping x fixed, consider

ϕ(t) = φ(x)

w(x)
w(t).
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By the assumption on φ, ϕ(t) is also in C∞[a, b] and η(t) defined by η(t) =
ϕ(t) − φ(t) satisfies

η(ck) = η′(ck) = · · · = η(mk−1)(ck) = 0, k = 0, 1, . . . , v, η(x) = 0.

Then η(t) has n+2 zeros in [a, b] if we consider the multiplicities. By Rolle’s the-
orem ([22], p. 288) inductively, it is not difficult to show that there is a ξ ∈ [a, b]
such that

0 = η(n+1)(ξ) = φ(x)

w(x)
(n + 1)! − φ(n+1)(ξ).

From this we obtain (2.2).
Since φ(c0) = φ(c1) = · · · = φ(cv) = 0, by Rolle’s theorem in each subin-

terval [cj, cj+1], there is a dj ∈ (cj, cj+1) such that φ′(dj) = 0, j = 0, 1, . . . , v − 1.
Thus φ′(x) has n zeros in [a, b] if we consider the multiplicities. Similar to the
proof of (2.2), for φ′(x) we have

φ′(x) = (φ′)(n)(ζ )

n!
v∏

k=0

(x − ck)mk−1
v−1∏

m=0

(x − dm)

= φ(n+1)(ζ )

n!
v∏

k=0

(x − ck)mk−1
v−1∏

m=0

(x − dm),

for some ζ ∈ [a, b] depending on x. By induction, it is not difficult to prove that
φ(s)(x) has n − s + 1 zeros in [a, b] if we consider the multiplicities. Similarly, we
have

φ(s)(x) = φ(n+1)(ς)

(n − s + 1)!
∏

k∈J

(x − ck)mk−s

s|J|−s+∑j �∈J mk∏

m=0

(x − xm) x ∈ [a, b],

for some ς ∈ [a, b] depending on x and xm ∈ [a, b], m = 0, 1, . . . , s|J| − s +∑
j �∈J mk. ��

Lemma 2.2 (van der Corput, [21]) Suppose g(x) is real-valued and smooth in
(a, b), and that |g(k)(x)| ≥ 1 for all x ∈ (a, b) for a fixed value of k. Then

∣
∣
∣
∣
∣
∣

b∫

a

eiωg(x) dx

∣
∣
∣
∣
∣
∣
≤ c(k)ω−1/k

holds when
(i) k ≥ 2, or (ii) k = 1 and g′(x) is monotonic.
The bound c(k) is independent of g and ω, c(k) = 5 · 2k−1 − 2.
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Lemma 2.3 ([21], p. 334) Under the assumptions on g(x) in Lemma 2.2, we can
conclude that

∣
∣
∣
∣
∣
∣

b∫

a

eiωg(x)ϕ(x) dx

∣
∣
∣
∣
∣
∣
≤ c(k)ω−1/k



|ϕ(b)| +
b∫

a

|ϕ′(x)|dx



 .

Theorem 2.1 Let s be some positive integer and let {mk}v0 be a set of multiplic-
ities associated with the node points a = c0 < c1 < · · · < cv = b such that
m0, mv ≥ s. Suppose that p(y) = ∑n

k=0 akyk with n = ∑v
k=0 mk − 1 satisfies

(1.3) for k = 0, 1, . . . , v. Define QF
v,m[ f ] by (1.4). If g′(x) is finitely N piecewise

monotonic in [a, b]. Then

E[ f ] = |I[ f ] − QF
v,m[ f ]| ≤ min

{
C1(b − a)n+1

(n + 1)!ωδ
,

C2(b − a)n+1−s

(n + 1 − s)!ωs+1δ

}

, (2.5)

where C1 = 3(n+2)N‖[p(g(x))g′(x)−f (x)](n+1)‖∞, C2 =3(n−s+2)N‖σs[p(g)g′−
f ](n−s+1)(x)‖∞ and δ = minx∈[a,b] |g′(x)|.
Proof First we show that for k = 1, . . . , mj − 1 and j = 0, 1, . . . , v

p(g(x))g′(x)|x=cj = f (x)|x=cj , (p(g(x))g′(x))(k)|x=cj = f (k)(x)|x=cj . (2.6)

Since σ1[ f ](x) = f (x)

g′(x)
, then by the definition of σk[ f ](x), for y = g(x) we have

d
(

f (x)

g′(x)

)

dy
= dσ1[ f ](x)

dx
· dx

dy
= σ1[ f ]′(x)

g′(x)
= σ2[ f ](x).

Assume
dk
(

f (x)

g′(x)

)

dyk = σk+1[ f ](x), then

dk+1
(

f (x)
g′(x)

)

dyk+1
= dσk+1[ f ](x)

dx
· dx

dy
= σk+1[ f ]′(x)

g′(x)
= σk+2[ f ](x).

Therefore by induction,
dk
(

f (x)

g′(x)

)

dyk = σk+1[ f ](x) for k = 1, 2, . . . , mk − 1. By the

assumption (1.3), we get

[
f (x)

g′(x)
− p(y)

]y=g(cj)

x=cj

= 0,
dk
[

f (x)
g′(x)

− p(y)
]

dyk
|y=g(cj)
x=cj =0, k = 1, 2, . . . , mk − 1.

(2.7)
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Then (p(g(x))g′(x))|x=cj = f (x)|x=cj and

d
(

f (x)−p(g(x))g′(x)

g′(x)

)

dx
|x=cj =




d
(

f (x)

g′(x)
− p(y)

)

dy
· dy

dx





y=g(cj)

x=cj

= 0. (2.8)

Since
dk
(

f (x)−p(g(x))g′(x)

g′(x)

)

dxk = dk
(

f (x)

g′(x)
−p(y)

)

dxk , from the observation of (2.8),
dk
(

f (x)

g′(x)
−p(y)

)

dxk

can be written as a linear combination of
dj
[

f (x)

g′(x)
−p(y)

]

dyj for j = 1, 2, . . . , k. From

(2.7), we get

dk
(

f (x)−p(g(x))g′(x)

g′(x)

)

dxk
|x=cj = 0.

Since (f (x) − p(g(x))g′(x))|x=cj = 0 and for k = 1, 2 . . . , mj − 1

0 =
dk
(

f (x) − p(g(x))g′(x)

g′(x)

)

dxk
|x=cj =

[
dk(f (x) − p(g(x))g′(x))

dxk

1
g′(x)

−
k−1∑


=0

(
k



) d
(f (x) − p(g(x))g′(x))

dx
·

dk−

(

1
g′(x)

)

dxk−






x=cj

,

we have (p(g(x))g′(x))
′ |x=cj = f

′
(x)|x=cj for j = 0, 1, . . . , v and by induction we

have

(p(g(x))g′(x))
′′ |x=cj = f

′′
(x)|x=cj , . . . , (p(g(x))g′(x))(mj−1)|x=cj = f (mj−1)(x)|x=cj .

To analyze the error bound (2.5), we first assume that g′(x) is monotonic in
[a, b]. Since QF

v,m[ f ] = ∫ g(b)

g(a) p(y) eiωy dy = ∫ b
a p(g(x))g′(x) eiωg(x) dx and

E[ f ] = |I[ f ] − QF
v,m[ f ]| =

∣
∣
∣
∣
∣
∣

b∫

a

(
f (x) − p(g(x))g′(x)

)
eiωg(x) dx

∣
∣
∣
∣
∣
∣
.

Then by Lemma 2.3 for k = 1 and c(1) = 3, and noting that |g′(x)|
δ

≥ 1 for all
x ∈ [a, b], we have

E[ f ] ≤ c(1)

ωδ



| (f (b) − p(g(b))g′(b)
) | +

b∫

a

| (f (x) − p(g(x))g′(x)
)′ |dx



 . (2.9)
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By Lemma 2.1 and (2.6),

|f (b) − p(g(b))g′(b)| ≤ ‖[p(g(x))g′(x) − f (x)](n+1)‖∞(b − a)n+1

(n + 1)!

and

| (f (x) − p(g(x))g′(x)
)′ | ≤ ‖[p(g(x))g′(x) − f (x)](n+1)‖∞(b − a)n

n! .

These together with (2.9) complete the first part of (2.5) with N = 1.
Notice that

(
f (x) − p(g(x))g′(x)

) |x=a = (
f (x) − p(g(x))g′(x)

) |x=b = 0 and

(
f (x)−p(g(x))g′(x)

)(k) |x=a =(
f (x)−p(g(x))g′(x)

)(k) |x=b =0, k=1, 2, . . . , s−1.

Integrating by parts, we have

E[ f ] = 1
ω

∣
∣
∣
∣
∣
∣

b∫

a

σ1[p(g)g′ − f ]′(x) eiωg(x) dx

∣
∣
∣
∣
∣
∣

= · · · = 1
ω s

∣
∣
∣
∣
∣
∣

b∫

a

σs[p(g)g′ − f ]′(x) eiωg(x) dx

∣
∣
∣
∣
∣
∣
. (2.10)

By the assumption on {mk}vk=0, it is not difficult to show that σs[ f − p(g)g′](x)

has n − s + 1 zeros if we consider multiplicities. By Lemma 2.1 σs[ f − p(g)g′](x)

can be written as

σs[ f −p(g)g′](x)= σ
(n−s+1)
s (ς)

(n−s+1)!
∏

k∈J

(x−ck)mk−s

s|J|−s+∑j �∈J mk∏

m=0

(x−xm), x∈[a, b],

For some ς ∈ [a, b] depending on x and xm ∈ [a, b], m = 0, 1, . . . , s|J| − s +∑
j �∈J mk. Similarly, by Lemma 2.1 and Lemma 2.3 for k = 1 and c(1) = 3, we

have

E[ f ] ≤ 3(n − s + 2)‖σs[ p(g)g′ − f ](n−s+1)(x)‖∞(b − a)n−s+1

(n − s + 1)!ωs+1δ
.

(2.5) is satisfied in case that g′(x) is monotonic in [a, b].
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For the general case, without loss of generality, we assume g′(x) is monotonic
in [a, a1] and [a1, b] with a ≤ a1 ≤ b. Note that for any positive integer k,
(a1 − a)k + (b − a1)

k ≤ (b − a)k and

E[ f ] ≤
∣
∣
∣
∣
∣
∣

a1∫

a

(
f (x) − p(g(x))g′(x)

)
eiωg(x) dx

∣
∣
∣
∣
∣
∣
+
∣
∣
∣
∣
∣
∣

b∫

a1

(
f (x) − p(g(x))g′(x)

)
eiωg(x) dx

∣
∣
∣
∣
∣
∣
.

Together with the above analysis, (2.5) is satisfied for N = 2. We complete the
proof. ��

Remark 1 From the proof of Theorem 2.1, quadrature (1.4) is a Filon-type
method based on the interpolation function p(g(x))g′(x) which satisfies

(p(g(x))g′(x))|x=ck = f (x)|x=ck , . . . , (p(g(x))g′(x))(mk−1)|x=ck = f (mk−1)(x)|x=ck

for k = 0, 1, . . . , v, where p(y) = ∑n
k=0 akyk.

Let 
k(y) ∈ Pv be the kth cardinal polynomial of Lagrangian interpolation,


k(g(cj)) =
{

1, j = k,
0, j �= k,

k, j = 0, 1, 2, . . . , v.

Set

p(y) =
v∑

k=0

f (g(ck))

g′(ck)

k(y). (2.11)

A quadrature of Filon-type method (1.4) for {mk}vk=0 being all ones is given by

QF
v [ f ] =

g(b)∫

g(a)

p(y) eiωy dy. (2.12)

Especially, for g(x) = x we have

Corollary 2.1 Let a = c0 < c1 < · · · < cv = b be interpolation nodes in [a, b],
g(x) = x, p(x) = ∑v

k=0 f (ck)
k(x) and QF
v [ f ] = ∫ b

a p(x) eiωx dx. Then

E[ f ] = |I[ f ] − QF
v [ f ]| ≤ β(b − a)v

v!ω2 , (2.13)

where β = 3(v + 1)‖f (v+1)(x)‖∞.
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However, the condition that “g′(x) is finitely N piecewise monotonic in [a, b]”
in Theorem 2.1 is strict and in some cases, N may be very large. In the following,
we give another error analysis for the Filon-type quadrature (1.4) without the
condition that “g′(x) is finitely piecewise monotonic in [a, b]” in Theorem 2.1.

Theorem 2.2 Under the assumptions on s, {mk}v0, p(y) = ∑n
k=0 akyk and QF

v,m[ f ]
in Theorem 2.1, we can conclude that

E[ f ] = |I[ f ] − QF
v,m[ f ]| ≤ 3(n − s + 2)‖�(n+1)(y)‖∞|g(b) − g(a)|n−s+1

(n − s + 1)!ωs+1
,

(2.14)

where �(y) = f (g−1(y))

g′(g−1(y))
= f (x)

g′(x)
.

Proof Since

E[ f ] = |I[ f ] − QF
v,m[ f ]|

=
∣
∣
∣
∣
∣
∣

b∫

a

(
f (x) − p(g(x))g′(x)

)
eiωg(x) dx

∣
∣
∣
∣
∣
∣

=

∣
∣
∣
∣
∣
∣
∣

g(b)∫

g(a)

(
f (x)

g′(x)
− p(y)

)

eiωy dy

∣
∣
∣
∣
∣
∣
∣

=

∣
∣
∣
∣
∣
∣
∣

g(b)∫

g(a)

(�(y) − p(y)) eiωy dy

∣
∣
∣
∣
∣
∣
∣
. (2.15)

From

p(g(ck)) = σ1[ f ](ck), p′(g(ck)) = σ2[ f ](ck), . . . , p(mk−1)(g(ck)) = σmk [ f ](ck),

for k = 0, 1, . . . , v and the first part of the proof of Theorem 2.1, we have
p(y)|y=g(ck) = �(y)|y=g(ck) and p(j)(y)|y=g(ck) = �(j)(y)|y=g(ck) for j = 1,
2, . . . , mk − 1 and k = 0, 1, . . . , v. By Lemma 2.1, similar to the proof of
Theorem 2.1 and noticing that p(n+1)(y) ≡ 0, we derive that for (2.14)

E[ f ] ≤ 3(n − s + 2)‖�(n+1)(y)‖∞|g(b) − g(a)|n−s+1

(n − s + 1)!ωs+1
. ��
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Corollary 2.2 Let a = c0 < c1 < · · · < cv = b be interpolation nodes in [a, b],
let p(y) = ∑v

k=0
f (g(ck))

g′(ck)

k(y) and QF

v [ f ] be defined by (1.4) for {mk}vk=0 being all
ones. Then

E[ f ] = |I[ f ] − QF
v [ f ]| ≤ 3(v + 1)(b − a)v‖�(v+1)(y)‖∞‖g′‖v∞

v!ω2 , (2.16)

where �(y) = f (g−1(y))

g′(g−1(y))
= f (x)

g′(x)
.

The Filon-type quadrature with the linear interpolation or Hermite interpo-
lation approximating is simple and commonly used. The Filon-type quadrature
with the linear interpolation approximating at c0 = a and c1 = b is as follows:
let y0 = f (a)

g′(a)
, y1 = f (b)

g′(b)
, d1 = y1−y0

g(b)−g(a)
and d2 = y0g(b)−y1g(a)

g(b)−g(a)
, then

QF
1,L[ f ] = (−iωg(b) + 1) eiωg(b) + eiωg(a)(iωg(a) − 1)

ω2 d1

+ −ieiωg(b) + ieiωg(a)

ω
d2. (2.17)

The Filon-type quadrature with the Hermite interpolation approximating at
c0 = a and c1 = b is as follows: let

y0 = f (a)

g′(a)
, y1 = f (b)

g′(b)
, y2 = f ′(a)g′(a) − f (a)g′′(a)

(g′(a))3 ,

y3 = f ′(b)g′(b) − f (b)g′′(b)

(g′(b))3 ,

and

d1 = y2

(g(b) − g(a))2 + 2y0

(g(b) − g(a))3 − 2y1

(g(b) − g(a))3 + y3

(g(b) − g(a))2 ,

d2 = 6y1g(a)

(g(b) − g(a))3 + 3y1

(g(b) − g(a))2 − y3

g(b) − g(a)
− 6y0g(a)

g(b) − g(a))3

− 3y3g(a)

(g(b) − g(a))2 − 3y0

(g(b) − g(a))2 − 2y2

g(b) − g(a)
− 3y2g(a)

(g(b) − g(a))2

d3 = y2 + 6y0g(a)

(g(b) − g(a))3 + 3y3g(a)2

(g(b) − g(a))2 + 6y0g(a)

(g(b) − g(a))2 + 4y2g(a)

g(b) − g(a)

+ 2y3g(a)

g(b) − g(a)
+ 3y2g(a)2

(g(b) − g(a))2 − 6y1g(a)2

(g(b) − g(a))3 − 6y1g(a)

(g(b) − g(a))2
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d4 = y0 + 3y1g(a)2

(g(b) − g(a))2 − 3y0g(a)2

(g(b) − g(a))2 − 2y0g(a)3

(g(b) − g(a))3 + 2y1g(a)3

(g(b) − g(a))3

− y2g(a) − 2y2g(a)2

g(b) − g(a)
− y3g(a)2

g(b) − g(a)
− y3g(a)3

(g(b) − g(a))2 − y2g(a)3

(g(b) − g(a))2 .

Then

QF
1,H[ f ] = (−iω3g(b)3 + 3ω2g(b)2 + 6iωg(b) − 6) eiωg(b)

ω4 d1

+ (iω3g(a)3 − 3ω2g(a)2 − 6iωg(a) + 6) eiωg(a)

ω4 d1

+ (−iω2g(b)2+2ωg(b)+2i) eiωg(b)+(iω2g(a)2−2ωg(a)−2i)) eiωg(a)

ω3 d2

+ (−iωg(b)+1) eiωg(b)+(iωg(a)−1) eiωg(a)

ω2 d3+ −ieiωg(b)+ieiωg(a)

ω d4.

(2.18)

Example 2.1 Let us consider the Filon-type quadrature (1.4) with the linear
interpolation or Hermite interpolation at endpoints respectively to approx-
imate

∫ 1
0 cos(x) eiω(x2+x) dx and compare with the corresponding asymptotic

method (see Figs. 1, 2) (Tables 1, 2).
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Fig. 1 The absolute error scaled by ω2 for quadrature (1.4) with the linear interpolation at the
endpoints, compared with the asymptotic method QA

1 [cos(x)] (on the left)
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Fig. 2 The absolute error scaled by ω3 for quadrature (1.4) with the Hermite interpolation at the
endpoints, compared with the asymptotic method QA

2 [cos(x)] (on the left)

Table 1 Error of Example 2.1 by the asymptotic method QA
1 [ f ] and the Filon-type quadrature

(1.4) with the linear interpolation

ω 1 10 102 103 104

EA
1 [ f ] 0.7084 0.0166 1.9250e−4 2.0533e−6 1.8931e−8

Relative error 0.9842 0.1832 0.0209 0.0019 2.2013e−4
ENew[ f ] 0.3050 0.0130 1.7501e−4 1.5085e−6 1.8219e−8
Relative error 0.4238 0.1429 0.0190 0.0014 2.1185e−4

3 Treatment of stationary points

Once g′ vanishes at one of more points in [a, b], without loss of generality,
assume ξ ∈ [a, b] is the unique stationary point of g and

g′(ξ) = g′′(ξ) = · · · = g(r)(ξ) = 0, g(r+1)(ξ) > 0, g′(x) �= 0 for x �= ξ .

By Darboux Theorem for derivatives [24], g(x) is strictly monotonic in [a, ξ ]
and [ξ , b] respectively and g(ξ) = min

x∈[a,b]
g(x) for r being an odd integer.
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Table 2 Error of Example 2.1 by the asymptotic method QA
2 [ f ] and the Filon-type quadrature

(1.4) with the Hermite interpolation

ω 1 10 102 103 104

EA
2 [ f ] 1.7455 0.0078 1.0868e−5 1.1025e−8 1.0944e−11

Relative error 2.4252 0.0861 0.0012 1.0214e−5 1.2726e−7
ENew[ f ] 0.2631 0.0063 7.3966e−6 8.5784e−9 7.2267e−12
Relative error 0.3655 0.0695 8.0160e−4 7.9470e−6 8.4035e−8

In the following, we will consider two cases for treatment of the stationary
point based on that

vm(y) =
y∫

0

tm eiωtp dt = 1
p(−iω)(m+1)/p

[

�

(
m + 1

p

)

− �

(
m + 1

p
, −iωyp

)]

can be computed explicitly by the incomplete Gamma function �(z, α) ([1,10]).
For the general case that g′(ξ) = 0: let tr+1 = g(x) − g(ξ), then tr+1 is

well-defined in each subinterval [a, ξ ] and [ξ , b], and I[ f ] can be represented by

I[ f ] = eiωg(ξ)






ξ∫

a

+
b∫

ξ




 f (x) eiω(g(x)−g(ξ)) dx

= eiωg(ξ)








0∫

(g(a)−g(ξ))
1

r+1

f (x1(t))x
′
1(t) eiωtr+1

dt+
(g(b)−g(ξ))

1
r+1∫

0

f (x2(t))x′
2(t) eiωtr+1

dt








= eiωg(ξ)








0∫

(g(a)−g(ξ))
1

r+1

f̃1(t) eiωtr+1
dt +

(g(b)−g(ξ))
1

r+1∫

0

f̃2(t) eiωtr+1
dt








= eiωg(ξ)







(g(b)−g(ξ))
1

r+1∫

0

f̃2(t) eiωtr+1
dt −

(g(a)−g(ξ))
1

r+1∫

0

f̃1(t) eiωtr+1
dt







=: I2 − I1, (3.1)

where f̃1(t) and f̃2(t) are smooth functions ([21], pp. 336–337).
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For simplicity, assume ξ = a, g(a) = 0 and g′(x) ≥ 0 in [a, b], then

I[ f ] =
r+1
√

g(b)∫

0

f̃ (t) eiωtr+1
dt

can be approximated by the Filon-type method with the form
∫ r+1

√
g(b)

0 p(t)

eiωtr+1
dt which can be calculated by the incomplete Gamma function, where p(t)

is the interpolation polynomial with degree n = ∑v
k=0 mk − 1 and

m0, mv ≥ s(r + 1) such that for 0 = r+1
√

g(a) = d0 < d1 < · · · < dv = r+1
√

g(b)

p(dk) = f̃ (dk), p′(dk) = f̃ ′(dk), . . . , p(mk−1)(dk) = f̃ (mk−1)(dk). (3.2)

Since f̃ (t) − p(t) ∼ O(ts(r+1)). From van der Corput Lemma, similar to the proof
of Theorem 2.1, we obtain

QF
s [̃f (t)] − I[ f ] ∼ O(ω−s−1/(r+1)), (3.3)

where QF
s [̃f (t)] = ∫ r+1

√
g(b)

0 p(t) eiωtr+1
dt.

Example 3.1 Let I[ f ] =∫ 1
−1 exeiω cos(x) dx. I[ f ] can be transferred by t2 = 1−

cos(x) into

I[ f ] = eiω






0∫

−1

exe−iω(1−cos(x)) dx +
1∫

0

ex e−iω(1−cos(x)) dx






= 2 eiω







√
1−cos(1)∫

0

e− arccos(1−t2) e−iωt2

√
2 − t2

dt +

√
1−cos(1)∫

0

earccos(1−t2) e−iωt2

√
2 − t2

dt







= 2 eiω







√
1−cos(1)∫

0

e− arccos(1−t2) + earccos(1−t2)
√

2 − t2
e−iωt2 dt





 .

f̃ (t) = e− arccos(1−t2)+earccos(1−t2)√
2−t2

is smooth in [0,
√

1 − cos(1)], which can be approx-

imated by polynomial p(t) satisfying (3.2). I[ f ] can be approximated by the
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Filon-type method

QF
s

[
e− arccos(1−t2) + earccos(1−t2)

√
2 − t2

]

with an error bound O(ω−s−1/2) (see Fig. 3).

Remark 2 If the inverse of g(x) for tr+1 = g(x) − g(ξ) is unavailable piecewise,
the derivatives of f̃ (
)(t) can be computed by

d

[

(r+1)f (x)tr

g′(x)

]

dt

,

where x is considered as a function of t and x′(t) = (r+1)tr
g′(x)

.

Another approach to approximating I[ f ], which is of the same order as (3.3)
with the lower degree of the interpolation polynomials, is base on the asymptotic
method QA

s [ f ] [10] and that the inverse of y = g(x) is available piecewise.
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Fig. 3 The relative error and the relative error scaled by ω for
∫ 1
−1 ex eiω cos(x) dx approximated

by QF
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]

at nodes 0 and
√

1 − cos(1)
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The asymptotic method (1.1) can be extended to the case for any integer
r ≥ 1 [10]

g′(ξ) = g′′(ξ) = · · · = g(r)(ξ) = 0, g(r+1)(ξ) �= 0, g′(x) �= 0 for x �= ξ

as follows

QA
s [ f ] =

r−1∑

j=0

1
j!µj(ω, ξ)

s−j−1∑

m=0

1
(−iω)m ρ

(j)
m [ f ](ξ)

−
s−1∑

m=1

1
(−iω)m

(
eiωg(b)

g′(b)
{ρm−1[ f ](b) − ρm−1[ f ](ξ)}

−eiωg(a)

g′(a)
{ρm−1[ f ](a) − ρm−1[ f ](ξ)}

)

(3.4)

with an error bound

QA
s [ f ] − I[ f ] ∼ O(ω−s−1/(r+1)), (3.5)

where µm(ω, ξ) = ∫ b
a (x − ξ)m eiωg(x) dx, m = 0, 1, . . . , r − 1 and

ρ0[ f ](x) = f (x), ρk+1[ f ](x) = d
dx

ρk[ f ](x) −∑r−1
j=0

1
j!ρk[ f ](j)(ξ)(x − ξ)j

g′(x)
, k ≥ 0.

(3.6)

For the case that g′(ξ) = 0 and the expressions xj(y) = g−1(y − g(ξ))(j = 1, 2)

are available for x ∈ [a, ξ ] and [ξ , b], respectively: the generalized moment
µm(ω, ξ) can be written by y = g(x) − g(ξ) as

µm(ω, ξ)

= eiωg(ξ)






ξ∫

a

+
b∫

ξ




 (x − ξ)m eiω(g(x)−g(ξ)) dx

= eiωg(ξ)






0∫

g(a)−g(ξ)

(x1(y)−ξ)mx′
1(y) eiωy dy+

g(b)−g(ξ)∫

0

(x2(y)−ξ)mx′
2(y) eiωy dy






= eiωg(ξ)






g(b)−g(ξ)∫

0

(x2(y)−ξ)mx′
2(y) eiωy dy−

g(a)−g(ξ)∫

0

(x1(y)−ξ)mx′
1(y) eiωy dy






=: I2 − I1.
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Notice that by Taylor’s expansion,

y = g(x) − g(ξ) = g(r+1)(ξ)(x − ξ)r+1

(r + 1)! + o((x − ξ)r+1),

y′ = g′(x) = g(r+1)(ξ)(x − ξ)r

r! + o((x − ξ)r).

(3.7)

Then

lim
y→0

x′(y)y
r

r+1 = lim
x→ξ

y
r

r+1

g′(x)
= 1

(r + 1)
r+1
√

g(r+1)(ξ)

(r+1)!

and

Ij = eiωg(ξ)

g(xj)−g(ξ)∫

0

(xj(y) − ξ)m[x′
j(y)y

r
r+1
]
y− r

r+1 eiωy dy

=: eiωg(ξ)

g(xj)−g(ξ)∫

0

hj(y)y− r
r+1 eiωy dy (j = 1, 2, x1 = a, x2 = b) (3.8)

can be approximated by the Filon-type method with the form
∫ g(xj)−g(ξ)

0 pj(y)

y− r
r+1 eiωy dy, which can be calculated by the incomplete Gamma function,

where pj(y) is the interpolation polynomial with degree n = ∑v
k=0 mk − 1 and

m0, mv ≥ s satisfying that for 0 = d0 < d1 < · · · < dv = g(xj) − g(ξ)

pj(dk) = hj(dk), p′
j(dk) = h′

j(dk), . . . , p(mk−1)

j (dk) = h(mk−1)

j (dk). (3.9)

Since hj(y)−pj(y)

y
r

r+1
= O

(
ys+ 1

r+1
)
. From van der Corput Lemma, the proof of

Theorem 2.1 and the observation

∣
∣
∣
∣
∣
∣
∣

g(xj)−g(ξ)∫

0

y− r
r+1 eiωy dy

∣
∣
∣
∣
∣
∣
∣
=

∣
∣
∣
∣
∣
∣
∣
∣

r+1
√

g(xj)−g(ξ)∫

0

(r + 1) eiωtr+1
dt

∣
∣
∣
∣
∣
∣
∣
∣

∼ O
(
ω−1/(r+1)

)
,

(3.10)

similarly we obtain

QF
s [hj(y)] − Ij ∼ O(ω−s−1/(r+1)),

QF
s [h2(y)] − QF

s [h1(y)] − µm(ω, ξ) ∼ O(ω−s−1/(r+1)),
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where QF
s [hj(y)] = ∫ g(xj)−g(ξ)

0 pj(y)y− r
r+1 eiωy dy. Hence together with the

asymptotic method QA
s [ f ], it presents a quadrature with an error bound

O(ω−s−1/(r+1)).
For example, for I[ f ] = ∫ 1

−1 ex eiω cos(x) dx, the generalized moment can be
transferred by y = 1 − cos(x) into

µ0(ω, 0) =
1∫

−1

eiω cos(x) dx = 2 eiω

1∫

0

e−iω(1−cos(x)) dx

= 2 eiω

1−cos(1)∫

0

e−iωy
√

1 − (1 − y)2
dy = 2 eiω

1−cos(1)∫

0

1
√

2 − y

e−iωy

y
1
2

dy.

h(y) = 1√
2−y

is smooth in [0, 1 − cos(1)], which can be approximated by a poly-

nomial p(y) satisfying (3.9). Thus µ0(ω, 0) can be approximated by Filon-type
method QF

s
[ 1√

2−y

] = 2 eiω · ∫ 1−cos(1)

0 p(y)y− 1
2 e−iωy dy and I[ f ] can be approx-

imated by the asymptotic method QA
s [cos(x)] defined by (3.4) with an error

bound O(ω−s−1/(r+1)) (see Fig. 4).
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Fig. 4 The absolute error scaled by ω2.5 for the generalized moment
∫ 1
−1 eiω cos(x) dx approximated

by QF
2

[
1√
2−y

]

at nodes 0 and 1 − cos(1), and
∫ 1
−1 ex eiω cos(x) dx approximated by QA

2 [ex]
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Example 3.2 Let us consider an example with the oscillator g(x) = αx +
β
√

1 − x2, a = −1 and b = 1, where α2 + β2 = 1, which occurs in papers
of Huybrechs and Vandewalle [6] and of Iserles and Nørsett [11] on multivari-
ate quadrature. The moments of such g are unknown but it is easy to derive the
inverse function. Without loss of generality, we assume α > 0 and β > 0, and
obtain

µ0(ω, α) =
1∫

−1

eiω
(
αx+β

√
1−x2

)
dx = eiω

1∫

−1

e−iω
(

1−αx−β
√

1−x2
)

dx

:= eiω

1∫

−1

e−iωg1(x) dx,

where g1(x) = 1 − αx − β
√

1 − x2, g1(α) = 0, y′ = g′
1(α) = 0, g′′

1(α) > 0 and
g′

1(x) �= 0 for x �= α. The generalized moment µ0(ω, α) can be rewritten as

µ0(ω, α) = eiω

α∫

−1

e−iωg1(x) dx + eiω

1∫

α

e−iωg1(x) dx := I1 + I2.

Set x1(y) = g−1
1 (y) = α(1 − y) − β

√
1 − (1 − y)2 for y ∈ [0, 1 + α], then I1 can

be represented by

I1 = eiω

0∫

1+α

x′
1(y) e−iωy dy = α eiω

1+α∫

0

e−iωy dy + β eiω

1+α∫

0

1 − y
√

2 − y

e−iωy

√
y

dy.

Set x2(y) = g−1
1 (y) = α(1 − y) + β

√
1 − (1 − y)2 for y ∈ [0, 1 − α], then I2 can

be represented by

I2 = eiω

1−α∫

0

x′
2(y) e−iωy dy = −α eiω

1−α∫

0

e−iωy dy + β eiω

1−α∫

0

1 − y
√

2 − y

e−iωy

√
y

dy.
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Here h(y) = 1−y√
2−y

is smooth in [0, 1 ± α] and can be approximated by polyno-

mial pk(y) (k = 1, 2) in each subinterval respectively, which satisfies (3.9) in each
subinterval. Note that the first term in I1 and I2 respectively can be
computed explicitly. Then the generalized moment µ0(ω, 0) can be approxi-

mated by Filon-type method QF
s

[
1−y√

2−y

]

, where QF
s

[
1−y√

2−y

]

= QF
s,1

[
1−y√

2−y

]

+

QF
s,2

[
1−y√

2−y

]

and

QF
s,1

[
1 − y
√

2 − y

]

= α eiω

1+α∫

0

e−iωy dy + β eiω

1+α∫

0

p1(y)
e−iωy

√
y

dy,

QF
s,2

[
1 − y
√

2 − y

]

= −α eiω

1−α∫

0

e−iωy dy + β eiω

1−α∫

0

p2(y)
e−iωy

√
y

dy

(see Fig. 5).
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For the case that g′(ξ) = 0 and the expression x(y) = g−1(y − g(ξ)) is not
available piecewise, similar method can also be used to compute I[ f ]. In this
case, I[ f ] = ∫ b

a f (x) eiωg(x) dx can be rewritten as

I[ f ] =





ξ−h∫

a

+
ξ∫

ξ−h

+
ξ+h∫

ξ

+
b∫

ξ+h




 f (x) eiωg(x) dx := I1 + I2 + I3 + I4

for some fixed small h. I1 and I4 can be efficiently computed by the moment-free
method (1.4). And I2 and I3 can be transferred by y = g(x) − g(ξ) into

I2 = eiωg(ξ)

0∫

g(ξ−h)−g(ξ)

f (x)(g(x) − g(ξ))
r

r+1

g′(x)
y− r

r+1 eiωy dy (3.11)

I3 = eiωg(ξ)

g(ξ+h)−g(ξ)∫

0

f (x)(g(x) − g(ξ))
r

r+1

g′(x)
y− r

r+1 eiωy dy. (3.12)
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Efficient Filon-type methods for
∫ b

a f (x) eiωg(x) dx 657

Since from (3.7),

lim
x→ξ

f (x)(g(x) − g(ξ))
r

r+1

g′(x)
= f (ξ)

(r + 1)
r+1
√

g(r+1)(ξ)

(r+1)!
.

We can select linear interpolations at the endpoints to approximate
f (x)(g(x)−g(ξ))

r
r+1

g′(x)
in each subinterval, respectively. Then I2 and I3 can be approx-

imated by the Filon-type method. Here, x is considered as a function of t.

Example 3.3 Let I[ f ] = ∫ 0.1
0

1
1+x2 eiω(x−sin(x)) dx. Define y = x − sin(x), then

I[ f ] can be rewritten as

I[ f ] =
0.1−sin(0.1)∫

0

(x − sin(x))
2
3

(1 + x2)(1 − cos(x))
y− 2

3 eiωy dy =
0.1−sin(0.1)∫

0

h(x)y− 2
3 eiωy dy.

Let p(y) = a0 + a1y such that h(0) = p(0) and h(0.1) = p(0.1 − sin(0.1)) and
consider the Filon-type quadrature

∫ 0.1−sin(0.1)

0 p(y)y− 2
3 eiωy dy to approximate

I[ f ] (see Fig. 6).
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