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Abstract. By using a Liapunov-Schmidt reduction we prove an existence
result for the nonlinear Schrödinger equation−h2∆u + V (x)u = f(x, u)
in RN wheref(x, u) satisfies suitable assumptions. We also provide a nec-
essary condition for the existence of solutions.
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1 Introduction

In this paper we study standing wave solutions of the nonlinear Schrödinger
equation

ih
∂ψ

∂t
= − h2

2m
∆ψ + V (x)ψ − g(x, |ψ|)ψ (1.1)

i.e. solutions of the form

ψ(x, t) = ei
Et
h u(x), u : R

N → R
+. (1.2)

Hereh,m andE are real numbers andV ∈ C1(RN ; R+)∩L∞(RN ; R). In
[7], Floer andWeinstein considered the caseN = 1,g(x, |t|) = |t|2 and they
proved that for smallh there exists a positive standing wave solution which
concentrates at each given nondegenerate critical point of the potentialV .
This result was generalized by Oh ([15]) to the caseg(x, |t|) = |t|p−1 with
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1 < p < N+2
N−2 if N ≥ 3 andp > 1 if N = 1, 2. The arguments in those

papers are based on a Liapunov-Schmidt reduction.
Substituting (1.2) in (1.1) and assuming thatm = 1

2 one has{−h2∆u + (V (x) − E)u = g(x, |u|)u

u > 0
(1.3)

A suitable choice ofE makesV bounded from below by a positive
constant. Hence, without loss of generality, it is possible to assume that
E = 0 andV ≥ V0 > 0. Let us setf(x, t) = g(x, |t|)t. So (1.3) becomes{−h2∆u + V (x)u = f(x, u) inR

N

u > 0
(1.4)

The existence of solutions of (1.4) in the possibly degenerate setting
was studied by many authors. In this context the first results seem due to
Rabinowitz (see [17]) and Ding-Ni (see [6]). In [17] it was shown that
if inf

RN
V < lim inf

|x|→∞
V (x) then the mountain pass theorem provides a

solution for smallh. This solution concentrates around a global minimum
of V ash → 0, as shown later by X. Wang (see [18]). Moreover in [18] it
was observed that concentration of any family of solutions with uniformly
bounded energy may occur only at critical points ofV .

Later Ambrosetti, Badiale and Cingolani (see [1]) obtained existence
of standing wave solutions by assuming that the potentialV has a local
minimum or maximum with nondegeneratem − th derivative, for some
integerm.

This result was generalized by Li (see [13]), where a degeneracity of any
order of the derivative is allowed. In [13] the author proves the existence of a
solution for (1.4) by only assuming that the critical points ofV are “stable”
with respect to a smallC1-perturbation ofV .
Here we remark that all the previous papers deal with the casef(x, t) = tp.

In [5] Del Pino and Felmer consider a more general nonlinearityf(t)
and obtained a solution of (1.4) by considering a “topologically nontrivial”
critical value of the energy functional associated.

When the nonlinearityf depends onx the first result seems to appear in
[17] wheref(x, t) = K(x)|t|p−1+Q(x)|t|q−1,p > q,K,Q satisfy suitable
assumptions andV is coercive. Such a result was improved by Bartsch and
Z.Q. Wang in [2] where the assumption onV are weakened provided the
functionsV,K,Q are invariant under the action of some suitable group of
rotations. Other results regarding this type of nonlinearityf(x, t) are due to
X. Wang and Zeng (see [19]) and Cingolani and Lazzo (see [3]).

In [19] the authors proved, among other results, a sufficient condition
involving the functionsV,K,Q in order to deduce the existence of the
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solution of (1.4). This condition is generalized in [3] where the number of
the solutions of (1.4) is related with the topology of the set of the global
minima of a suitable ground energy function.

In this paperweconsideramoregeneral classof nonlinearitiesdepending
both onx andt (see(f0) − (f2) in Sect. 2).

The first result we get concerns solutions which concentrate at some
point.

Definition 1.1 We say thatuh concentrates atP0 if there exist positive
constantsC, γ,R such that

For any ε > 0 there exists h0 > 0 such that if h < h0 we have

uh(x) < ε for |x − Ph| ≥ Rh and

uh(Ph) ≥ γ > 0 (1.5)

wherePh → P0 is the point where the maximum ofuh is achieved.

In this context the following vector fieldG : R
N → R

N seems to play
a crucial role (see(f0) − (f2) for the definition ofwP andFxj ).

Gj(P ) = −1
2
∂V

∂xj
(P )

∫
RN

w2
P +

∫
RN

Fxj (P,wP ). (1.6)

Indeed, we have the following result

Theorem 1.1 Assume(V0)-(V2) and(f0)− (f2). Let us consider a positive
solutionuh which concentrates atP0. ThenP0 is a zero of the vector field
G.

In order to state our existence result we need the definition of stable zero
; let us setBy,ρ = {x ∈ R

N : |x − y| ≤ ρ}. Then
Definition 1.2 LetG ∈ C(RN ; RN ) be a vector field. We say thatZ is a
‘’set of stable zeroes” forG if G(P ) = 0 for anyP ∈ Z and ifGn is a
sequence of vector fields such that||Gn − G||C(BP,ρ) → 0 for someρ > 0,
then there existsPn such thatGn(Pn) = 0 anddist(Pn, Z) → 0

If G is a conservative vector field this type of condition was considered
by Li in [13].

A sufficient condition onG andZ which implies thatZ is a ‘’set of stable
zeroes” is the following one

There exists a sequence of compact setsDn ⊃ Z such that
i) G �= 0 on∂Dn for anyn ∈ N ,
ii) dist(∂Dn, Z) → 0 asn → ∞
iii) the Brouwer degree satisfiesdeg(G,Dn, 0) �= 0 for anyn ∈ N .



690 M. Grossi

If Z = {P}whereP is an isolatedzeroofG, thepreviousconditionbecomes

i(G,P, 0) �= 0, (1.7)

where the index of P at zeroi(G,P, 0) is given by

i(G,P, 0) = lim
ε→0

deg(G,BP,ε, 0).

Now we are ready to state our main theorem.

Theorem 1.3 Assume(V0)-(V2) and(f0) − (f2) and let us suppose thatZ
is some stable bounded set of zeros ofG. Then there existsh0 such that for
0 < h < h0 the problem (1.4) admits a family of solutionsuh ∈ C2(RN )
whose unique maximum pointQh satisfiesdist(Qh, Z) → 0 ash → 0.

Theorem 1.3 has the following corollary (see [13] or [5] for analogous
results):

Corollary 1.4 AssumeV0-V2 and(f0) − (f2) with f(x, t) = f(t). If Z is
some stable bounded set of zeros of∇V then there existsh0 such that for
0 < h < h0 the problem (1.4) admits a family of solutionsuh ∈ C2(RN )
whose unique maximum pointQh satisfiesdist(Qh, Z) → 0 ash → 0

Whenf(x, t) = K(x)tp Theorem 1.3 provides the following result (which
generalizes the previous one of [19] and [3]).

Corollary 1.5 Let us suppose thatZ is some stable bounded set of critical

pointsofV
2p+2+N−Np/(2p−2)(x)

K2/(p−1)(x) . Then thereexistsh0 such that for0 < h < h0

the problem (2.4) admits a family of solutionsuh ∈ C2(RN ) whose unique
maximum pointQh satisfiesdist(Qh, Z) → 0 ash → 0.

We would like to point out that the Proof of Theorem 1.3 is based on a
Liapunov-Schmidt procedure as in the pioneering paper [7]. This approach
was recently used to study (1.4) in bounded domains (see [10]).

The paper is organized as follows: in Sect. 2 and 3 we state some pre-
liminaries and repeat the classical Liapunov-Schmidt procedure used in [7].
In Sect. 4 we prove Theorem 1.3 and Corollary 1.5. In Sect. 5 we prove
Theorem 1.1.

2 Preliminaries

Let us consider the following problem

(Ph)


−h2∆u + V (x)u = f(x, u) in R

N

u > 0 in R
N

u(x) → 0 as|x| → ∞
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whereh > 0,N ≥ 2, the potentialV satisfies the following assumptions

(V0) V ∈ C1(RN ),

(V1) 0 < V0 ≤ V (x) ≤ V1,

(V2) |∇V (x)| ≤ Ceδ|x| for |x| large and for some δ > 0.

and the nonlinearityf satisfies the following assumptions:

(f0) f ∈ C1(RN × R) and f(·, u) ≡ 0 ∀ u ≤ 0,

(f1) There exist α ∈]0, 1], s ∈]1,
N

N − 4
[ if N ≥ 5 ands > 1ifN < 5,

M > 0, δ > 0, such that, if denote by F (x, t) =
∫ t

0
f(x, z)dz

(i)|f(x, t) − f(x, t′)| ≤ k|t − t′|α ∀x ∈ R
N , t, t′ ∈ R,

(ii)|f ′
t(x, t)| ≤ Cus−1 ∀ t > M,

(iii)|Fxi(x, t)| ≤
{
Ctα+1 if t ≤ M

Ceδ|x|ts if t > M

(f2) For any P ∈ R
N the following problem

−∆w + V (P )w = f(P,w) in R
N

w > 0 in R
N

w(x) → 0 as|x| → ∞
has a unique solution wP which is nondegenerate in the space

of the radial function, i.e. the operator LP = −∆ + V (P ) −
fu(P,wP )is invertible in H2

r (RN ) = {u ∈ H2(RN ) : u = u(|x|)}.
Aclass of nonlinearitieswhich satisfy(f0), (f1)and(f2) is the following

one:
f(x, t) = K(x)tp − Q(x)tq for t ≥ 0, f(x, t) ≡ 0 for t ≤ 0 with K(x) ≥
k0 > 0,Q(x) ≥ 0 and1 < q < p < N+2

N−2 if N ≥ 3 or 1 < q < p < +∞ if
N = 2 (see [12] and [4]).
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Remark 2.1We recall that by [8]wP is spherically symmetric with respect
to some point ofRN , say the origin, lim

r→∞wP (r)err
N−1

2 = γP > 0 and

lim
r→∞

w′(r)
w(r) = −1

Moreover from(f2) it follows that

Ker LP = span {∂wP

∂x1
, . . . ,

∂wP

∂xN
} (2.1)

(see Lemma 4.2 in [14] for example).

Remark 2.2Assumptions(f0) − (f2) imply that

|f(x, t)| ≤
Ctα+1 if t < M

Cts if t ≥ M

(2.2)

We would like to point out thatf(x, t) may have a different behavior at
the origin and at infinity. This allows us to treat nonlinearities of the type
f(x, t) = tp + tq. We remark that we consider only the cases − 1 > α.
In fact if s− 1 ≤ α the functionf(x, t) satisfies a unique inequality which
holds everywhere, namely

|f(x, t)| ≤ Cts−1 (2.3)

and obviously it can be treated in the same way.

Of course the problem(Ph) is equivalent to the following one


−∆u + V (P + hx)u = f(P + hx, u) in R

N

u > 0 in R
N

u(x) → 0 as|x| → ∞

(2.4)

Let us consider the operatorSh,P : H2(RN ) �→ L2(RN )

Sh,P (v) = −∆v + V (P + hx)v − f(P + hx, v). (2.5)

If v = wP + ΦP we have the following expansion toSh,P

Sh,P (wP + ΦP ) = Sh,P (wP ) + S′
h,P (wP )ΦP + Rh,P (ΦP ) (2.6)

where



Nonlinear Schr̈odinger equations 693

Rh,P (ΦP ) = f(P +hx,wP )−f(P +hx,wP +ΦP )+f
′
t (P +hx,wP )ΦP .

(2.7)
Finally let us denote by

Lh,P = Π⊥
P ◦ S′

h,P (wP )
∣∣∣
K⊥

P ∩H2(RN )
(2.8)

with

K⊥
P =

{
φ ∈ L2(RN ) :

∫
RN

φ
∂wP

∂xi
= 0 for i = 1, . . . , N

}
(2.9)

and

Π⊥
P : L2(RN ) �→ K⊥

P (2.10)

is the projection operator. The following proposition is a classical result
(see [7] or [15])

Proposition 2.3 There are constantsγ, h1 > 0 such that if0 < h < h1
andφ ∈ K⊥

P ∩ H2(RN ) then

||Lh,P (φ)||L2(RN ) ≥ γ||φ||H2(RN ). (2.11)

3 Reduction to finite dimensions

In this section we prove that, for anyP ∈ R
N andh small enough there

exists a uniqueΦh,P such that

Π⊥
P ◦ Sh,P (wP + ΦP ) = 0. (3.1)

By using (2.6) we see that (3.1) is equivalent to prove thatΦh,P is a fixed
point of the mapFh,P onH2(RN ) defined by

Fh,P (Φ) = −L−1
h,P ◦ [Π⊥

P ◦ Rh,P + Π⊥
P Sh,P (wP )](Φ). (3.2)

Let us denote by|| ||H the standard norm in the Sobolev spaceH2(RN ).
We need the following lemma

Lemma 3.1 There exists a positive constantC independent ofP andh such
that for all φ andφ′ in H2(RN ) we have

||Rh,P (ΦP )||L2(RN ) ≤ C(||Φ||sH + ||Φ||1+α
H ) (3.3)

and
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||Rh,P (Φ̃P ) − Rh,P (ΦP )||L2(RN ) ≤ CM(ΦP , Φ̃P )||ΦP − Φ̃P ||H
whereM(ΦP , Φ̃P ) → 0 as||ΦP ||H , ||Φ̃P ||H → 0. (3.4)

Proof.By using the mean value theorem we have

|Rh,P (ΦP )| = |f(P + hx,wP + ΦP ) − f(P + hx,wP )

+f ′
t(P + hx,wP )ΦP | ≤ |ΦP |

∫ 1

0
|f ′
t(P + hx,wP + tΦP )

−f ′
t(P + hx,wP )|dt, (3.5)

and by(f0) − (f1) and recalling that2 + 2α < 2s < 2N
N−4 , by Sobolev

embedding Theorem we get∫
RN

Rh,P (ΦP )2dx (3.6)

≤
∫

RN

|ΦP |2
(∫ 1

0
(f ′

t(P + hx,wP + tΦP ) − f ′
t(P + hx,wP )|dt

)2
dx

≤ C

∫
|ΦP |≤M

|ΦP |2+2αdx + C

∫
|ΦP |≥M

|ΦP |2sdx ≤ C(||ΦP ||2+2α
H + ||ΦP ||2sH )

which proves (3.3).
On the other hand

|Rh,P (Φ̃P ) − Rh,P (ΦP )| = |f(P + hx,wP + ΦP )

− f(P + hx,wP + Φ̃P ) + f ′
t(P + hx,wP )Φ̃P

− f ′
t(P + hx,wP )ΦP | ≤ |f(P + hx,wP + ΦP )

− f(P + hx,wP + Φ̃P ) − f ′
t(P + hx,wP + Φ̃P )(ΦP − Φ̃P )|

+ |f ′
t(P + hx,wP + Φ̃P )(ΦP − Φ̃P )

− f ′
t(P + hx,wP )(ΦP − Φ̃P )|. (3.7)

Integrating (3.7) we obtain∫
RN

|Rh,P (Φ̃P ) − Rh,P (ΦP )|2dx

≤ 2
∫

RN

|f(P + hx,wP + ΦP ) − f(P + hx,wP + Φ̃P )

−f ′
t(P + hx,wP + Φ̃P )(ΦP − Φ̃P )|2dx

+2
∫

RN

|f ′
t(P + hx,wP + Φ̃P ) − f ′

t(P + hx,wP )|2|ΦP − Φ̃P |2dx
= I1 + I2.

(3.8)
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Again by (f1) we deduce that there exists a constantC independent ofx
such that

|f(x, s1) − f(x, s2) − f ′
t(x, s1)(s1 − s2)| ≤ C|s1 − s2|α+1. (3.9)

So, if we setD = x ∈ R
N | {|ΦP (x)| < M and|Φ̃P (x)| < M} we get

|I1| = 2
∫

D∪{RN\D}

|f(P + hx,wP + ΦP ) − f(P + hx,wP + Φ̃P )

−f ′
t(P + hx,wP + Φ̃P )(ΦP − Φ̃P )|2dx + (3.10)

≤ C

∫
D

|ΦP − Φ̃P |2α+2dx + C

∫
RN

|ΦP + Φ̃P |2s−2|ΦP − Φ̃P |2dx

≤ C[(||ΦP || + ||Φ̃P ||)2α + (||ΦP || + ||Φ̃P ||)2s−2]||ΦP − Φ̃P ||2

On the other hand

|I2| ≤ C(||Φ̃P ||2α + ||Φ̃P ||2s−2)||ΦP − Φ̃P ||2 (3.11)

and so the claim follows

Lemma 3.2 LetA ⊂ R
N be a compact set. Then

∫
RN

|Sh,P (wP )|2dx → 0 ash → 0 uniformly with respect toP ∈ A .

(3.12)

Proof.We have

|Sh,P (wP )|2 = | − ∆wP + V (P + hx)wP − f(P + hx,wP )|2
= |(V (P + hx) − V (P ))wP + f(P,wP ) − f(P + hx,wP )|2
≤ 2|V (P + hx) − V (P )|2w2

P + 2|f(P,wP ) − f(P + hx,wP )|2
(3.13)

and integrating onRN we get∫
RN

|Sh,P (wP )|2dx

≤ 2
∫

|x|≤K

|V (P + hx) − V (P )|2w2
Pdx

+2
∫

|x|≥K

|V (P + hx) − V (P )|2w2
Pdx
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+2
∫

|x|≤K

|f(P,wP ) − f(P + hx,wP )|2dx

+2
∫

|x|≥K

|f(P,wP ) − f(P + hx,wP )|2dx. (3.14)

Now by (2.2) we get,

∫
|x|≥K

|f(P,wP ) − f(P + hx,wP )|2dx ≤ C

∫
|x|≥K

w2α+2
P dx. (3.15)

Then for anyε > 0, let us setKε such that∫
|x|≥Kε

w2
Pdx < ε2. (3.16)

After we chooseh small such that, for|x| ≤ Kε

|f(P,wP ) − f(P + hx,wP )| < ε

(meas BO,kε)1/2

|V (P + hx) − V (P )| < ε

(
∫

RN w2
P )1/2

. (3.17)

Here we point out that the estimates are uniform with respect toP if P
belongs to a compact set.

Finally we get

∫
RN

|Sh,P (wP )|2dx < 2ε2 + 8V 2
1

∫
|x|≥Kε

w2
Pdx +

+2ε2 + C

∫
|x|≥Kε

w2α+2
P dx < (4 + 8V 2

1 + C)ε2 (3.18)

and so the claim follows.

Proposition 3.3 For anyP ∈ R
N there existsh0 such that for anyh < h0

there exists a uniqueΦh,P in H2(RN ) ∩ K⊥
P such that

Π⊥Sh,P (wP + Φh,P ) = 0 (3.19)

and

||Φh,P ||H ≤ C||Sh,P (wP )||L2(RN ). (3.20)
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Proof.First let us chooseε > 0 such thatεs−1 + εα < γ
2C whereγ and

C are the constants appearing in Lemma 3.1 and Proposition 2.3. Now we
chooseh small enough such that||Π⊥Sh,P ||L2(RN ) < εγ2 . We will prove
thatFh,P is a contraction from{Φ ∈ H2(RN ) : ||Φ||H < ε} ∩ K⊥

P into
itself. We have that if||Φ||H < ε thenFh,P (Φ) is inK⊥

P and

||Fh,P (Φ)||H ≤ 1
γ

||Π⊥
P Rh,P (ΦP ) + Π⊥

P Sh,P ||L2(RN )

≤ C

γ
(||Φ||s + ||Φ||1+α

H + ||Π⊥
P Sh,P ||L2(RN )) ≤

≤ C
εs + ε1+α

γ
+

1
γ

(
ε
γ

2

)
≤ ε. (3.21)

This proves that||Fh,P ||H < ε.
MoreoverFh,P is contracting since, if we chooseε small enough such

thatM(Φ,Φ′) ≤ γ
2C in (3.4) we get

||Fh,P (Φ) − Fh,P (Φ′)||H = ||Lh,P ◦ [Π⊥
P Rh,P (ΦP ) − Π⊥

P Rh,P ()]||H ≤
≤ C

γ
||Φ − Φ′||H ≤ 1

2
||Φ − Φ′||H . (3.22)

So by the contracting map Theorem we deduce (3.19) and (3.20).

Remark 3.4Note that, from Lemma 3.2,h0 does not depend onP for P
belonging to a compact set.

4 The existence result

Let us consider the vector fieldG : R
N → R

N defined by

Gj(P ) = −1
2
∂V

∂xj
(P )

∫
RN

w2
Pdx +

∫
RN

Fxj (P,wP )dx.

Note that by the exponential decay ofwP and the assumptions onV and
Fxj we get thatG is well defined. Now we prove a technical lemma which
will be useful in the following.

Lemma 4.1 The vector fieldG is a continuous map for anyP ∈ R
N .

Proof.Let us consider a sequencePn → P . If we prove that∫
RN

w2
Pn
dx →

∫
RN

w2
Pdx (4.1)
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and ∫
RN

Fxj (Pn, wPn)dx →
∫

RN

Fxj (P,wP )dx (4.2)

then the claim follows from the smoothness of the potentialV .
Let us show that (4.1) holds. For this let us consider the operatorL :

H2
r (RN ) × R

N �→ L2(RN ) defined by

L(u,Q) = ∆u + V (Q)u − f(Q, u). (4.3)

For anyP ∈ R
N we have that

L(wP , P ) = 0 and
∂L

∂u
(wP , P ) is invertible. (4.4)

So by implicit function theorem, for anyP ∈ R
N there exists only one

Q ∈ BP,ρ0 and exactly one functioñwQ such that

L(w̃Q, Q) = 0 and lim
Q→P

||w̃Q − wP ||H = 0. (4.5)

By the uniqueness of the solution of the problem (2.1) we deduce that
w̃Pn = wPn and from (4.5) we deduce (4.1). Now let us prove (4.2). By
Remark 2.2 and (4.5) we get

∫
RN

|f(Pn, wPn |2dx ≤ C1

∫
wPn≤M

|wPn |2α+2dx + C2

∫
wPn>M

|wPn |2sdx

≤ C||wPn ||H ≤ C||wP ||H . (4.6)

SincewPn solves (2.1) withP = Pn by the standard regularity theory
we deduce that (up to a subsequence)wPn → wP in C2

locR
N . So∫

RN

|Fxj (Pn, wPn) − Fxj (P,wP )|dx

≤
∫

|x|≥M
(|Fxj (Pn, wPn) − Fxj (P,wP )|)dx + o(1)

≤
∫

|x|≥M
|Fxj (Pn, wPn)| + |Fxj (P,wP )| + o(1)

≤ C

∫
|x|≥M

(eδ|Pn||wPn |s + eδ|P ||wP |s)dx + o(1)

≤ Ce2δ|P |
∫

|x|≥M
|wP |sdx + o(1) (4.7)
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and the claim follows by choosingM large enough and pointing out that
(4.2) holds for any subsequence ofPn.

Now we are able to prove Theorem 1.3

Proof of Theorem 1.3.By the previous section we have that, for anyP ∈ R

there existsh = h(P ) such that the functionuh,P = wP + Φh,P solves

−∆uh,P + V (P + hx)uh,P − f(P + hx, uh,P ) =
N∑
i=1

αi,h
∂wP

∂xi
. (4.8)

Let us point out that (see Remark 3.4)h does not depend onP for any
point inBP,1.

So let us multiply (4.8) by∂uh,P

∂xj
and integrate onRN . We get

−
∫

RN

∆uh,P
∂uh,P
∂xj

dx +
∫

RN

V (P + hx)uh,P
∂uh,P
∂xj

dx

−
∫

RN

f(P + hx, uh,P )
∂uh,P
∂xj

dx =
N∑
i=1

αi,h

∫
RN

∂wP

∂xi

∂uh,P
∂xj

dx. (4.9)

Let us remark that

−
∫
BR

∆uh,P
∂uh,P
∂xj

dx

= −
∫
BR

div

(
∇uh,P

∂uh,P
∂xj

)
dx +

1
2

∫
BR

∂

∂xj

(|∇uh,P |2) dx
=
∫
∂BR

(
−∂uh,P

∂ν

∂uh,P
∂xj

+
1
2
|∇uh,P |2νj

)
dσ. (4.10)

Moreover

∫
BR

V (P + hx)uh,P
∂uh,P
∂xj

dx (4.11)

=
∫
BR

∂

∂xj
(V (P + hx)

u2
h,P

2
)dx − h

2

∫
BR

∂V (P + hx)
∂xj

u2
h,Pdx

=
1
2

∫
∂BR

V (P + hx)u2
h,P νjdσ − h

2

∫
BR

∂V (P + hx)
∂xj

u2
h,Pdx

and
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∫
BR

f(P + hx, uh,P )
∂uh,P
∂xj

dx

=
∫
BR

( ∂

∂xj
F (P + hx, uh,P ) − hFxj (P + hx, uh,P )

)
dx

=
∫

∂BR

F (P + hx, uh,P )νjdσ − h

∫
BR

Fxj (P + hx, uh,P )dx. (4.12)

Finally

N∑
i=1

αi,h

∫
BR

∂wP

∂xi

∂uh,P
∂xj

dx = h

∫
BR

(Fxj (P + hx, uh,P )

−1
2
∂V (P + hx)

∂xj
u2
h,P )dx (4.13)

+
∫

∂BR

(∂uh,P
∂ν

∂uh,P
∂xj

+
1
2
|∇uh,P |2νj

+
1
2
V (P + hx)u2

h,P νj − F (P + hx, uh,P )νj
)
dσ. (4.14)

Now we proceed as in [18] and set

IR = (4.15)∫
∂BR

(∂uh,P
∂ν

∂uh,P
∂xj

+
1
2
|∇uh,P |2νj +

1
2
V (P + hx)u2

h,P νj

−F (P + hx, uh,P )νj
)
dσ.

(4.16)

Now by Remark 2.2 and by the Sobolev embedding Theorem we get

∫ ∞

0
|IR|dx (4.17)

≤
∫ ∞

0

∫
∂BR

(
3
2
|∇uh,P |2 +

1
2
V (P + hx)u2

h,P + |F (P + hx, uh,P )|)dσ

≤ C

∫
RN

|∇uh,P |2 + V (P + hx)u2
h,P + |F (P + hx, uh,P )|dx < ∞
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and then there exists a sequenceRn → ∞ such thatIRn → 0. Passing to
the limit we deduce

N∑
i=1

αi,h

∫
RN

∂wP

∂xi

∂uh,P
∂xj

dx

= h

∫
RN

(Fxj (P + hx, uh,P ) − 1
2
∂V (P + hx)

∂xj
u2
h,P )dx. (4.18)

Let us prove that

∫
RN

(Fxj (P + hx, uh,P ) − 1
2
∂V (P + hx)

∂xj
u2
h,P )dx → Gj(P ) ash → 0

(4.19)
uniformly on the compact set ofRN .
By the assumption|Fxj (x, u)| ≤ eδ|x|ur for u > M and sinceuh,P → wP

in H2(RN ) ∩ C2
loc(R

N ) we have that

|
∫

RN

Fxj (P + hx, uh,P ) − Fxj (P,wP )|dx

≤
∫

|x|>ρ
(|Fxj (P + hx, uh,P )| + |Fxj (P,wP )|)dx + o(1)

≤ C

∫
|x|>ρ

(eδ(h|x|+|P |)uα+1
h,P + eδ|P |wα+1

P )dx + o(1)

≤ CeP
∫

|x|>ρ
e

α+1
2 uα+1

h,P dx + o(1) = CeP
∫

|x|>ρ
e

α+1
2 wα+1

P + o(1).

(4.20)

By Remark 2.1 and sinceρ is arbitrary we have that
∫

RN (Fxj (P +
hx, uh,P ) − Fxj (P,wP )) → 0 ash → 0. The same proof applies to show
that ∫

RN

∂V (P + hx)
∂xj

u2
h,Pdx → ∂V

∂xj
(P )

∫
RN

w2
Pdx (4.21)

and this gives (4.19).
By assumptionGj(P ) has a stable zero atP and so there existsPh → P
such that

∫
RN

(
Fxj (Ph + hx, uh,Ph

) − 1
2
∂V (Ph + hx)

∂xj
u2
h,Ph

)
dx = 0. (4.22)

Hence (4.18) becomes
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N∑
i=1

αi,h

∫
RN

∂wPh

∂xi

∂uh,Ph

∂xj
dx = 0 (4.23)

Since the matrix
∫

RN

∂wPh
∂xi

∂uh,Ph
∂xj

dx → δji
∫

RN (∂wP
∂xi

)2 this implies that
the linear system (4.23) admits only the trivial solutionαi,h = 0.

So we have proved thatuh,Ph
satisfies−∆uh,Ph

+ V (P + hx)uh,Ph
=

f(P + hx, uh,Ph
). Sincef(x, u) ≤ 0 for u ≤ 0 we get thatuh,Ph

≥ 0 and
the strong maximum principle impliesuh,Ph

> 0.
Now let us prove thatuh,Ph

→ 0 as|x| → ∞. First of all we remark that
by the standard regularity theory from (2.4) we get that||uh,P ||H2,p(RN ) ≤
C for any p ≥ 2. So ||uh,P ||L∞(RN ) ≤ C. Moreover, since||uh,P ||H is
uniformly bounded, we have∫

|x|>R
u

2N
N−2
h,Ph

→ 0 asR → ∞ uniformly with respect toh (4.24)

Then we remark thatuh,Ph
is a subsolution of∆u + c(x)u = 0 with

c(x) =
f(x,uh,Ph

)
uh,Ph

≤ C(us−1
h,Ph

(x) + uαh,Ph
(x)) ≤ C. So by the Harnack

inequality (see [9]) we have

max
By,1

uh,Ph
≤ C

(∫
B2(y)

u
2N

N−2
h,Ph

)N−2
2N

(4.25)

wherey is anarbitrarypoint ofRN .Soby (4.23)weobtain thatuh,Ph
→ 0

as|x| → ∞.
Finally let us prove thatuh,Ph

has only one maximum point. First we
show that ifQh is a local maximum point ofuh,Ph

then

|Qh − Ph| → 0. (4.26)

IndeedsinceQh is a localmaximumpoint ofuh,Ph
wehave that∆uh,Ph

≤ 0.
Therefore, sinceuh,Ph

is a solution of (1.4)

f(Qh, uh,Ph
(Qh))

uh,Ph
(Qh)

≥ V (Qh) ≥ V0 > 0. (4.27)

If |Qh| → ∞weget thatuh,Ph
→ 0andby(f0)we reachacontradiction.

ThenQh is boundedandwecanassume that, up toasubsequence,Qh → Q0.
Sinceuh,Ph

→ wP in C2
loc(R

N ) we obtain∇w(Q0) = 0 and soQ0 = P .
Hence (4.26) holds.

Now if Q1,h andQ2,h are two different local minima points thenQ1,h
andQ2,h tend toP ash → 0. However, sinceuh,Ph

→ wP in C2
loc(R

N )
andwP is strictly concave in a neighborhood ofP we reach a contradiction.
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Now we prove Corollary 1.5.

Proof of Corollary 1.5.LetwP be the unique positive solution of

−∆wP + V (P )wP = K(P )ws
P . (4.28)

Then the functionw(x) =
(
K(P )
V (P )

) 1
s−1

wP ( x√
V (P )

) satisfies−∆w + w =

ws. So the vector fieldG defined at the beginning of the section becomes

Gj(P ) = −1
2
∂V

∂xj
(P )(

V (P )
K(P )

)
2

s−1
1

V (P )
N
2

∫
RN

w(y)2dy +

+
1

s + 1
∂V

∂xj
(P )(

V (P )
K(P )

)
s+1
s−1

1

V (P )
N
2

∫
RN

w(y)s+1dy. (4.29)

Now by the Pohozaev identity (see [16] or also [11]) we have thatw satisfies

(
N

s + 1
− N − 2

2

)∫
BR

ws+1dy −
∫
BR

w2dy

=
∫
∂BR

[(x · ∇w)
∂w

∂ν
− (x · ν)|∇w|2 + (x · ν)F (u) +

N − 2
2

w
∂w

∂ν
]dσ

(4.30)

and by exponential decay ofw we get, asR → ∞

(
N

s + 1
− N − 2

2
)
∫

RN

ws+1dy =
∫

RN

w2dy. (4.31)

Hence (4.29) becomes

Gj(P )

=
(s − 1)V (P )2−2N−2s

2(s + 1)
∂

∂xj
(
V 2p+2+N−Np/(2p−2)(x)

K2/(p−1)(x)
)(P ).(4.32)

So the stable zeros of the vector fieldG are stable critical points of the

function V 2p+2+N−Np/(2p−2)(x)
K2/(p−1)(x) and this proves the claim of the Corollary 1.5

5 Proof of Theorem 1.1

In this section we prove Theorem 1.1.
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Proof of Theorem 1.1
We follow the line of [18]. Letvh a solution of (1.4) uniformly bounded
in H2(RN ) ∩ L∞(RN ) andvh(x) = uh(P0 + hx). It easily seen thatvh
satisfies

−∆vh + V (P0 + hx)vh = f(P0 + hx, vh) (5.1)

and we have thatvh → wP0 in C2
locR

N . Next multiplying (5.1) by∂vh
∂xj

and
integrating onBR we get

∫
BR

(∆vh
∂vh
∂xj

− 1
2

∂

∂xj
(V (P0 + hx)v2

h +
∂

∂xj
F (P0 + hx, vh))dx

= h

∫
BR

(Fxj (P + hx, vh) − 1
2
∂V (P + hx)

∂xj
v2
h)dx. (5.2)

Proceeding as in the Proof of Theorem 1.3 we get that the LHS tends to zero
asR → ∞. On the other hand, sincevh ∈ H2(RN ) and the assumption on
F we have

lim
R→∞

∫
BR

(Fxj (P + hx, vh) − 1
2
∂V (P + hx)

∂xj
v2
h)dx

=
∫

RN

(Fxj (P + hx, vh) − 1
2
∂V (P + hx)

∂xj
v2
h)dx. (5.3)

So (5.2) becomes∫
RN

(Fxj (P + hx, vh) − 1
2
∂V (P + hx)

∂xj
v2
h)dx = 0 (5.4)

and the claim follows ash → 0.

References

1. Ambrosetti A., BadialeM., Cingolani S., Semiclassical states of nonlinear Schrödinger
equations, Arch. Rat. Mech. Anal.,140(1997), 285–300.

2. Bartsch T., Wang Z.Q., Existence and multiplicity results for some superlinear elliptic
problems onRN Comm. in P.D.E.,140(1995), 1725–1741.

3. Cingolani S., LazzoM., Multiple positive solutions to nonlinear Schrödinger equations
with competing potential functions, (to appear)

4. Chen C. C., Lin C. S., Uniqueness of the ground state solutions of∆u + f(u) = 0 in
R

N , N ≥ 3, Comm. in P.D.E.,16 (1991), 1549–1572.
5. Del Pino M. , Felmer P. L., Semiclassical states of nonlinear Schrödinger equations, J.

Funct. Anal.,149, (1997), 245–265.



Nonlinear Schr̈odinger equations 705

6. Ding W.Y., Ni W.M., Om the existence of positive entire solutions of a semilinear
elliptic equation, Arch. Rat. Mech. Anal.,91, (1986), 283–308.

7. Floer A., Weinstein A., Nonspreading wave packets for the cubic Schrödinger equation
with a bounded potential, J. Funct. Anal.,69, (1986), 397–408.

8. Gidas B., Ni W.M., Nirenberg L., Symmetry of positive solutions of nonlinear elliptic
equations inRN , Mathematical analysis and applications, Part A, Adv. Math. Suppl.
Studies,7A, Acad. Press, New York, 1981.

9. Gilbarg D., Trudinger N., Elliptic partial differential equations of second order, Berlin
Heidelberg New York, Springer, 1977.

10. Gui C.,Wei J., Multiple interior peak solutions for some singularly perturbedNeumann
problems, J. Diff. Eqns., (to appear).

11. Han Z.C., Asymptotic approach to singular solutions for nonlinear elliptic equations
involving critical Sobolev exponent. Ann. Ist. H. Poincaré,8 (1991), 159–174.
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