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Abstract
For self-similar sets with overlaps, we introduce a notion named the finite type in mea-
sure sense and reveal its intrinsic relationships with the weak separation condition and the
generalized finite type.
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1 Introduction

The separation condition for the iterated function system (IFS) plays an important role in the
study of self-similar fractals with overlaps. We have separation conditions or structures such
as the open set condition (OSC) by Hutchinson [8], the weak separation condition (WSC)
by Lau and Ngai [12], the finite type (FT) by Ngai and Wang [21], and the generalized finite
type (GFT) by Jin and Yau [10] and Lau and Ngai [13] independently. As shown in the
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822 J. Deng et al.

survey paper [4], it is known that

OSC ⇒ GFT and FT ⇒ GFT ⇒ WSC.

We refer the reader to [3,5,6,14,15,18–20,22,24] for the study on separation conditions and
[9,11,23] for self-similar sets with overlaps respectively.

To characterize self-similar sets with overlaps, in this paper we introduce the separation
condition named finite type in measure sense (Definition 1) in terms of Hausdorff measure
rather than in topological and algebraic ways. We will study properties of this separation
condition, and reveal its intrinsic relationships with WSC and GFT.

1.1 Main result

Let m be a positive integer and � = {φi (x)}mi=0 a family of contractive maps on R
n of the

form

φi (x) = ρi Ri x + bi for i = 0, 1, . . . ,m, (1.1)

where ρi ∈ (0, 1), Ri is orthogonal and bi ∈ R
n for each i . Then � is an iterated function

system (IFS) on R
n and the attractor of � is the unique compact set K� ∈ R satisfying

K = K� =
⋃m

i=0
φi (K�). (1.2)

Without loss of generality, we always assume that K does not lie in any hyperplane. Denote
ρ = min{ρi : i = 0, 1, . . . ,m}. For any finite word I = i1i2 · · · it ∈ {0, 1, . . . ,m}t , denote
|I | the length of the word, andwrite φI = φi1 ◦· · ·◦φit , KI = φI (K ) and φI x = ρI RI x+bI .

The weak separation condition was first defined by Lau and Ngai in [12], see also [2,24]
and [15]. Here we use an equivalent definition of the WSC from (3b) of Theorem 1 in [24].
An IFS � is said to satisfy the WSC if there exists a number ε > 0 such that for all (I , J ),

either φI = φJ or d(φ−1
I φJ , id) ≥ ε, (1.3)

where d(a1Rx + d1, a2Qx + d2) = |a1 − a2| + ∥∥RQ−1 − id
∥∥ + |d1 − d2| for orthogonal

matrices R and Q, a1, a2 > 0 and d1, d2 ∈ R
n . Suppose � satisfies the WSC and s =

dimH K , it is shown in [7] that Hs |K is Ahlfors–David regular [17], i.e., there exists a
constant ξ > 0 such that

ξ−1rs ≤ Hs |K (B(x, r)) ≤ ξrs (1.4)

for all closed ball B(x, r) centered at x ∈ K with radius r ≤ diam(K ).
The generalized finite type was introduced by Lau and Ngai in [13]. A non-empty open

set U is called an invariant open set, if
⋃m

i=0 φi (U ) ⊂ U . Then � is of GFT if there exists
an invariant open set U such that

{
φ−1
I φJ : φI (U ) ∩ φJ (U ) 	= ∅ with ρ−1

I ρJ ∈ (ρ, ρ−1)
}
is a finite set.

The finite type (FT) was introduced by Ngai and Wang [21]. When the contraction ratios
of � are exponentially commensurable, then � is of FT ( [21]) if and only if � is of GFT
(Theorem 4.2 of [4]).

In this paper, we introduce the following definitions on separation conditions.
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Finite type in measure sense for self-similar sets with overlaps 823

Definition 1 An IFS � is said to be of weak finite type in measure sense (WFTM), if for
any c > 0, there is a finite set �c such that for any (I , J ) with ρ−1

I ρJ ∈ (ρ, ρ−1) and
Hs(KI ∩ KJ ) ≥ cHs(KI ) with s = dimH K , we have

φ−1
I φJ ∈ �c.

An IFS � is said to be of finite type in measure sense (FTM), if there exists a finite set �

such that

φ−1
I φJ ∈ � for any (I , J ) ∈ A,

where A = {(I , J ): I 	= J , ρ−1
I ρJ ∈ (ρ, ρ−1) and Hs(KI ∩ KJ ) > 0} with s = dimH K .

Theorem 1 Suppose the IFS � and the self-similar set K� are defined in (1.1) and (1.2).
Then

(1) WSC⇒WFTM;
(2) WSC⇒FTM if

inf
(I ,J )∈A

Hs(KI ∩ KJ )

Hs(KI )
> 0. (1.5)

(3) WSC+FTM⇔GFT and WSC+(1.5 )⇔GFT.

Remark 1 The result (3) of Theorem 1 shows that under theWSC, the finite type in measure
sense (FTM) is exactly the generalized finite type with respect to some invariant open set
(GFT).

1.2 Invariant set [0, 1]

We will focus on the case that K = K� = [0, 1], where the IFS � = {φi (x) = ρi x + bi :
[0, 1] → [0, 1]}mi=0 satisfying

ρi ∈ (0, 1) and b0 = 0, bm = 1 − ρm . (1.6)

In this case A = {(I , J ): ρ−1
I ρJ ∈ (ρ, ρ−1) and φI ((0, 1)) ∩ φJ ((0, 1)) 	= ∅}. For two

similitudes φI (x) = ρI x + φI (0) and φJ (x) = ρJ x + φJ (0), we have

φ−1
I φJ (x) = ρ−1

I ρJ (x) + ρ−1
I (φJ (0) − φI (0)), (1.7)

then φ−1
I φJ includes the information of relative position ρ−1

I (φJ (0) − φI (0)) and relative
size ρ−1

I ρJ .
In this paper, we will introduce the following Definition 2 according to (1.7).

Definition 2 Suppose � is an IFS satisfying K = K� = [0, 1] and (1.6). We say that �

satisfies the finiteness of relative positions (FP), if there exists a finite set 	 ⊂ [0, 1) such
that

ρ−1
I (φJ (0) − φI (0)) ∈ 	 for all (I , J ) ∈ A with φJ (0) ≥ φI (0). (1.8)

An IFS � is said to satisfy the finiteness of relative sizes (FS), if there is a finite set 
 such
that

ρ−1
I ρJ ∈ 
 for all (I , J ) ∈ A.

Notice that FTM⇔FP+FS in this case. In fact, we have
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824 J. Deng et al.

Theorem 2 Let � = {φi (x) = ρi x + bi : [0, 1] → [0, 1]}mi=0 be an IFS satisfying (1.6) and
K� = [0, 1]. Then

WSC ⇔ FTM ⇔ GFT ⇔ FP.

Remark 2 In Theorem 2 when ρ0 = · · · = ρm , Feng [5] have obtained WSC⇔FT.

Remark 3 We note that FS � WSC. For example, let m = 1 and ρ0 = ρ1 = ρ > 1/2, by
using a result of Akiyama and Komornik [1], Feng [5] proved that � is of FT (and the WSC
holds) if and only if ρ−1 is a Pisot number.

Using the FS, we can discuss the rational dependence for ratio’s logarithm. Firstly, we see
the following two examples.

Example 1 As in the left part of Fig. 1, take λ ∈ (0, 1) such that log λ/ log(1 − λ) /∈ Q, let
φ0(x) = λx and φ1(x) = (1 − λ)x + λ. Then K� = [0, 1] and {φi }1i=0 is of GFT.

Example 2 As in the right part of Fig. 1, take ρ < 1/2 such that log 1−2ρ
1−ρ

/ log ρ /∈ Q. Let

φ0(x) = ρ0x, φ1(x) = ρx + ρ0(1 − ρ), φ2(x) = ρx + (1 − ρ). where ρ0 = 1−2ρ
1−ρ

. Then

{φi }2i=0 is of GFT but log ρ0/ log ρ /∈ Q.

Note that λ /∈ φ0((0, 1)) ∪ φ1((0, 1)) in Example 1 and (1− ρ) /∈ φ1((0, 1)) ∪ φ2((0, 1))
in Example 2. Now we add a natural assumption as in Fig. 2:

For any x ∈ (0, 1) there is a letter i such that x ∈ φi ((0, 1)). (1.9)

Under assumption (1.9), we have the rational dependence of ratio’s logarithm.

Theorem 3 Let � = {φi (x) = ρi x + bi }mi=0 be an IFS satisfying K� = [0, 1], (1.6) and
(1.9). If the WSC holds, then there exists a non-zero vector (n0, n1, . . . , nm) ∈ Z

m+1 such
that

m∑

i=0

ni log ρi = 0. (1.10)

In particular, if m = 1, then log ρ0
log ρ1

∈ Q. Moreover, when m = 2, if the WSC holds and � is

non-degenerate to a sub-IFS with invariant set [0, 1] satisfying (1.9), then log ρ0
log ρ2

∈ Q.

Remark 4 Example 2 shows that we need the assumption (1.9) in Theorem 3 for m = 2.

0 1 0 1

Fig. 1 Examples 1 and 2

0 1 0 1

Fig. 2 Assumption (1.9) with m = 1 or 2
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As shown by Zerner in Proposition 1 of [24], if � satisfies the WSC but the OSC fails,
then � satisfies the complete overlap condition (COC). The following example shows

COC � WSC.

Example 3 Let � = {φ0(x) = 4
5 x, φ1(x) = 5

6 x + 1
6 } be an I FS in R. Then the attractor

K� = [0, 1]. Furthermore, we can check that

φ011100 = φ101001 = 8

27
x + 91

270
,

i.e., � satisfies the complete overlap condition. But by Theorem 3, we note that � is not of
GFT and the WSC fails since log(4/5)

log(5/6) /∈ Q.

The paper is organized as follows. In Sect. 2, combining the key approach in [5] and the
Ahlfors-David regularity of Hausdorff measure on the self-similar set, we obtain a result on
the separation condition in measure sense (Theorem 1). In fact, our proof of Theorem 1 (on
Hausdorff measure) is also inspired by the dichotomy on self-similar measure in [16] and
the construction of “minimal” invariant open set in [4]. In Sect. 3, we will prove Theorem 2.
Since the invariant set is a closed interval and GFT⇔FTM in this case, we need to verify
inf(I ,J )∈A Hs (KI∩KJ )

Hs (KI )
> 0 under theWSC. In the last section,wegive the rational dependence

of ratio’s logarithm (Theorem 3).

2 Weak finite type inmeasure sense

This section is devoted to the proof of Theorem 1. Keep notations in Sect. 1.
Suppose the IFS � satisfies the WSC. For a word τ , let

Mτ = {φ : φ = φI for some word I s.t. KI ∩ Kτ 	= ∅, ρI ∈ [ρρτ , ρτ )}.
Here KI = φI (K ). Note that if φI = φI ′ = φ with φ(x) = ρ̄ R̄x + b̄, then ρI = ρI ′ = ρ̄,
RI = RI ′ = R̄ and bI = bI ′ = b̄. We have the following lemma enlightened by the ideas in
[5,6].

Lemma 1 supτ 
Mτ < ∞.

Proof Given a word τ , let fτ : Mτ → R × O(n) × R
n be defined by

fτ (φI ) = (ρI /ρτ , RI R
−1
τ , ρ−1

τ (bI − bτ )) for φI (x) = ρI x + bI .

We note that the metric on R × O(n) × R
n is d((a1, R, d1), (a2, Q, d2)) = |a1 − a2| +∥∥RQ−1 − id

∥∥ + |d1 − d2| for any (a1, R, d1), (a2, Q, d2) ∈ R × O(n) × R
n . Take a ∈ K

and b ∈ Kτ ∩ KI (	= ∅), we have φI (a) ∈ KI and φτ (a) ∈ Kτ , by ρI < ρτ we have

|ρ−1
τ R−1

I (bI − bτ )| = ρ−1
τ |φI (0) − φτ (0)|

≤ |φI (a) − b| + |b − φτ (a)| + |φI (a) − φI (0)| + |φτ (a) − φτ (0)|
ρτ

≤ diam(KI ) + diam(Kτ ) + ρI |a| + ρτ |a|
ρτ

≤ 2(diam(K ) + |a|).

For any distinct elements φ(= φI ), φ
′(= φJ ) ∈ Mτ , we have ρ−1

I ρJ ∈ (ρ, ρ−1) since
ρI , ρJ ∈ [ρρτ , ρτ ). Notice that

φ−1φ′(x) = φ−1
I φJ (x) = ρ−1

I R−1
I (ρJ RJ x + bJ − bI )
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= (ρ−1
I ρJ )(R

−1
I RJ )x + ρ−1

I R−1
I (bJ − bI ),

which implies

d(φ−1φ′, id) = d(φ−1
I φJ , id)

= |ρ−1
I ρJ − 1| +

∥∥∥R−1
I RJ − id

∥∥∥ + |ρ−1
I R−1

I (bJ − bI )|
= ρ−1

I |ρI − ρJ | +
∥∥∥R−1

I RJ − id
∥∥∥ + ρ−1

I |bI − bJ |.
By (1.3), we have

ρ−1
I |ρI − ρJ | +

∥∥∥R−1
I RJ − id

∥∥∥ + ρ−1
I |bI − bJ | > ε. (2.1)

Since ρI ≥ ρτρ, i.e., ρ−1
τ ≥ ρρ−1

I , by (2.1) we have

d( fτ (φ), fτ (φ
′)) = d( fτ (φI ), fτ (φJ ))

= ρ−1
τ |ρI − ρJ | + ρ−1

τ |bI − bJ | + ∥∥R−1
I

RJ − id
∥∥

≥ ρ(ρ−1
I |ρI − ρJ | + ρ−1

I |bI − bJ | +
∥∥∥R−1

I RJ − id
∥∥∥) > ρε.

Notice that fτ (Mτ ) ⊂ [ρ, 1]×O(n)×B(0, 2(diam(K )+|a|))which is a compact subspace,
then for this compact set we can take a finite covering of open balls U1, . . . ,Uς with radius
ρε/2, now each open ball contains at most one element of fτ (Mτ ) due to d( fτ (φ), fτ (φ′)) >

ρε, Hence 
Mτ ≤ ς for all τ , i.e., sup
τ


Mτ ≤ ς . ��

Take τ0 such that


Mτ0 = sup
τ


Mτ = L. (2.2)

LetMτ0 = {φV1 , . . . , φVL }, where V1, . . . , VL are somewords. Suppose� satisfies theWSC,
it is shown in [7] thatHs |K� is Ahlfors-David regular with s = dimH K�, i.e., the inequality
(1.4) holds.

Lemma 2 Given any c ∈ (0, 1), there is an integer N depending only on c such that for
any Borel set K ′ ⊂ K with Hs(K ′) ≥ cHs(K ), we have a word β of length less than N
satisfying

K ′ ∩ Kβτ0 	= ∅,

where τ0 is given in (2.2).

Proof Let En = K\
(

⋃
β∈{0,...,m}p,p≤n−1

Kβτ0

)
and E = ⋂∞

n=1 En .

We only need to show that

Hs(E) = lim
n→∞Hs(En) = 0. (2.3)

In fact, take N such thatHs (EN ) < cHs(K ), byHs(K ′) ≥ cHs(K )we have K ′∩Kβτ0 	= ∅

for some word β of length less than N .
To verify (2.3), we suppose on the contrary that

Hs (E) > 0.
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Since Hs |K is a Borel regular and locally finite, Hs |K is a Radon measure. Using density
theorem of Radon measure (e.g. see Corollary 2.14(1) of [17]), we have

lim
r→0

Hs |K (E ∩ B(x, r))

Hs |K (B(x, r))
= 1 for Hs |K -a.e. x ∈ E . (2.4)

Given such a point x satisfying (2.4), for every B(x, r), we can take

(x ∈)Kβ ⊂ B(x, r) with ρr ≤ diam(Kβ) = ρβdiam(K ) < r .

Now, Kβτ0 ⊂ B(x, r)\E . Hence
Hs |K (E ∩ B(x, r)) ≤ Hs |K (B(x, r)) − Hs (

Kβτ0

)

= Hs |K (B(x, r)) − ρs
βρs

τ0
Hs (K )

where

ρs
βρs

τ0
Hs (K )

Hs |K (B(x, r))
≥

(
Hs (K )

ρs

diam(K )s

)
rs

ξrs
= Hs (K ) ρs

ξdiam(K )s
.

Therefore we obtain that

Hs |K (E ∩ B(x, r))

Hs |K (B(x, r))
≤ 1 − Hs (K ) ρs

ξdiam(K )s
(< 1).

This is a contradiction. Then Hs (E) = 0. ��

Proof of Theorem 1 (1) Now, consider (I , J ) with ρ−1
I ρJ ∈ (ρ, ρ−1) and Hs(KI ∩ KJ ) ≥

cHs(KI ). Since Hs(φ−1
I (KI ∩ KJ )) ≥ cHs(K ), by Lemma 2, we obtain a word β of

length less than N satisfying

φ−1
I (KI ∩ KJ ) ∩ Kβτ0 	= ∅.

Then take y ∈ KIβτ0 ∩ KJ and let y ∈ KJ J ′ with ρJ J ′ ∈ [ρρIβτ0 , ρIβτ0). Note that

ρJ ′ = ρJ J ′

ρJ
≥ ρρIρβρτ0

ρJ
≥ ρ2ρ|β|ρτ0 ≥ ρN+2ρτ0 .

Now we have KJ J ′ ∩ KIβτ0 	= ∅ and ρJ J ′ ∈ [ρρIβτ0 , ρIβτ0), which implies

φJ J ′ ∈ MIβτ0 = φIβ{φV1 , . . . , φVL }
due to the choice of Mτ0 . For some 1 ≤ i ≤ L , we have

φJ J ′ = φIβVi

i.e., φJ ◦ φJ ′ = φI ◦ φβVi which implies

φ−1
I ◦ φJ = φβVi ◦ φ−1

J ′

Therefore we obtain that

φ−1
I φJ ∈ {φβφVi φ

−1
J ′ : |β| < N , 1 ≤ i ≤ L and ρJ ′ ≥ ρN+2ρτ0}=̂�c.

(2) This result follows from (1.5) and result (1) of Theorem 1 directly.
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(3) Note that Hs (KI∩KJ )
Hs (KI )

= Hs (K∩(φ−1
I φJ (K ))

Hs (K )
, it suffices to show that

WSC + FTM ⇔ GFT.

It is known that GFT⇒WSC. Under the WSC, we need following two lemmas to show
FTM⇒GFT and GFT⇒FTM.

��
Lemma 3 Suppose K is the self-similar set of an IFS � satisfying the WSC. Then there is an
invariant open set U with U ∩ K 	= ∅ and

Hs |K (U ) = Hs(K ) with s = dimH K , (2.5)

such that for any (I , J ) with ρ−1
I ρJ ∈ (ρ, ρ−1) and any invariant open set V ,

φI (U ) ∩ φJ (U ) 	= ∅ �⇒ φI (V ) ∩ φJ (V ) 	= ∅. (2.6)

Proof The existence of invariant open setU satisfying (2.6) andU ∩K 	= ∅ has been proved
in Proposition 6.5 of [4], we only need to show (2.5).

Suppose on the contrary that Hs(K\U ) > 0. Using density theorem of Radon measure
again, for F = K\U we have

lim
r→0

Hs |K (F ∩ B(x, r))

Hs |K (B(x, r))
= 1 for Hs |K -a.e. x ∈ F . (2.7)

Given such a point x satisfying (2.7), for every B(x, r), we can take a word β∗ such that

(x ∈)Kβ∗ ⊂ B(x, r) with ρr ≤ diam(Kβ∗) = ρβ∗diam(K ) < r .

Since U ∩ K 	= ∅, we can find a finite word σ such that Kσ ⊂ U . Notice that U is
invariant, then for the above word β∗, we have φβ∗(U ) ⊂ U and thus Kβ∗σ ⊂ U . Hence

Hs |K (F ∩ B(x, r)) ≤ Hs |K (B(x, r)) − Hs (
Kβ∗σ

)

= Hs |K (B(x, r)) − ρs
β∗ρs

σHs (K )

where

ρs
β∗ρs

σHs (K )

Hs |K (B(x, r))
≥

(
ρs

σHs (K )
ρs

diam(K )s

)
rs

ξrs
= ρs

σ ρsHs (K )

ξdiam(K )s
.

Therefore we obtain

Hs |K (F ∩ B(x, r))

Hs |K (B(x, r))
≤ 1 − ρs

σ ρsHs (K )

ξdiam(K )s
(< 1).

This is a contradiction. Hence Hs (F) = 0 and (2.5) follows. ��
Motivated by [4], we let Uε = {x : d(x, K ) < ε} for some fixed ε > 0 and denote

U =
⋃

I∈{0,...,m}t , t≥0
φI (φσUε), (2.8)

where nI = 

I with 
I = {φJ : ρ−1
I ρJ ∈ (ρ, ρ−1), φI (Uε) ∩ φJ (Uε) 	= ∅} and σ is a

word such that

nσ = max
I∈{0,...,m}t , t≥0

nI < ∞. (2.9)

We also refer the reader to the proof of Lemma 1 for max
I∈{0,...,m}t , t≥0

nI < ∞.

By Lemma 3 we focus on the Hausdorff measure and obtain
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Finite type in measure sense for self-similar sets with overlaps 829

Lemma 4 Suppose the WSC holds and U is the invariant open set in Lemma 3. If ρ−1
I ρJ ∈

(ρ, ρ−1), then Hs(KI ∩ KJ ) > 0 ⇔ φI (U ) ∩ φJ (U ) 	= ∅.

Proof “�⇒” Since φI (K ∩U ) ∩ φJ (K ∩U ) ⊂ K ∩ (φI (U ) ∩ φJ (U )), we obtain that

Hs |K (φI (U ) ∩ φJ (U )) = Hs(K ∩ (φI (U ) ∩ φJ (U )))

≥ Hs(φI (K ∩U ) ∩ φJ (K ∩U )).
(2.10)

By Lemma 3 we have Hs(K\U ) = 0, then Hs(φI (K\U )) = Hs(φJ (K\U )) = 0 since
φI , φJ are Lipschitz maps. Hence

Hs(φI (K ∩U ) ∩ φJ (K ∩U )) = Hs(KI ∩ KJ ). (2.11)

Combining (2.10) and (2.11), we have

Hs |K (φI (U ) ∩ φJ (U )) ≥ Hs(φI (K ∩U ) ∩ φJ (K ∩U )) = Hs(KI ∩ KJ ) > 0,

which implies φI (U ) ∩ φJ (U ) 	= ∅.
“⇐�” Let U be the open set defined in (2.8) and σ the word satisfying (2.9). Since

nσ = nIσ for any I , we may assume that the length |σ | is so large that ρσ < ρ2.
Now we assume that φI (U ) ∩ φJ (U ) 	= ∅ with ρ−1

I ρJ ∈ (ρ, ρ−1), by the structure
of U , we can find two words β and τ such that φIβσ (Uε) ∩ φJτσ (Uε) 	= ∅. Without loss
of generality, we obtain that ρIβσ ≤ ρJτσ , then we can find a prefix κ of Iβσ such that
ρ−1

κ ρJτσ ∈ (ρ, ρ−1) and

φκ(Uε) ∩ φJτσ (Uε) 	= ∅.

Notice that ρκ < ρ−1ρJτσ ≤ ρ−1ρJρσ < ρρJ < ρI , which implies that I is a prefix of κ ,
says κ = Iκ ′ for some word κ ′. On the other hand, let 
σ = {φα1 , . . . , φαnσ

}. Then by the
choice of σ , we have

φκ = φI ◦ φκ ′ ∈ φJ ◦ φτ ◦ {φα1 , . . . , φαnσ
},

i.e., there exists an index 1 ≤ i ≤ nσ such that φI ◦ φκ ′ = φJ ◦ φτ ◦ φαi , that means

KIκ ′ = KJταi with Hs(KI ∩ KJ ) ≥ Hs(KIκ ′) > 0

under the WSC. ��

By Lemma 4 we obtain FTM⇒GFT (with the above U in Lemma 3) under the WSC
directly.

For GFT⇒FTM, we notice that if� is of GFT for some invariant open set V , byHs(KI ∩
KJ ) > 0 ⇒ φI (U ) ∩ φJ (U ) 	= ∅ and (2.6) we obtain that φI (V ) ∩ φJ (V ) 	= ∅, which
implies φ−1

I φJ belongs to a fixed finite set.
Then part (3) of Theorem 1 is proved.

3 Invariant set [0, 1]
This section is devoted to the proof of Theorem 2. It is known that GFT ⇒ WSC and
FTM⇔FS+FP. By part (3) of Theorem 1, we only need to show WSC⇒GFT and FP⇒FS.
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3.1 WSC⇒GFT

Suppose the WSC holds. By Theorem 1, to obtain the GFT we only need to verify

inf
(I ,J )∈A

L(KI ∩ KJ )

L(KI )
> 0,

where s = 1 and Hs = L. Let T =
⌈

log ρ
logmaxi (ρi )

⌉
where �x� = min{n ∈ Z : n ≥ x}.

Before the proof, we need

Claim 1 Suppose ρIρ
−1
J ∈ (ρ, ρ−1) with |I | > 1 and |J | > 1. Then we can find words σ

and τ , with 1 ≤ |σ |, |τ | < 3T such that I = I−σ, J = J−τ and ρI−ρ−1
J− ∈ (ρ, ρ−1).

Remark 5 I− and J− are prefixes of I and J respectively, which are not traditional notations
standing for the father words of I and J .

Let c = ρc1 with c1 = min(ρ3T+1,min{bσ > 0 : |σ | < 3T }). By Theorem 1, there is a
corresponding finite set �c. Let

� =
⋃

1≤|σ |,|τ |<3T

φ−1
σ �cφτ and d = min

ψ∈�∩PM
L(K ∩ ψ(K ))

L(K )
> 0, (3.1)

where PM = {ψ = φ−1
I φJ : L(K ∩ ψ(K )) > 0}.

For WSC�⇒GFT, we only need to show

Lemma 5 Suppose � = {φi (x) = ρi x + bi }mi=0 such that K = K� = [0, 1]. If � satisfies
the weak separation condition, then

inf
(I ,J )∈A

Hs(KI ∩ KJ )

Hs(KI )
= inf

(I ,J )∈A
L(KI ∩ KJ )

L(KI )
≥ d.

Proof Suppose on the contrary there exist ε ∈ (0, d] and (I , J ) ∈ A such that

0 <
L(KI ∩ KJ )

L(KI )
< ε(≤ d). (3.2)

Assume that the above (I , J ) is the pair of shortest words satisfying (3.2).
We divide the proof into two steps.
Step 1. We will prove that

L(KI− ∩ KJ−)

L(KI−)
≥ c. (3.3)

Let KI = [AI , BI ], KJ = [AJ , BJ ]. Without of generality, we assume KJ intersects KI

only around AI as in Fig. 3. We use Cases (1)–(3) to prove inequality (3.3).
Case (1). If AI is an inner point of KI− , i.e., KI− = [α, β] with

α < AI < β.

Fig. 3 KJ intersects KI

AJ

AI BI
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Therefore, we have

L(KI− ∩ KJ−) ≥ L([α, β] ∩ [A1
J , B

1
J ])

≥ L([max(α, AJ ), BJ ])
≥ min(L([α, AI ], L([AJ , BJ ])).

Let I = I−σ ∗. We have L([α, AI ]) = |AI − α| = bσ ∗ρI− ≥ c1ρI− = c1L(KI−) and

L([AJ , BJ ]) = L(KJ ) ≥ L(KJ )
L(KI )

L(KI )
L(KI− )

L(KI−) ≥ ρ3T+1L(KI−) ≥ c1L(KI−). Hence

L(KI− ∩ KJ−)

L(KI−)
≥ c1(> c).

Case (2). If BJ is an inner point of the convex hull of KJ− , in the same way as above we
also have

L(KI− ∩ KJ−)

L(KJ−)
≥ c1,

and thus

L(KI− ∩ KJ−)

L(KI−)
= L(KJ−)

L(KI−)
· L(KI− ∩ KJ−)

L(KJ−)
≥ ρ · c1 = c.

Case (3). Now, we may assume that AI is the left end-point of the convex hull of KI−
and BJ is the right end-point of the convex hull of KJ− , then

L(KI− ∩ KJ−)

L(KI−)
= L(KI ∩ KJ )

L(KI−)
<

L(KI ∩ KJ )

L(KI )
< ε,

which is a contradiction to the shortest choice of (I , J ).
Then inequality (3.3) follows.
Step 2. We will show that

L(KI ∩ KJ )

L(KI )
≥ d,

which is contradictory to (3.2). Now, by (3.3) and Theorem 1, there is a finite set �c such
that

φ−1
I− φJ− ∈ �c,

which implies

φ−1
I φJ ∈

⋃

1≤|σ |,|τ |<3T

φ−1
σ �cφτ .

Let � and d be defined in (3.1). Suppose φ−1
I φJ = ψ∗ ∈ �, we have

0 <
L(KI ∩ KJ )

L(KI )
= L(φI (K ) ∩ φJ (K ))

L(φI (K ))
= ρIL(K ∩ φ−1

I φJ (K ))

ρIL(K )
= L(K ∩ ψ∗(K ))

L(K )
.

That means ψ∗ ∈ PM and

L(KI ∩ KJ )

L(KI )
≥ min

ψ∈�∩PM
Hs(K ∩ ψ(K ))

L(K )
= d > 0.

��

123



832 J. Deng et al.

3.2 FP⇒ FS

Suppose � satisfies the FP. we will show that � satisfies the FS, and thus � is of GFT.
At first, we will deal with the case φI (0) = φJ (0). Denote [i]k = i · · · i︸ ︷︷ ︸

k

.

Lemma 6 There exists a finite set 
1 such that if φI (0) = φJ (0) (i.e., bI = bJ ), with
ρIρ

−1
J ∈ (ρ, ρ−1), then

ρIρ
−1
J ∈ 
1.

Proof Suppose that ρI ≤ ρJ . We have φ−1
J φI (x) = (ρI x + bI − bJ )/ρJ = (ρ−1

J ρI )x due
to bI = bJ , and thus

φ−1
J φI (1) = ρ−1

J ρI ∈ [0, 1].
Since K� = [0, 1], there is an infinite sequence i1 · · · ik · · · in {0, . . . ,m}∞ such that
{φ−1

J φI (1)} = ⋂∞
k=1 φi1···ik ···([0, 1]), which implies that we can find an integer k such that

ρi1 ···ik
ρ−1
J ρI

∈ [ρ · ρ2T
m , ρ2T

m ) where (ρ−1
J ρI )ρ

2T
m ≤ ρ2T

m ≤ ρ and
ρi1 ···it+1
ρi1 ···it

≥ ρ for all t . Let

σ = i1 · · · ik , we obtain
ρ · ρ2T

m ≤ ρσ

ρ−1
J ρI

< ρ2T
m , (3.4)

and thus

ρσ ≥ (ρ−1
J ρI )(ρ · ρ2T

m ) ≥ ρ2 · ρ2T
m .

Therefore we have

φJφσ ([0, 1]) ∩ φI [m]2T ([0, 1]) 	= ∅.

We will distinguish the following two cases.
Case 1. If φ−1

J φI (1) = φσ (0) or φσ (1), then

ρ−1
J ρI ∈ {φσ (θ) : θ = 0 or 1 and ρσ ≥ ρ2 · ρ2T

m },
which is a finite set.

Case 2. If φ−1
J φI (1) ∈ (φσ (0), φσ (1)), then we have

φI [m]2T ((0, 1)) ∩ φJσ ((0, 1)) 	= ∅

and φI [m]2T (0) < φJσ (0) by (3.4) which implies

φ−1
J φI [m]2T (0) < φσ (0). (3.5)

Suppose 	 is the finite set with respect to the FP as in (1.8), we have

ρ−1
I [m]2T (φJσ (0) − φI [m]2T (0)) ∈ 	, (3.6)

where φJσ (0) = φJ (0)+ρJφσ (0) and φI [m]2T (0) = φI (0)+ρIφ[m]2T (0) = φI (0)+ρI (1−
ρ2T
m ) with φJ (0) = φI (0). Notice that

ρ−1
I [m]2T (φJσ (0) − φI [m]2T (0)) = ρ−2T

m (ρ−1
I ρJφσ (0) − (1 − ρ2T

m )). (3.7)
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By (3.6) and (3.7), we obtain that

ρ−1
I ρJ ∈ ρ2T

m 	 + (1 − ρ2T
m )

φσ (0)
,

where φσ (0) > φ−1
J φI [m]2T (0) = ρ−1

J ρI (1 − ρ2T
m ) > 0 due to (3.5). Therefore,

ρ−1
I ρJ ∈

⋃

ρσ ≥ρ2·ρ2T
m

ρ2T
m 	 + (1 − ρ2T

m )

φσ (0)

which is a finite set. ��
We will show that there is a finite set 
 such that

ρ−1
I ρJ ∈ 
 for all (I , J ) ∈ A.

Since φJ (0) ≥ φI (0), by Lemma 6, we may assume that

φJ (0) > φI (0). (3.8)

Lemma 7 There exists a finite set � such that if (I (0), J (0)) ∈ A with φJ (0) (0) > φI (0) (0),
we can find (I , J ) satisfying 0 ≤ ρ−1

I (φJ (0) − φI (0)) ≤ 1 and ρIρ
−1
J ∈ (ρ, ρ−1) such that

ρI

ρI (0)
,

ρJ

ρJ (0)
∈ �

and the last letter of J is m.

Proof Since (I (0), J (0)) ∈ A, we have ρ−1
I (0) (φJ (0) (0) − φI (0) (0)) ≤ maxγ∈	\{1} γ < 1 due

to the discreteness of 	. Then

ρ−1
I (0) (φI (0) (1) − φJ (0) (0)) = ρ−1

I (0) (ρI (0) − (φJ (0) (0) − φI (0) (0)) ≥ 1 − max
γ∈	\{1} γ.

Let c = 1 − maxγ∈	\{1} γ > 0. Take an integer

k =
[
log(ρc)

log ρ0

]
+ 1,

then (ρ0)
k < cρ and thus

(ρ0)
kρJ (0) < cρ(ρJ (0)ρ

−1
I (0) )ρI (0) < cρI (0) ≤ |φI (0) (1) − φJ (0) (0)|.

That means φJ ([0, 1]) ⊂ [φJ (0) (0), φI (0) (1)] for J = J (0)[0]km. Suppose the left endpoint
φJ (0) belongs to φI (0)σ ([0, 1]) with its length

ρ · ρJ ≤ |φI (0)σ ([0, 1])| < ρJ

where

ρJ = (ρ0)
kρJ (0)ρm < (cρ)(ρJ (0)ρ

−1
I (0) )ρI (0)ρm < ρI (0)ρm < ρI (0) .

We also note that

ρσ ≥ (ρ−1
I (0)ρJ (0) )ρmρk

0 ≥ ρρmρk
0 .

Take I = I (0)σ . Now, since φJ (0) ∈ φJ ([0, 1]) ∩ φI ([0, 1]) 	= ∅, we have 0 ≤
ρ−1
I (φJ (0) − φI (0)) ≤ 1 and ρIρ

−1
J ∈ (ρ, ρ−1). Let

� = {ρσ : ρσ ≥ ρρmρk
0 } ∪ {ρmρk

0 }
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with k =
[
log(ρc)
log ρ0

]
+ 1. Then

ρI

ρI (0)
,

ρJ

ρJ (0)
∈ �.

��
By Lemmas 6 and 7, we only need to deal with the finiteness of the values ρIρ

−1
J under

the conditions:

(1) 0 < ρ−1
I (φJ (0) − φI (0)) ≤ 1;

(2) ρIρ
−1
J ∈ (ρ, ρ−1);

(3) the last letter of J is m with bm > 0.
For notational convenience, we add 1 to 	, i.e., 1 ∈ 	, then the above condition (1)
implies

ρ−1
I (φJ (0) − φI (0)) ∈ 	.

Using Claim 1, we can find words σ and τ , with 1 ≤ |σ |, |τ | < 3T such that I = I ′σ, J =
J ′τ and ρI ′ρ−1

J ′ ∈ (ρ, ρ−1). Now,

φI (0) = φI ′(0) + ρI ′bσ , φJ (0) = φJ ′(0) + ρJ ′bτ .

Therefore,

φJ ′(0) − φI ′(0) = φJ (0) − φI (0) + ρI ′bσ − ρJ ′bτ . (3.9)

Using Lemma 7, we only to need to show ρIρ
−1
J belongs to a finite set. Since the last letter

of J is m, we have bτ > 0.
Case A. If φJ ′(0) > φI ′(0), then

ρ−1
I ′ (φJ ′(0) − φI ′(0)) = (ρσ )(ρ−1

I (φJ (0) − φI (0))) + bσ − (ρ−1
I ′ ρJ ′)bτ .

Since bτ 	= 0, then

ρ−1
I ′ ρJ ′ = (ρσ )(ρ−1

I (φJ (0) − φI (0))) + bσ − ρ−1
I ′ (φJ ′(0) − φI ′(0))

bτ

∈ ρσ 	 + bσ − 	

bτ

.

Hence

ρ−1
I ρJ ∈

⋃

1≤|σ |,|τ |<3T , bτ >0

ρ−1
σ ρτ (

ρσ 	 + bσ − 	

bτ

)

which is a finite set.
Case B. If φJ ′(0) ≤ φI ′(0), then

ρ−1
J ′ (φJ ′(0) − φI ′(0)) = (ρ−1

J ρI )ρτ (ρ
−1
I (φJ (0) − φI (0))) + (ρ−1

J ρI )ρτ ρ
−1
σ bσ − bτ .

That is

(ρ−1
J ρI )(ρτ (ρ

−1
I (φJ (0) − φI (0)) + ρ−1

σ bσ )) = ρ−1
J ′ (φJ ′(0) − φI ′(0)) + bτ ∈ 	 + bτ ,

and ρτ (ρ
−1
I (φJ (0) − φI (0)) ∈ 	\{0}. Since

ρ−1
I (φJ (0) − φI (0)) + ρ−1

σ bσ ≥ min
γ∈	\{0} γ > 0,
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we have

ρ−1
J ρI ∈

⋃

1≤|σ |,|τ |<3T

	 + bτ

ρτ (	\{0} + ρ−1
σ bσ )

which is a finite set.

4 Rational dependence of ratio’s logarithm

Let � = {φi (x) = ρi x + bi }mi=0 be an IFS satisfying (1.6) and K = K� = [0, 1].
In this section, we always assume that � satisfies the WSC, i.e., � is of GFT according

to Theorem 2. In particular, � satisfies the finiteness of relative sizes (FS). We will discuss
the rational dependence of ratio’s logarithm by using the FS.

For any infinite word σ = i1 · · · i j · · · , denote the starting finite word with length j by
σ | j = i1 · · · i j .

Under the assumption of Theorem 3, we obtain

Lemma 8 For any 0 < x < 1, there exists an infinite word σ = i1 · · · i j · · · such that

{x} =
∞⋂

j=1

φσ | j ((0, 1)).

Proof Prove it by induction. Firstly, by the assumption (1.9) of Theorem 3, for any 0 < x0 <

1, there exists a letter i ∈ {0, 1, . . . ,m} such that x0 ∈ φi ((0, 1)). Assume there exists a
finite word i1 · · · ik such that x ∈ ⋂k

j=1 φi1···i j ((0, 1)). Now φ−1
i1···ik (x) := x0 ∈ (0, 1), by the

above discussion, x0 ∈ φi ((0, 1)) for some i ∈ {0, 1, . . . ,m}. Then take ik+1 = i , we have
x ∈ φi1···ik ik+1((0, 1)). ��

Let

� = {(I , J ) : I 	= J s.t. φI ((0, 1)) ∩ φJ ((0, 1)) 	= ∅ and ρIρ
−1
J ∈ (ρ, ρ−1)}. (4.1)

Given a word I = i1 · · · ik , denote 
i I = 
{t ≤ k : it = i}.
Lemma 9 Assume � satisfies the FS. If � is rationally independent for ratio’s logarithm,
that is

m∑

i=0

ni log ρi 	= 0, ∀(n0, n1, . . . , nm) ∈ Z
m+1\{0}. (4.2)

then there is an integer N ∈ N such that for all (I , J ) ∈ � and all i = 0, . . . ,m,

|
i I − 
i J | ≤ N , (4.3)

Proof Since ρIρ
−1
J = ∏m

i=0 ρ

i I−
i J
i ∈ 
, by (4.2) we obtain the existence of N . ��

Proof Theorem 3 To show (1.10), we suppose on the contrary that� is rationally independent
for ratio’s logarithm. We assume that φ1(0) ∈ φ0((0, 1)). Otherwise, we can take a sub-
IFS �′ = {φ′

0, φ
′
1, . . .} ⊂ � such that the assumption in Theorem 3 holds for �′ where

φ′
0(0) = 0 < φ′

1(0) and φ′
1(0) ∈ φ′

0((0, 1)).
Let x0 = φ−1

0 φ1(0) ∈ (0, 1). By Lemma 8, there exists an infinite word σ such that
{x0} = ⋂∞

j=1 φσ | j ((0, 1)). Since x0 is not the left endpoint of φσ | j ((0, 1)) for any j , then

123



836 J. Deng et al.

we can find out a letter i∗ 	= 0 such that i∗ appears in σ = u1 · · · uk · · · for infinitely many
times. Suppose {t + 1 : ut = i∗} = {k1 < k2 < · · · }. Let Jt = 0u1 · · · ukt , and take

It = 1[0]g(t) with g(t) ∈ {0} ∪ N

such that ρIt ρ
−1
Jt

∈ (ρ, ρ−1). It is clear that φIt ((0, 1)) ∩ φJt ((0, 1)) 	= ∅. Now, for any
integer t > 1,


i∗It ≤ 1 and 
i∗Jt = t,

that means

|
i∗It − 
i∗Jt | ≥ t − 1, ∀t > 1. (4.4)

By Lemma 9, there exists a positive integer N such that |
i∗It − 
i∗Jt | ≤ N for any t > 0, this
is a contradiction. Then (1.10) is proved.

In particular, if m = 1, then log ρ0/ log ρ1 ∈ Q follows from (1.10) directly.
Suppose m = 2 and the IFS � is non-degenerate to the case m = 1, we can assume that

φ1(0) ∈ φ0((0, 1)) without loss of generality. Now we will show that log ρ0/ log ρ2 ∈ Q.
Notice that K� = [0, 1]. Denote

x = φ−1
0 φ1(0) ∈ (0, 1).

Then φ1(0) = φ0(x). By Lemma 8, there exists an infinite word σ = u1 · · · uk · · · · · · such
that {x} = ⋂∞

k=1 φσ |k ((0, 1)). Since x is not the left endpoint of φσ |t ((0, 1)) for any t , we
can find out i∗ ∈ {1, 2} such that i∗ appears in σ = u1 · · · uk · · · for infinitely many times.
Suppose {t + 1 : ut = i∗} = {k1 < k2 < · · · }. Let Jt = 0u1 · · · ukt , and It = 1[0]T (t) with
T (t) ∈ {0} ∪ N such that ρIt ρ

−1
Jt

∈ (ρ, ρ−1). Since φ0(x) ∈ φ0σ |ki ((0, 1)), we have

φIt ((0, 1)) ∩ φJt ((0, 1)) 	= ∅ for all t .

Since � is of GFT, the FS holds, i.e., there exists a finite set 
 such that ρIt ρ
−1
Jt

∈ 
 for
all t . Using the finiteness of 
, we can find ki < k j ,

ρ1[0]T (ki )

ρ0σ |ki
=

ρ
1[0]T (k j )

ρ0σ |k j
∈ 
,

and thus (ρ0)
T (k j )−T (ki ) = ρuki+1 . . . ρuk j

= ρl
0ρ

u
1ρv

2 with l, u, v ∈ {0}∪N and u+v > 0 due

to the existence of i∗ ∈ {1, 2}. We notice that l < T (k j )− T (ki ). In fact (ρ0)T (k j )−T (ki )−l =
ρu
1ρv

2 < 1 due to u + v > 0. Let k = T (k j ) − T (ki ) − l > 0. Now, we have

ρu
1ρv

2 = ρk
0 . (4.5)

In the same way, when considering the point φ−1
2 φ1(1) and the right endpoint, we obtain

ρu′
0 ρv′

1 = ρk′
2 (4.6)

with integers k′ > 0 and u′, v′ ≥ 0 with u′ + v′ > 0.
Suppose on the contrary that log ρ0/ log ρ2 /∈ Q. Without loss of generality, we assume

that u > 0 and v′ > 0. Otherwise, for example we suppose u = 0, by (4.5), we have ρv
2 = ρk

0
with k > 0.

Now u > 0 and v′ > 0. Suppose ρ1 = ρa
0ρb

2 with a, b ∈ Q. Using (4.5), we have
ρbu+v
2 = ρk−ua

0 which implies bu + v = k − ua = 0. Hence

b = −v/u ≤ 0. (4.7)
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Using (4.6), we have ρu′+av
0 = ρk′−bv′

2 , which implies u′ + av = k′ − bv′ = 0. Hence

b = k′/v′ > 0. (4.8)

Then (4.7) and (4.8) are contradictory. That means log ρ0/ log ρ2 ∈ Q. ��
Acknowledgements The authors thank Professor dejun Feng for helpful discussion.
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