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Abstract Let E/F be a quadratic extension of p-adic fields.We prove that every smooth irre-
ducible ladder representation of the group GLn(E)which is contragredient to its own Galois
conjugate, possesses the expected distinction properties relative to the subgroup GLn(F).
This affirms a conjecture attributed to Jacquet for a large class of representations. Along the
way, we prove a reformulation of the conjecture which concerns standard modules in place
of irreducible representations.

Keywords p-adic groups · Ladder representations · Distinguished representations ·
Standard modules

Mathematics Subject Classification 20G25 · 22E50

1 Introduction

Let E/F be a quadratic extension of p-adic fields. Denote the group Gn = GLn(E). Let
g �→ gτ be the Galois involution on Gn relative to the extension E/F . Denote Hn = Gτ

n =
GLn(F). We study the Hn-invariant functionals on admissible representations of Gn . In
particular, we are interested to know whether a non-zero such functional exists for a given
representation. In this case we will say that the representation is distinguished.

Let η denote the quadratic character of F× related to the extension E/F . We will call
an admissible Gn-representation η-distinguished, if a non-zero Hn, η(det)-equivariant func-
tional exists on it.

It is long known ([5]) that a distinguished irreducible smooth representation π of Gn must
satisfyπ∨ ∼= πτ , where the left-hand side of the equation is the contragredient representation,
while the right-hand side is the twist induced on representations by the involution τ . The
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1112 M. Gurevich

prediction, that certain variations of the converse implication should hold, are often referred
to as Jacquet’s conjecture. Let us formulate it as a general principle.

An irreducible smooth representation of Gn which satisfies1 π∨ ∼= πτ , should be either
distinguished or η-distinguished.

In general this formulation is evidently false. As a counter-example, one can choose an η-
distinguished irreducible supercuspidal representationρ ofG2, and look on the representation
1× ρ of G3, where 1 is the trivial representation of E× and the multiplication is in the sense
of parabolic induction.

Yet, for significant large families of irreducible representations the principle above was
indeed shown to hold. All discrete series are such, as proved by Kable in [9]. Matringe’s
results in [14] implied the same for certain other unitarizable representations, including the
so-called Speh representations.

In this work, we extend the validity of Jacquet’s conjecture to the class of ladder represen-
tations, which was introduced by Lapid andMínguez in [10]. This wide family of irreducible
representations of Gn includes discrete series and Speh representations as special cases.

Theorem A (Theorems 4.3 and 4.6) A ladder representation of Gn which satisfies π∨ ∼= πτ

is either distinguished or η-distinguished. Moreover, a proper ladder representation of Gn

cannot be both distinguished and η-distinguished.

The second statement of the theorem is again an expected property which was previously
established for discrete series and Speh representations.

The precise statements of Theorems 4.3 and 4.6 go further by fully characterizing dis-
tinction and η-distinction of ladder representations from the combinatorial properties of the
defining data of the representation.

For the proof of Theorem A, we turn to the class of reducible admissible representa-
tions of Gn called standard modules. These are representations constructed by parabolically
inducing a tempered representation κ of a Levi subgroup M < Gn twisted by an unramified
character α of M chosen from a certain cone. A standard module is uniquely defined by the
triple (M, κ, α). Recall that the Langlands classification describes each irreducible smooth
representation π of Gn as a unique irreducible quotient of a standard module Σ(π).

Thus, studying invariant functionals on an irreducible representation can be done by
constructing such functionals on the corresponding standard module, and then determining
whether they factor through the irreducible quotient. Such methods were explored in [4] for
studying distinction relative to unitary subgroups (in place of our Hn).

Note, that an irreducible smooth representation π is generic, if and only if, the standard
module Σ(π) is irreducible (equivalently, π ∼= Σ(π)). We propose and prove the follow-
ing reformulation of Jacquet’s conjecture for all smooth irreducible representations, which
coincides with the original formulation on generic representations.

Theorem B (Corollary 3.5 and Lemma 3.10) Suppose that π is a smooth irreducible repre-
sentation of Gn, whose standard module Σ(π) is distinguished. Then, π∨ ∼= πτ holds.

Conversely, let π be a smooth irreducible distinguished representation of Gn of pure type,
i.e. the supercuspidal support of π is contained in the set {ρ ⊗ | det |nE : n ∈ Z} for some
supercuspidal representation ρ. If π∨ ∼= πτ holds, then the standard module Σ(π) is either
distinguished or η-distinguished.

1 Sometimes an additional assumption is added which requires the central character of π to be trivial on F×.
Note, that the counter-example below remains valid with this assumption.
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On a local conjecture of Jacquet, ladder… 1113

This result is then further extended in Theorem 3.11 to a description of the same situation
without the assumption on pure type. It again can be seen to coincide with a known statement
([13, Theorem 5.2]) when dealing with generic representations.

The featurewhichmakes ladder representations approachable to our discussion isTheorem
1 of [10]. It states that when an irreducible π is a ladder representation, the kernel of the
quotient mapΣ(π) → π can itself be described in terms of standard modules. Thus, in order
to claim that an invariant functional on Σ(π) factors through the quotient, it is enough to
know it must vanish on the standard modules which generate the above kernel. This is the
method by which we manage to deduce Theorem A from Theorem B.

The paper is organized as follows. Section 2 brings into our setting some known tools
for studying distinction problems. The foremost tool is the geometric lemma of Bernstein–
Zelevinskywhich is long-known to serve as theMackey theory of admissible representations.
It allows us to study invariant functionals on induced representations through distinction
properties of the inducing data. On top of that, our main tool for producing functionals on
induced representations is theBlanc–Delorme theory developed in [3]. Theirmethod, adapted
to our needs in Proposition 2.3, can construct a desired functional by taking a continuation
of an analytic family of integrals.

Section 3 deals with the proof of both implications of Theorem B. We present each
standardmodule as amultiplication, in the sense of parabolic induction, of essentially square-
integrable representations. We then can state arguments of a combinatorial nature, such as
Lemma 3.3, about the structure of the space of invariant functionals on a standard module.
The first implication of Theorem B, which is also the crucial step for the proof of TheoremA,
follows from this key lemma. We also deduce a multiplicity one theorem (Proposition 3.6)
for Hn-invariant functionals on a large class of (possibly reducible) standard modules.

The second implication is shown by obtaining the existence of invariant functionals from
the Blanc–Delorme theory.

Finally, Sect. 4 deals with ladder representations. We show the deduction of Theorem A
from Theorem B as described above. Theorem 4.2 further resolves between distinction and
η-distinction of a proper ladder representation, in terms of the inducing data of its standard
module.

For the last part of Theorem A (Theorem 4.6), the additional tool of Gelfand–Kazhdan
derivatives needs to be introduced. The idea, which traces back to [7,9], is that distinction
of a given smooth irreducible representation implies the distinction of at least one of its
derivatives. Using this in combination with the derivative data of ladder representations,
which was obtain in [10], allows us to contradict the possibility of distinction of certain
representations.

2 Distinction of induced representations

Wewill write representations of a locally compact totally disconnected groupG as (π, V ), or
simply as π , where V is a complex vector space and π : G → GL(V ) is a homomorphism.
The representation (π, V ) is called (smooth) admissible if the stabilizer of each vector in V
is an open subgroup ofG and for every compact open subgroup K < G, the space of vectors
in V invariant under K is of finite dimension.

Given an admissible representation (π, V ) of Gn and a character α of Hn , we say that a
functional 	 on V is (Hn, α)-equivariant if 	(π(h)v) = α(h)	(v) for all h ∈ Hn , v ∈ V . If
such π (not necessarily irreducible) has a non-zero (Hn, α)-equivariant functional on it, we
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1114 M. Gurevich

will say that π is α-distinguished. Note, that n will sometimes be implicit in our notation.
We will say that π is distinguished, if it is 1-distinguished.

For an admissible representation π of Gn , we denote by π∨ its contragredient represen-
tation. Also, denote by πτ its Galois twist, that is, πτ (g) = π(gτ ), for all g ∈ Gn .

Given a character β of Gn , we will often write βπ for the tensor product representation
β ⊗ π of Gn .

2.1 Consequences of the geometric lemma

Any standard Levi subgroup of Gn is of the form M = M(m1,··· ,mt ) = Gm1 × · · · × Gmt <

Gn (
∑t

i=1 mi = n), with the obvious diagonal embedding. If σ1, . . . , σt are admissible
representations of Gm1 , . . . ,Gmt , respectively, we denote by σ1×· · ·×σt the representation
of Gn constructed by normalized parabolic induction. In other words, the M-representation
σ := σ1 ⊗ · · · ⊗ σt is naturally lifted to P, where M ⊆ P ⊆ Gn is the standard parabolic
subgroup corresponding to M. Then,

σ1 × · · · × σt = indGn
P (δ

1/2
P σ),

where δP is the modular character of P and ind denotes the (non-normalized) induction func-
tor of smooth representations from the subgroup P < Gn . For an admissible representation
π of Gn , we denote by rM,Gn (π) the representation of M which is the normalized Jacquet
module of π . See, for example, [2, Section 2.3] for the definitions of induction of smooth
representations and the Jacquet module.

First, we would like to deal with distinction properties of representations of Gn that are
parabolically induced from a standard Levi subgroup. Let us fix one such subgroup M < Gn

and its corresponding parabolic subgroup P for the rest of this section. We will need a
convenient description of the double cosets space P\Gn/Hn .

Let W denote the Weyl group of Gn realized as NGn (T )/T , where T is the diagonal
maximal torus of Gn . Set WM = {w ∈ W : wMw−1 = M}, and its normal subgroup
WM = NM (T )/T , which is the Weyl group ofM. There is a natural mapping pM : WM →
St , whose kernel isWM . Here St is the permutation group on {1, . . . , t}. It will sometimes be
convenient to have the notation JM = {1, . . . , t} and refer to the image of pM as permutations
on JM .

Let W [M] ⊂ W be the set of representatives of minimal length for the double cosets
space WM\W/WM . Let W2[M] ⊂ W [M] denote the subset of involutions inside it. By [8,
Proposition 20] there is a bijection betweenW2[M] and P\Gn/Hn . Explicitly, each P − Hn

double coset has a representative η for which ξ = ητ η−1 belongs to the normalizer NGn (T ).
The representative can be chosen so that the projection of ξ toW will fall insideW2[M] (see
also [8, Lemma 19]). The resulting involutive permutation is uniquely defined by the double
coset. See also [13, Section 3] for an equivalent description of the double cosets in different
terms.

It follows easily fromHilbert’s Theorem 90 that for some d ∈ T , dτ ξd−1 = (dη)τ (dη)−1

is in fact a permutation matrix (consists only of 1 and 0 entries). Thus, for each w ∈ W2[M],
we fix a representative ηw of the associated P − Hn double coset, for which ητ

wη−1
w is a

permutation matrix (given by w).
An element w ∈ W2[M] and the double coset associated with it will be called M-

admissible if w ∈ WM . Applying pM , we see that the M-admissible double cosets are
in natural correspondence with involutive permutations ε on JM , for whichmε(i) = mi holds
for all i ∈ JM . The rest of the double cosets can still be described in similar terms, but by
descending to a smaller Levi subgroup. Namely, for w ∈ W [M], we need to observe the
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On a local conjecture of Jacquet, ladder… 1115

subgroup M(w) := M ∩ wMw−1 which must be a standard Levi subgroup for Gn . Note,
that each w ∈ W2[M] ⊆ W2[M(w)] is M(w)-admissible.

Looking at any inclusion L ⊆ M = M(m1,...,mt ) of standard Levi subgroups, we can
describe L as Mγ with γ = (l11, . . . , l1s1 , . . . , lt1, . . . , ltst ) and

∑si
j=1 li j = mi , for all i.

With this in mind, we give another natural enumeration of the blocks of L as pairs

JL ,M = {(i, j) : i = 1, . . . , t, j = 1, . . . , si }
with the lexicographical ordering. Naturally, the ordered set JL ,M is identified with JL by
sending (i, j) to

∑i−1
k=1 sk + j .

Given w ∈ W2[M], we have a description of εw := pM(w)(w) as an involution on
JM(w)

∼= JM(w),M . It must satisfy the rule that for each 1 ≤ i ≤ t and 1 ≤ j < k ≤ si ,
if εw(i, j) = (i ′1, j ′), εw(i, k) = (i ′2, k′), then i ′1 < i ′2. In fact, going over all standard Levi
subgroups L ⊆ M and all involutions ε of JL ,M , which satisfy the above condition and for
which lε(i, j) = li, j holds for all (i, j) ∈ JL ,M , would give a full description of W2[M].

For each w ∈ W2[M], we define the subgroup Mw := M ∩ ηwHnη
−1
w , and similarly for

Pw. Note, that,

Mw = M(w)w = {
(gi )i∈JM(w)

∈ M(w) : gεw(i) = gτ
i

}
.

Suppose that σ is an admissible representation of M. Let (π, V ) be the representation
parabolically induced from σ to Gn . For w ∈ W2[M], let us define the Hn-representation

Vw(π) := indHn

η−1
w Pηw∩Hn

(
δ
1/2
P σ |Pw

)ηw

, where (·)ηw denotes the conjugation functor that

transfers a P∩ηwHnη
−1
w -representation into a η−1

w Pηw ∩Hn-representation. Mackey theory
(proved in the Geometric Lemma of [2]) gives a filtration of π by Hn-sub-representations
{0} = V0 ⊂ V1 ⊂ · · · ⊂ Vk = V , in such a way that each subquotient Vi/Vi−1, i = 1, . . . , k
is isomorphic to Vwi (π) for some enumeration (wi ) of W2[M].

The above geometric decomposition allows us to study the invariant functionals on π in
terms of distinction properties of certain Jacquet modules of σ .

Lemma 2.1 Let w ∈ W2[M] be an involution, and suppose that the Jacquet module
rM(w),M (σ ) is a pure tensor representation, that is,

rM(w),M (σ ) = ⊗i∈JM(w)
σi .

Let F ⊂ JM(w) be a choice of representatives for the orbits of εw on JM(w) (i.e. one index
out of {i, εw(i)} belongs to F, for all i ∈ JM(w)). Then,

HomHn (Vw(π), C)

∼=
(
⊗i∈F : εw(i)=i HomHmi

(σi , C)
)

⊗
(
⊗i∈F : εw(i)=i HomGmi

(σ τ
i , σ∨

εw(i))
)

.

Proof By [4, Lemma 6.4]2 we deduce that

HomHn (Vw(π), C) ∼= HomMw (rM(w),M (σ ), C).

Now, from the description of Mw it follows that,

HomMw (rM(w),M (σ ), C) ∼=
(
⊗i∈F : εw(i)=i HomHmi

(σi , C)
)

⊗
(

⊗i∈F : εw(i)=i Hom{
(gτ ,g)∈Gmi ×Gmεw(i)

}(σi ⊗ σεw(i), C)

)

.

2 The proof in [4] adapts the results of [11] to its own setup. In particular, theirW2[M] is defined differently.
Yet, going through the same proof verbatim with our definitions would give the same result for our setting.
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1116 M. Gurevich

The second term of the tensor product is evidently built from spaces of invariant pairings
between σ τ

i and σεw(i). ��
Finally we will need the following simple fact about induction and distinguished repre-

sentations.

Lemma 2.2 ([6, Proposition 26] or [15, Lemma 6.4]) Suppose that M = M(m1,...,mt ) < Gn

is a standard Levi subgroup. Let σi be a distinguished admissible representation of Gmi , for
all 1 ≤ i ≤ t . Then, π = σ1 × · · · × σt is distinguished.

2.2 Blanc–Delorme theory

For the standard Levi subgroup M = M(m1,...,mt ) < Gn , let us define the complex algebraic
variety X of unramified characters of M. That is, X consists of characters of the form νλ :=
νλ1 ⊗· · ·⊗νλt , where ν is the character (of anyGmi ) given by the formula ν(g) = | det(g)|E ,
and λ = (λ1, . . . , λt ) ∈ C

t . The natural covering map C
t → X equips X with a structure of

an affine algebraic variety isomorphic to
(
C

×)t . As complex functions, the regular functions
on X composed with the covering map are polynomials in the variables q±λ1 , . . . , q±λt ,
where q is the size of the residual field of E.

Let σ be an admissible representation of M, and (π, V ) the representation of Gn par-
abolically induced from σ as before. It is possible to see π as one element of a family of
representations parametrized by unramified characters inX. Namely, for all χ ∈ X , the repre-
sentation πχ := indGn

P (χσ) can be realized on the same space V (see [4, 1.3] for the precise
construction), making πχ(g) an analytic family of operators, for each g ∈ Gn . We will omit
the description of such a realization, since it will not be of relevance here.

Now, suppose thatmi = mt+1−i , for all 1 ≤ i ≤ t . In this setting, we would like to exploit
the theory developed in [3] to produce a non-zero Hn-invariant functional onπ , under suitable
conditions.

Let β ∈ W2[M] be the M-admissible element that is given by εβ(i) = t + 1 − i , for all
i ∈ JM = {1, . . . , t}. Note, that ηβHnη

−1
β is the fixed point subgroup of the involution θ = θβ

on Gn given by θ(g) = ξ−1
β gτ ξβ , where ξβ ∈ Gn is the permutation matrix corresponding

to β. The subgroup θ(P) is then the opposite parabolic to P relative to the θ -stable maximal
torus T (the fixed diagonal torus).

Noting the action of θ on the characters of Gn , we define Xθ ⊂ X as the connected com-
ponent of the identity character inside the affine variety of θ -anti-invariants of X. Explicitly,

Xθ = {
νλ1 ⊗ · · · ⊗ νλt ∈ X : ∀i, λi = −λt+1−i

} ∼= (
C

×)�t/2�
.

Suppose now that 	 is a non-zero Hn-invariant functional on Vβ(π). Recalling [4, Lemma

6.4] as before, this gives the existence of a non-zero functional 	̃ on the space of σ , which is
invariant under the action of Mβ = M ∩ Gθ

n . Now, when such 	̃ is put in the setting of [3,
Theorem 2.8], we conclude the following statement. There is a regular function r on Xθ , such
that for eachχ ∈ Xθ with r(χ) = 0 there is a functional 0 = J (	, χ) ∈ V ∗ which is invariant
under the action of πχ |Gθ

n
. Moreover, for every φ ∈ V , the function χ �→ r(χ)J (	, χ)(φ)

can be prolonged to a regular function on Xθ .
This family of functionals can be used to construct a single non-zero functional on the

original representation π . We summarize it in the following statement.

Proposition 2.3 Let M = M(m1,...,mt ) < Gn be a standard Levi subgroup, with mi =
mt+1−i , for all 1 ≤ i ≤ t . Let π be a representation of Gn parabolically induced from M.
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On a local conjecture of Jacquet, ladder… 1117

Let β ∈ W2[M] be the M-admissible element that is given by εβ(i) = t + 1 − i , for all
i ∈ JM = {1, . . . , t}.

If Vβ(π) has a non-zero Hn-invariant functional, then π is distinguished.

Proof The analytic continuation of L(χ) := r(χ)J (	, χ) to χ = 1 (the trivial character)
defines a functional on V invariant under π(ηβHnη

−1
β ). Fix an (affine) curve Y ⊂ Xθ such

that 1 ∈ Y , and r |Y is a non-zero function. It follows that S = {L(χ)(φ)|Y : φ ∈ V } is a
collection of non-zero regular functions onY. Let p(χ) be a regular function onY whose order
of vanishing at 1 equals to the minimum of these orders for S. Then, L = p(χ)−1L(χ)|χ=1

gives a non-zero functional. Hence, 0 = L ◦ π(ηβ) ∈ V ∗ is Hn-invariant. ��

3 Distinction of standard modules

3.1 Notations

Denote by ΠGn the set of isomorphism classes of irreducible admissible representations of
Gn . Given integers a ≤ b, such that b−a+1 divides n, and a supercuspidal ρ ∈ ΠGn/(b−a+1) ,
there is a unique irreducible quotient representation of νaρ×νa+1ρ×· · ·×νbρ.Wedenote this
representation by Δ(ρ, a, b), and call it a segment. These are exactly the essentially square-
integrable representations in ΠGn . We say that a segment Δ1 ∈ ΠGn1

precedes another
segment Δ2 ∈ ΠGn2

if Δ1 ∼= Δ(ρ, a1, b1) and Δ2 ∼= Δ(ρ, a2, b2) for some supercuspidal
ρ and integers with a1 < a2 ≤ b1 + 1 and b1 < b2. A representation that is induced from
two segments Δ1 × Δ2 is irreducible, if and only if, none of the segments precedes the other
([18, 9.7]). Also, we have Δ1 × Δ2 ∼= Δ2 × Δ1 when it is irreducible.

Denote by cπ the central character of π ∈ ΠGn . For all g ∈ E×, |cπ (g)| = |g|rE for
some r ∈ R. We will call r the real exponent of π and denote it by �(π) = r . Clearly,
�(νπ) = n + �(π). Also, if π is a subquotient of π1 × π2, then �(π) = �(π1) + �(π2).
Together with the fact that νkΔ(ρ, a, b) ∼= Δ(ρ, a + k, b + k) for any integer k, it is easy to
see that if a segment Δ1 precedes Δ2, then �(Δ1) < �(Δ2).

The normalized Jacquet module of segments has a clear description ([18, 9.5]). Sup-
pose that Δ = Δ(ρ, a, b) ∈ ΠGn with ρ ∈ ΠGd . In case d divides all mi ’s, we have
rM(m1,...,mt ),Gn (Δ) = Δ(ρ, a1, b1) ⊗ · · · ⊗ Δ(ρ, at , bt ), where b1 = b, d(bi − ai + 1) = mi ,
and bi+1 = ai − 1, for all i. Otherwise, the Jacquet module is the zero representation.

A representation of Gn is called a standard module if it is parabolically induced from
a representation κνλ of a standard Levi subgroup M = M(m1,...,mt ) < Gn , where κ is an
irreducible tempered representation, and λ = (λ1, . . . , λt ) ∈ R

t , with λ1 > λ2 > · · · > λt .
Denote by SGn the set of isomorphism classes of standard modules of Gn . Each element
of it can be described by the triple (M, κ, λ) known as the Langlands data. The Langlands
classification for Gn (proved in [16]) can be formulated as a bijection Σ : ΠGn → SGn (or
between ΠGn and triples of Langlands data), which satisfies the property that each π ∈ ΠGn

is the unique irreducible quotient of Σ(π). It is known that Σ(π) = π , if and only if, π is
generic. We will slightly abuse notation by using Σ as a notation for a given element inSGn

as well.
In fact, our treatment of standard modules will not be focused on the above definition, but

rather on the following well-known description of a standard module in terms of segments.

Proposition 3.1 Every Σ ∈ SGn can be realized as an induced representation of the form
Δ1 × · · · × Δt , where each Δi is a segment, such that Δi does not precede Δ j whenever
i < j .
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1118 M. Gurevich

Proof Suppose thatΣ is parabolically induced from κ1ν
λ1 ⊗· · ·⊗κtν

λt , as in the definition.
It is known that a tempered representation κi ∈ ΠGmi

can be realized as an induced represen-

tation of the formΔi,1×· · ·×Δi,ri , where {Δi, j } j is a uniquely definedmultiset3 of segments,
all of which have real exponent 0. Bearing in mind that νλi Δ(ρ, a, b) ∼= Δ(νλi ρ, a, b) and
the transitivity property of parabolic induction, we see thatΣ can be realized asΔ1×· · ·×Δt ,
where each Δi is a segment, such that �(Δ1) < · · · < �(Δt ). ��

We will call an induced representation as described in the above proposition a rangée
module. Each rangée module is a realization of a standard module. Two rangée modules are
isomorphic, if and only if, they differ by a permutation on their defining segments. Moreover,
it is true that eachmultiset of segments can be reordered in such away that theirmultiplication
would give a rangée module. Thus, SGn is in bijection with multisets of segments.

If S is a rangée module realization of the standard module Σ ∈ SGn , we will write
S = Σ . Yet, it will be useful to make a distinction between an element Σ ∈ SGn and any of
its concrete realizations S as a representation induced from a specified ordering of segments.

For a supercuspidal ρ ∈ ΠGk , consider the collection [ρ] = {νlρ : l ∈ Z}. Given a rangée
module S = Δ1 × · · · × Δt , we set S[ρ] = Δi1 × · · · × Δis , where 1 ≤ i1 < · · · < is ≤ t
are the indices for which Δi j

∼= Δ(ρ, a, b) for some a, b. Let us set S[ρ] = 1 if there are no
such indices. In these terms we always have a canonical (up to permutation) decomposition
S ∼= S[ρ1]×· · ·×S[ρl ] for some supercuspidals ρ1, . . . , ρl , such that [ρi ] and [ρ j ] are disjoint
for distinct i, j . Clearly, if S = Σ , then Σ[ρ] := S[ρ] is well-defined.

We will say that a rangée module S is right-ordered, if S = S[ρ1] × · · · × S[ρl ] and for
each i , S[ρi ] = Δ(ρi , ai1, b

i
1) × · · · × Δ(ρi , aiti , b

i
ti ) with bi1 ≥ bi2 ≥ · · · ≥ biti , for all i . It

is easily seen that each Σ ∈ SGn has a (possibly non-unique) right-ordered rangée module
realization.

For π ∈ ΠGn we set π[ρ1], . . . , π[ρl ] to be the irreducible representations of the corre-
sponding groups, such thatΣ(π[ρi ]) = Σ[ρi ], for all 1 ≤ i ≤ l. This provides a decomposition
of the form π ∼= π[ρ1] × · · ·×π[ρl ]. The elements of the decomposition are sometimes called
the pure components of π . When π = π[ρ], we will say that π is of pure type [ρ]. Similar
notation will also be used for standard modules.

3.2 Jacquet’s conjecture—first implication

Let us recall the results of [5, Propositions 11, 12] which state that a representation π ∈ ΠGn

has at most one non-zero Hn-invariant functional up to a scalar. If indeed π is distinguished,
then we must have πτ ∼= π∨. As mentioned, the converse claim is not always true. Yet, let
us investigate the standard module Σ(π) of π ∈ ΠGn which satisfies πτ ∼= π∨.

It is easy to see that segments satisfy Δ(ρ, a, b)τ ∼= Δ(ρτ , a, b). It is also known ([18,
9.4]) thatΔ(ρ, a, b)∨ ∼= Δ(ρ∨,−b,−a). It then follows that a segmentΔ1 precedes another
segmentΔ2, if and only if,Δτ

1 precedesΔτ
2, if and only if,Δ

∨
2 precedesΔ∨

1 . Thus, for a rangée
module S = Δ1×· · ·×Δt , both the representations Sτ ∼= Δτ

1 ×· · ·×Δτ
t andΔ∨

t ×· · ·×Δ∨
1

will be rangée modules. If S = Σ , let us denote by Στ the isomorphism class of the former,
and by Σ∗ the class of the latter. Let us remark though, that S∨ is generally not a standard
module, hence, Σ∗ must not be confused with the contragredient representation to Σ .

Proposition 3.2 Any π ∈ ΠGn satisfies Σ(πτ ) = Σ(π)τ and Σ(π∨) = Σ(π)∗. In partic-
ular, πτ ∼= π∨ holds, if and only if, Σ(π)∗ = Σ(π)τ .

3 We will use this terminology to refer to a finite tuple of objects whose order is immaterial.

123



On a local conjecture of Jacquet, ladder… 1119

Proof Since the Galois automorphism is obviously an exact functor, πτ is the irreducible
quotient ofΣ(π)τ and thefirst equalitymust hold. The second equality is proved, for example,
in [17, Proposition 5.6]. ��

Our first mission is to show that distinction of Σ(π), for π ∈ ΠGn , already imposes the
condition πτ ∼= π∨. For that we will need the following key lemma.

Lemma 3.3 Suppose S is a right-ordered rangée module realization of a standard module of
Gn that is induced from segments on a Levi subgroupM. Then, for every non-M-admissible
element w ∈ W2[M], the space of Hn-invariant functionals on the representation Vw(S) is
zero.

Proof Assume the contrary, that is,w ∈ W2[M] is a non-admissible element such thatVw(S)

has a non-zero Hn-invariant functional 	.
Let us write δ = ⊗i∈JM δi for theM-representation from which S is induced (each δi is a

segment). We can also write

rM(w),M (δ) = ⊗(i, j)∈JM(w),M δi, j ,

where δi,1 ⊗ · · · ⊗ δi,si is the Jacquet module of δi as a representation of the corresponding
Levi subgroup of Gmi . From the formula for Jacquet modules of segments we know that
each δi, j must be a segment or the zero representation. In particular, if δi, j is distinguished,
then it must satisfy δ∨

i, j
∼= δτ

i, j . Combining the last fact, Lemma 2.1, and the existence of 	,
we conclude that the δi, j ’s must all be non-zero representations and that δ∨

εw(i, j)
∼= δτ

i, j holds
for all (i, j) ∈ JM(w),M .

Since w is non-M-admissible, M(w) is strictly contained inM, which means there exists
i0 ∈ JM with si0 > 1. Let us assume i0 is the minimal such index. Then, δi0 = Δ(ρ, a, b)
for some supercuspidal ρ and integers a < b, δi0,1 = Δ(ρ, d + 1, b) and δi0,2 = Δ(ρ, c, d)

for some integers a ≤ c ≤ d < b. Suppose that εw(i0, 1) = (i1, j1) and εw(i0, 2) =
(i2, j2). We know that δi1, j1

∼=
(
δτ
i0,1

)∨ ∼= Δ
(
(ρτ )∨ ,−b,−d − 1

)
, and similarly δi2, j2

∼=
Δ((ρτ )∨,−d,−c). We also know that i1 < i2. Recalling that S was right-ordered, this must
mean that δi1 ∼= Δ((ρτ )∨, a′, b′) for some a′ ≤ −b and −c ≤ b′. Now, since −d − 1 < −c,
we deduce that j1 > 1 and that δi1,1

∼= Δ((ρτ )∨, e, b′) for some −d ≤ e ≤ b′. But, that
means εw(i1, 1) = (i3, j3) for some i3 < i0. From minimality of i0, we must have j3 = 1

and δi3 = δi3, j3
∼=

(
δτ
i1,1

)∨ ∼= Δ(ρ,−b′,−e). Finally, notice that −e < b, which is a

contradiction to S being right-ordered. ��
Let S = Δ1×· · ·×Δt be a right-ordered rangéemodule. Let 	 be a non-zero Hn-invariant

functional on S. When filtering the representation space of S as an induced representation
from segments on a Levi subgroup M, 	 must induce a non-zero Hn-invariant functional on
Vw(S), for some w ∈ W2[M]. By the above lemma, w must be M-admissible, hence, εw is
a permutation on JM . Recalling Lemma 2.1, we see that Δτ

εw(i)
∼= Δ∨

i for all i ∈ JM with
εw(i) = i and that Δi is distinguished for i ∈ JM such that εw(i) = i . This analysis has the
following corollaries.

Proposition 3.4 If S = Δ1 × · · · Δt is any rangée module realization of a distinguished
standard module of Gn, then Δτ

ε(i)
∼= Δ∨

i for some involution ε on {1, . . . , t}. In particular,

S∗ = Sτ
.

Moreover, when ε(i) = i , the segment Δi is distinguished.
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Proof There is a permutation α of {1, . . . , t} such that Sα = Δα(1) × · · · × Δα(t) is a
right-ordered rangée module, and Sα = S. Recalling again that a distinguished segment
Δi ∈ ΠGmi

must satisfy Δτ
i

∼= Δ∨
i , we see that ε := α−1εwα would fill the requirements of

the statement.
The existence of such ε also shows the multisets of segments defining both S∗

and Sτ
are

the same. ��
Remark 3.1 The above can be seen as a generalization of the main theorem of [13], where
the case of a generic irreducible representation was handled, that is, when S = Σ(π) = π ∈
ΠGn .

Corollary 3.5 If Σ(π) is distinguished for π ∈ ΠGn , then π∨ ∼= πτ .

Proposition 3.6 Suppose thatS = Δ1×· · ·×Δt is a rangéemodule realization of a standard
module of Gn, such that Δi � Δ j for all distinct i, j . Then, dim HomHn (S, C) ≤ 1.

Proof As before, we can assume S is right-ordered and parabolically induced from segments
on a standard Levi subgroup M < Gn . Suppose that S is distinguished. We have seen that
as a consequence Vw(S) is distinguished for some M-admissible w ∈ W2[M]. That forces
Δτ

εw(i)
∼= Δ∨

i for all i, as in the proof of Proposition 3.4.Now, ifVw′(S) had been distinguished
for some other M-admissible w = w′ ∈ W2[M], it would have also imposed the condition
Δτ

εw′ (i)
∼= Δ∨

i . But, that condition cannot hold for two different involutions because of our
assumption. Hence, Vw(S) is the only distinguished geometric subquotient of S. Yet, since
segments are irreducible, by the general multiplicity-one theorem dim HomHmi

(Δi , C) ≤ 1
(where Δi ∈ ΠGmi

). Together with Lemma 2.1, it implies that dim HomHn (Vw(S), C) ≤ 1.
The validity of the statement follows easily. ��
3.3 Jacquet’s conjecture—converse implication

We treat the converse problem, that is, what can be said about the distinction properties of a
general standard module Σ which satisfies Σ∗ = Στ .

Let η be the quadratic character of F× associated to the extension E/F . Let χ be any
extension of η to E×. We also denote by η and χ the corresponding characters of Hm and
Gm , for any m, obtained by composition with the determinant maps Gm → G1, Hm → H1.
Since χ is trivial on the group of norms (for the extension E/F) of E×, we have χτ = χ−1.

The representationχπ is distinguished, if and only,π is η-distinguished.Note, thatχ(π1×
π2) ∼= (χπ1) × (χπ2), and that χΔ(ρ, a, b) ∼= Δ(χρ, a, b) for all segments. In particular,
SGn is closed under tensoring with χ . In this context we note the following obvious corollary
of Lemma 2.2.

Corollary 3.7 Suppose that M = M(m1,...,mt ) < Gn is a standard Levi subgroup. Let σi be a
η-distinguished admissible representation of Gmi , for all 1 ≤ i ≤ t . Then, π = σ1 ×· · ·×σt
is η-distinguished.

Let us recall what is known about distinction of segments. We will recast the accumulated
results of [9,12] and [1] on the issue into a unified notation.

Note, that �((πτ )∨) = −�(π) for all π ∈ ΠGn . Now, when ρ ∈ ΠGn is a supercuspidal
representation satisfying [(ρτ )∨] = [ρ], we have �(ρ) = nr + �((ρτ )∨) = nr − �(ρ) for
some integer r . Thus, �(ρ)

n must be half-integer.

Proposition 3.8 Let ρ ∈ ΠGn be a supercuspidal representation satisfying (ρτ )∨ = ρ.
Then, there is a bit γ (ρ) ∈ {0, 1}, such that ρ is ηγ (ρ)-distinguished.
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Proof It follows from the assumption that �(ρ) = 0. As a supercuspidal representation with
a unitary central character, ρ is square-integrable. The statement then follows essentially
from the main theorem of [9]. We only remark why the requirement on the central character
in Kable’s result is superfluous with our formulation. Indeed, the proof of [9, Theorem 7]
shows that the local Asai L-function of one of the representations ρ and χρ has a pole at 0.
Applying [9, Theorem 4] is then enough to finish the argument. ��
Proposition 3.9 Let ρ ∈ ΠGn be a supercuspidal representation, and Δ = Δ(ρ, a, b) a
segment. Then,

1. The identity Δ ∼= (Δτ )∨ holds, if and only if, [(ρτ )∨] = [ρ] and �(Δ) = 0.
2. Suppose that [(ρτ )∨] = [ρ] holds. Then, there is an invariant bit γ (ρ) = γ ([ρ]) ∈ {0, 1}

extending the previous definition of γ for unitarizable supercuspidals, such that if Δ ∼=
(Δτ )∨ holds, then the segmentΔ is ηγ (ρ)-distinguished, and is not ηγ (ρ)+1-distinguished.

Proof 1. If Δ ∼= (Δτ )∨ holds, then [(ρτ )∨] = [ρ] and �(Δ) = 0 are immediate. Con-
versely, suppose that [(ρτ )∨] = [ρ] holds. Note, that

�(Δ) = b − a + 1

2
(na + nb + 2�(ρ))

as a sum of an arithmetic progression. Thus, when �(Δ) = 0, we have a + b =
−2�(ρ)/n. Since ρ is the only element of [ρ] with real exponent �(ρ), we must have
ν2�(ρ)/n(ρτ )∨ ∼= ρ. From this, Δ((ρτ )∨,−b,−a) ∼= Δ(ρ, a, b) easily follows.

2. We denote ρ0 = ν−�(ρ)/nρ and γ0 = γ (ρ0), as defined in Proposition 3.8. When
Δ ∼= (Δτ )∨ holds, [12, Corollary 4.2] states that Δ is ηγ0+a−b-distinguished. Yet, we
have observed above that in this the parity of a − b is the same as 2�(ρ)/n. Thus,

γ (ρ) := γ0 + 2�(ρ)/n (mod 2)

will satisfy the condition in the statement. This definition of γ is also easily seen to be an
invariant of [ρ]. Finally, the fact thatΔ cannot be both distinguished and η-distinguished
is proved in [1]. ��

Remark 3.2 We clearly have γ (χρ) = 1 − γ (ρ).
Also, if [(ρτ )∨] = [ρ], note that ((ν1/2ρ)τ )∨ = ν−1/2(ρτ )∨ ∈ [ν1/2ρ]. Thus, γ (ν1/2ρ)

is well-defined. Going through the definition of γ in the above proof, one can deduce that
γ (ν1/2ρ) = 1 − γ (ρ).

The knowledge of the distinction properties of segments can be combined with the Blanc–
Delormemethod for producing functionals, and thus learning about the distinction of standard
modules. Let us start with the treatment of a standard module of pure type.

Lemma 3.10 Suppose that Σ = Σ[ρ] = (Στ )∗ ∈ SGn for a supercuspidal ρ. Then Σ is
ηγ (ρ)-distinguished.

If the real exponents of all segments from which Σ is constructed are non-zero, then Σ is
both distinguished and η-distinguished.

Proof Let us write the multiset of segments which define Σ as {Δi }i∈I . Let us partition this
multiset as I = I− ∪ I0 ∪ I+ according to whether�(Δi ) is negative, zero or positive. Define
S0 = ×i∈I0Δi , with an arbitrary order of multiplication. Recall again, that if a segment Δ′
precedes Δ

′′
, we must have �(Δ′) < �(Δ

′′
). Since �(Δi ) = 0 for all i ∈ I0, S0 is a rangée

module.
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1122 M. Gurevich

Clearly, the assumption on Σ compels [(ρτ )∨] = [ρ] to hold. So, by Proposition 3.9, all
{Δi }i∈I0 are ηγ (ρ)-distinguished. By passing from Σ to χγ (ρ)Σ , we may assume they are
in fact all distinguished while retaining the condition Στ = Σ∗. Thus, by Lemma 2.2, S0 is
distinguished. Clearly when S0 = 1, what follows applies to both Σ and χΣ .

Let S+ = Δ+
1 × · · · × Δ+

t be a rangée module constructed from the segments {Δi }i∈I+ .
By our assumption {Δi }i∈I is closed under the operation Δ �→ (Δτ )∨. Since this operation
negates the real exponent of a segment, it actually induces a bijection w : I+ → I− such
that Δw(i) ∼= (Δτ

i )
∨, for all 1 ≤ i ≤ t . If Δ+

j = Δi , let us define Δ−
j := Δw(i). Then,

S− = Δ−
t × · · · × Δ−

1 is a rangée module.
Moreover, arguing as before about the real exponent of preceding segments, we see that

Δ+
1 × · · · × Δ+

t × ×i∈I0Δi × Δ−
t × · · · × Δ−

1

is a rangéemodule realization ofΣ . In particular, it obviouslymeans thatΣ can be realized as
the induced representationπ := Δ+

1 ×· · ·×Δ+
t ×S0×Δ−

t ×· · ·×Δ−
1 . SinceΔ+

i
∼= ((Δ−

i )τ )∨
for all 1 ≤ i ≤ t and S0 is distinguished, by Lemma 2.1 Vβ(π) is distinguished, where β is
as described in Proposition 2.3. So, by that proposition π must be distinguished as well. ��

In general, we can now formulate the analogue of the Jacquet’s conjecture on the level of
standard modules.

Theorem 3.11 Let π ∈ ΠGn be such that π∨ ∼= πτ . Then, there is a decomposition π ∼=
π1 ×π2 ×π3, where πi ∈ ΠGni

for i = 1, 2, 3,Σ(π) = Σ(π1)×Σ(π2)×Σ(π3),Σ(π1) is
both distinguished and η-distinguished, Σ(π2) is distinguished but not η-distinguished, and
Σ(π3) is not distinguished but η-distinguished. Each of π1, π2, π3 may be missing from the
decomposition.

Proof Let Σ(π) = Σ(π[ρ1]) × · · · × Σ(π[ρt ]) be the canonical decomposition to standard
modules of the pure components of π . By Proposition 3.2, Σ(π)∗ = Σ(π)τ . Hence, there

is an involution w on {1, . . . , t}, such that
[
ρτ

w(i)

]
= [ρ∨

i ], and Σ(π[ρw(i)])∗ = Σ(π[ρi ])τ .
Since a change in the order of the pure components is of no effect, we can assume that there
is 0 ≤ r < t such that w(2i) = 2i − 1 for all 1 ≤ i ≤ r , and w(i) = i for all 2r < i ≤ t .

Fix 1 ≤ i ≤ r . Let Δ1 × · · · × Δk be a realization of Σ(π[ρ2i ]). Then,

S = (Δτ
k )

∨ × · · · × (Δτ
1)

∨ × Δ1 × · · · × Δk

must be a realization of Σ(π[ρ2i−1]) × Σ(π[ρ2i ]). Yet, by Proposition 2.3 and Lemma 2.1, S
is distinguished. Furthermore, the fact that ((χΔ)τ )∨ ∼= χ (Δτ )∨ shows that χS is distin-
guished by the same argument.

By invoking Lemma 2.2, we see that Σ ′ = (
Σ(π[ρ1]) × Σ(π[ρ2])

) × · · ·
× (

Σ(π[ρ2r−1]) × Σ(π[ρ2r ])
)
is both distinguished and η-distinguished.

Finally, we have Σ(π) = Σ ′ × Σ(π[ρ2r+1]) × · · · × Σ(π[ρt ]), where each 2r < i ≤
t satisfies Σ(π[ρi ])∗ = Σ(π[ρi ])τ . Thus, after a proper rearrangement of the indices, by
Lemma 3.10 there will be 2r +1 ≤ s1 ≤ s2 ≤ t , such thatΣ(π[ρi ]) is both distinguished and
η-distinguished for all 2r+1 ≤ i ≤ s1, distinguished for all s1 ≤ i ≤ s2, and η-distinguished
for all s1 ≤ i ≤ t . Put

π ′
1 = ×s1

i=1π[ρi ] π ′
2 = ×s2

i=s1+1π[ρi ] π ′
3 = ×t

i=s2+1π[ρi ].

The statement will then be partially satisfied by Lemma 2.2 and Corollary 3.7, when setting
πi = π ′

i . For the complete statement, we should switch to π1 := π ′
1 × π ′

2 and omit π2 from
the decomposition, in case Σ(π ′

2) happens to be η-distinguished as well. A similar switch
can be done when π ′

3 happens to be distinguished. ��
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Reading the above theorem, it may be tempting to conjecture that the irreducible repre-
sentations πi , i = 1, 2, 3, should satisfy the same distinction properties as their respective
standard modules. Yet, we will see that the class of ladder representations serves as a source
of examples for π ∈ ΠGn of pure type, whose standard module is both distinguished and
η-distinguished, while π itself satisfies only one “kind” of distinction.

4 Distinction of ladder representations

We will say that a rangée module S = Δ1 × · · ·×Δt is of proper ladder type if Δi precedes
Δi−1, for all 1 < i ≤ t . Note, that for such S, the standard module S ∈ SGn has a unique
rangée module realization. Hence, we can safely say that S is of proper ladder type. A
representation π ∈ ΠGn is called a proper ladder representation if Σ(π) is of proper ladder
type. In particular, proper ladder representations are of pure type.

In [10], a ladder representation was defined as π ∈ ΠGn , for which Σ(π) can be realized
as Δ(ρ, a1, b1) × · · · × Δ(ρ, at , bt ), with a1 > a2 > · · · > at and b1 > b2 > · · · > bt .

The following straightforward lemma shows that ladder representations are easily decom-
posed into proper ladder representations.

Lemma 4.1 Let π be a ladder representation. There are unique proper ladder representa-
tions π1, . . . , πk such that

Σ(π) = Σ(π1) × · · · × Σ(πk)

holds, and for which the defining segments of Σ(πi ) do not precede those of Σ(π j ), for
distinct i, j . Moreover, π ∼= π1 × · · · × πk .

Proof Suppose that π is realized as Δ(ρ, a1, b1) × · · · × Δ(ρ, at , bt ). We write

i1 = min{1 ≤ i ≤ t : bi+1 < ai − 1} (bt+1 = −∞),

and denote Σ1 = Δ(ρ, a1, b1) × · · · × Δ(ρ, ai1 , bi1). Next, we write

i2 = min{i1 < i ≤ t : bi+1 < ai − 1},
and Σ2 = Δ(ρ, ai1+1, bi1+1) × · · · × Δ(ρ, ai2 , bi2). We continue like so until ik = t .

The irreducible representations π1, . . . , πk for which Σ(πi ) = Σi clearly satisfy the
first conditions of the statement. The equality π ∼= π1 × · · · × πk then follows from [18,
Proposition 8.5]. ��

Suppose that Δ = Δ(ρ, a, b) is a segment that precedes Δ′ = Δ(ρ, a′, b′). Then, (Δ ∪
Δ′)× (Δ∩Δ′) is a sub-representation ofΔ′ ×Δ, whereΔ′ ∪Δ = Δ(ρ, a, b′) andΔ′ ∩Δ =
Δ(ρ, a′, b). Moreover, ifΣ(π) = Δ′×Δ, thenπ is given asΣ(π)/

(
(Δ ∪ Δ′) × (Δ ∩ Δ′)

)
.

Such description of the maximal sub-representation of a standard module was generalized in
[10] for standard modules of ladder representations.

Suppose that π ∈ ΠGn is a proper ladder representation, with S = Δ1×· · ·×Δt realizing
Σ(π). For all i = 1, . . . , t − 1, we define

Si = Δ1 × · · · × Δi−1 × (Δi+1 ∪ Δi ) × (Δi+1 ∩ Δi ) × Δi+2 × · · · × Δt .

It is easy to check that the Si ’s are all standard modules, which by exactness of parabolic
induction can be embedded as sub-representations of S. Let us denote Σi = Si , and con-
sider Σ1, . . . , Σt−1 ⊂ Σ(π) as sub-representations. The main theorem of [10] states that
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π ∼= Σ(π)/ (Σ1 + · · · + Σt−1). We would like to use this description to obtain invariant
functionals on ladder representations.

Theorem 4.2 Let π = π[ρ] ∈ ΠGn be a proper ladder representation, with Σ(π) = Δ1 ×
· · · × Δt . Then πτ ∼= π∨ holds, if and only if, π is ηγ (ρ)+t+1-distinguished.

Proof As mentioned before, when π is distinguished, πτ ∼= π∨ follows from [5, Propo-
sition 12]. In the same manner, when χπ is distinguished, χτπτ ∼= χ−1π∨ holds, but
χτ = χ−1.

Conversely, suppose that πτ ∼= π∨ holds.
By Proposition 3.2we haveΣ(π)∗ = Σ(π)τ . Hence, (Δτ

t )
∨×· · ·×(Δτ

1)
∨ ∼= Δ1×· · · Δt .

Since there is only one rangée module realization of a standard module of proper ladder type,
we must have Δt+1−i ∼= (

Δτ
i

)∨. In particular, �(Δi ) = −�(Δt+1−i ). The ladder condition
also imposes �(Δ1) > �(Δ2) > · · · > �(Δt ). Thus, if t is even, �(Δi ) = 0 for all
i . Lemma 3.10 then indicates that Σ(π) is ηγ (ρ)+t+1-distinguished. The same lemma also
gives the same conclusion when t is odd (ηγ (ρ)+t+1 = ηγ (ρ)).

We exhibited a non-zero (Hn, η
γ (ρ)+t+1)-equivariant functional onΣ(π). Now,wewould

like to show that it factors through the map Σ(π) �→ π . In other words, we like to show the
functional vanishes on each Σi , i = 1, . . . , t − 1. It is enough to show that these standard
modules are not ηγ (ρ)+t+1-distinguished.

Assume the contrary, that is, Σ ′ = χγ (ρ)+t+1Σi0 is distinguished, for some i0. Let
Δ′

1 × · · · × Δ′
t be a realization of Σ ′, where Δ′

j = χγ (ρ)+t+1Δ j for 1 ≤ j < i0 or

i0 + 1 < j ≤ t , and Δ′
i0

= χγ (ρ)+t+1
(
Δi0+1 ∪ Δi0

)
, Δ′

i0+1 = χγ (ρ)+t+1
(
Δi0+1 ∩ Δi0

)
.

By Proposition 3.4 there is an involution ε on {1, . . . , t}, such that
(
Δ′τ

j

)∨ ∼= Δ′
ε( j).

Suppose that t + 1 − i0 /∈ {i0, i0 + 1}. Then,
Δ′

ε(t+1−i0)
∼= χγ (ρ)+t+1 (

Δτ
t+1−i0

)∨ ∼= χγ (ρ)+t+1Δi0 .

Yet, since Σ(π) is of ladder type, it can be easily seen that none of Δ′
1, . . . , Δ

′
t can be

isomorphic to χγ (ρ)+t+1Δi0 . Thus, we must have t + 1 − i0 ∈ {i0, i0 + 1}. The same
argument also shows that t + 1− (i0 + 1) ∈ {i0, i0 + 1}. In other words, t must be even, and
i0 = t/2.

Now, by repeating a similar argument we can see that if ε(i0) /∈ {i0, i0 + 1}, then Δ′
i0

∼=
χγ (ρ)+t+1Δt+1−ε(i0). That would have meant Δi0+1 ∪ Δi0

∼= Δt+1−ε(i0), which is again a

contradiction, because Σ(π) is of ladder type. So, ε(i0) ∈ {i0, i0 + 1}. Note, that
(
Δ′τ

i0

)∨ ∼=
Δ′

i0+1 cannot hold, because those are segments of different lengths. Hence, ε(i0) = i0, and

by Proposition 3.4 it means Δi0+1 ∪ Δi0 is ηγ (ρ)+t+1-distinguished. Recalling that t is even,
this gives a contradiction to Proposition 3.9. ��
Theorem 4.3 Let π = π[ρ] ∈ ΠGn be a ladder representation satisfying

πτ ∼= π∨.

Suppose that π ∼= π1 × · · · × πk , with each πi being a proper ladder representation, as
in Lemma 4.1. Suppose further that Σ(π) = Δ1 × · · · × Δt .

Then, in case k is even, π is both distinguished and η-distinguished.
In case k is odd, π is ηγ (ρ)+t+1-distinguished.

Proof Recall that Σ(π) = Σ(π1) × · · · × Σ(πk) and by Proposition 3.2,

Σ(πk)
∗ × · · · × Σ(π1)

∗ = Σ(π)∗ = Σ(π)τ = Σ(π1)
τ × · · · × Σ(πk)

τ .
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The above equality shows two decompositions of a standard module of a ladder representa-
tion into standard modules of proper ladder type, each of which ordered by decreasing real
exponent of their irreducible quotient. Thus, from uniqueness we have π∨

i
∼= πτ

k+1−i , for all
1 ≤ i ≤ k.

In case k is even, we can use Proposition 2.3 to produce the desired functionals on π , and
on χπ , by applying the same argument as in the end of the proof of Lemma 3.10.

In case k is odd, this argument would still be valid if we knew that π(k+1)/2 ∼= (πτ
(k+1)/2)

∨

is ηγ (ρ)+t+1-distinguished. Indeed, by Theorem 4.2, π(k+1)/2 is ηγ (ρ)+t0+1-distinguished,
where t0 is the number of segments in the construction of Σ(π(k+1)/2). Note, that for any
i = (k + 1)/2, Σ(πi ) and Σ(πk+1−i ) are distinct standard modules constructed from an
equal number of segments. Thus, t − t0 is an even number, and ηγ (ρ)+t+1 = ηγ (ρ)+t0+1. ��

Finally, we want to complete the above result by showing that a ladder representation that
is induced from an odd number of proper ladder representations, cannot be both distinguished
and η-distinguished.

Lemma 4.4 Suppose that S = S[ρ] is a rangée module of pure type induced from t segments.
If t is odd, then S is not ηγ (ρ)+1-distinguished.

Proof Assume that S ′ := χγ (ρ)+1S = Δ1×· · ·×Δt is distinguished. Let ε be the involution
on {1, . . . , t} supplied by Proposition 3.4. Since t is odd, there is a fixed point 1 ≤ r ≤ t
of ε. Hence, by Proposition 3.4, Δr is distinguished. However, Δr ∼= χγ (ρ)+1Δ(ρ, a, b) for
some a, b. This contradicts Proposition 3.9. ��

For the case of a proper ladder representation for whichΣ(π) is constructed from an even
number of segments, the situation is more complicated. The standard module Σ(π) will,
in fact, be both distinguished and η-distinguished. Yet, we must show that not all of these
functionals can factor through the quotient π .

For that cause,wewill apply the theory ofGelfand-Kazhdan derivatives for representations
ofGn . Let us recall themirabolic subgroup Pn < Gn consisting ofmatriceswhose bottom row
is (0 · · · 0 1). For an admissible representationσ ofGk−1, denote byΨ +(σ ) the representation
of Pk obtained by composing the natural homomorphism Pk → Gk−1 on ν1/2σ . Also, there
is a canonical functor Φ+ taking representations of Pk to representations of Pk+1, whose
definition we will refrain from writing here. Recall, that given π ∈ ΠGn , there are well-
defined finite-length (possibly zero) representations π(k) of Gn−k for k = 1, . . . , n,4 called
the derivatives ofπ . There is a filtration ofπ as a Pn-representation, such that its subquotients
are isomorphic to (Φ+)k−1 ◦ Ψ +(π(k)), k = 1, . . . , n.

The theory of derivatives is useful for our analysis of distinction because of the following
known equality ([1, Lemma 2.4]) for a finite-length admissible representation σ of Gn−k

(1 ≤ k ≤ n − 1):

dim HomPn∩Hn ((Φ
+)k−1 ◦ Ψ +(σ ), C) = dim HomHn−k (ν

1/2σ, C).

Lemma 4.5 Let π ∈ ΠGn be a non-generic distinguished representation. Then ν1/2σ must
be distinguished for at least one irreducible subquotient σ of one of the derivatives of π .

Proof When π is non-generic, π(n) is zero (one may take it as a definition). The non-zero
Hn-invariant functional on π induces a non-zero Pn ∩ Hn-invariant functional on at least one

4 We treat G0 = P1 as the trivial group. We will formally refer to the one-dimensional irreducible represen-
tation of the trivial group 1, Ψ +(1) and Σ(1) as empty representations in our notation. The product operation
on them will have a trivial meaning (1 × π = π).
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of the Pn-subquotients (Φ+)k−1 ◦ Ψ +(π(k)) of π , for 1 ≤ k ≤ n − 1. The rest follows from
the above equality. ��

The so-called full derivative of a ladder representation was computed in [10, Theorem
14]. In other words, the semisimplification of all of the derivatives of a ladder π ∈ ΠGn is
known, and in fact consists of ladder representations of smaller groups. Let us repeat it here.
When Σ(π) is of ladder type and is given by Δ(ρ, a1, b1) × · · · × Δ(ρ, at , bt ), the set of all
irreducible representations appearing as subquotients of the derivatives of π is

D(π) =
{

σ ∈
⋃

k<n

ΠGk : Σ(σ) ∼= Δ(ρ, a′
1, b1) × · · · × Δ(ρ, a′

t , bt ), ∀i ai ≤a′
i < ai−1

}

,

where a0 is taken as ∞ and Δ(ρ, a, b) = 1 if a > b.

Theorem 4.6 Let π ∈ ΠGn be a ladder representation with a decomposition π ∼= π1 ×
· · · × πk into proper ladder representations, as in Lemma 4.1.

If k is odd, π cannot be both distinguished and η-distinguished.

Proof Suppose thatπ = π[ρ] ∈ ΠGn and thatΣ(π) = Δ1×· · ·×Δt . RecallingTheorem4.2,
we should prove that π is not ηγ (ρ)+t -distinguished. If it was, then pulling back the non-zero
functional would make Σ(π) ηγ (ρ)+t -distinguished as well. For an odd t this cannot happen
by Lemma 4.4. Thus, we will assume t is even.

We write k0 = (k + 1)/2. Let us denote by i0 and t0 the indices for which

Σ(πk0) = Δi0 × · · · × Δi0+t0−1 .

Assume π ′ = χγ (ρ)π is distinguished. Then (π ′)∨ ∼= (π ′)τ holds. When writing π ′
i =

χγ (ρ)πi , we clearly have π ′ ∼= π ′
1 × · · · × π ′

k as the decomposition of Lemma 4.1. The
argument in the proof of Theorem 4.3 shows that (π ′

k0
)∨ ∼= (π ′

k0
)τ holds in such case. The

same proof also shows that t0 must be even as well.
In particular, t0 > 1,whichmeans thatΔi0+1 precedesΔi0 .Hence,Σ(π ′) is not irreducible

and π ′ is non-generic. By Lemma 4.5, there is a representation σ ∈ D(π ′), for which ν1/2σ

is distinguished. Hence, its standard module Σ(ν1/2σ) is distinguished as well.
It can be easily seen from the description of the full derivative of a ladder representation

that Σ(σ) = Σ(σ1) × · · · × Σ(σk), for some σi ∈ D(π ′
i ). Up to some possibly empty σi ,

this is the decomposition of Lemma 4.1.
From the same description,we see thatΣ(σk0) is constructed of either t0 or t0−1 segments.
Let us first handle the case that Σ(ν1/2σk0) = ν1/2Σ(σk0) = Δ′

i0
× · · · × Δ′

i0+t0−1
(where all Δ′

i are non-empty segments). Arguing the same as for π ′, the distinction
of ν1/2σ forces (ν1/2σk0)

∨ ∼= (ν1/2σk0)
τ . Now, by the proof of Theorem 4.2, this

means that �(Δ′
2i0+t0−1−i ) = −�(Δ′

i ) for all i0 ≤ i ≤ i0 + t0 − 1. In particu-

lar,
∑i0+t0−1

i=i0
�(Δ′

i ) = 0. From the distinction of π ′ we can again argue the same to

deduce
(∑i0+t0−1

i=i0
�(Δi ) =

) ∑i0+t0−1
i=i0

�(χγ (ρ)Δi ) = 0. Yet, by the description of D(π ′),
�(Δ′

i ) ≥ 1/2 + �(χγ (ρ)Δi ), for all i0 ≤ i ≤ t0 + i0 − 1. Hence, a contradiction.
Otherwise, Σ(ν1/2σk0) has a rangée module realization induced from t0 − 1 segments.

Suppose that Σ = Σ(ν1/2σ) has a rangée module realization induced from s segments.
Again, referring to the same situation as in the proof of Theorem 4.3, we see that s− (t0 −1)
is even.Hence, s is odd.Keeping track of the tensoring operationswe see thatΣ is of pure type
[ν1/2χγ (ρ)ρ]. Since Σ is distinguished, by Lemma 4.4 we must have γ (ν1/2χγ (ρ)ρ) = 0.
The remark after Proposition 3.9 shows this is impossible, because obviously γ (χγ (ρ)ρ) = 0
holds. ��
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doi:10.1353/ajm.2014.0006
11. Lapid, E.M., Rogawski, J.D.: Periods of Eisenstein series: the Galois case. DukeMath. J. 120(1), 153–226

(2003). doi:10.1215/S0012-7094-03-12016-5
12. Matringe, N.: Conjectures about distinction and local Asai L-functions. Int. Math. Res. Not. IMRN 9,

1699–1741 (2009). doi:10.1093/imrn/rnp002
13. Matringe, N.: Distinguished generic representations of GL(n) over p-adic fields. Int. Math. Res. Not.

IMRN 1, 74–95 (2011). doi:10.1093/imrn/rnq058
14. Matringe, N.: Unitary representations of GL(n, K) distinguished by a Galois involution for a p-adic field

K. Pac. J. Math. 271(2), 445–460 (2014). doi:10.2140/pjm.2014.271.445
15. Offen, O.: On local root numbers and distinction. J. Reine Angew. Math. 652, 165–205 (2011). doi:10.

1515/CRELLE.2011.017
16. Silberger, A.J.: The Langlands quotient theorem for p-adic groups. Math. Ann. 236(2), 95–104 (1978)
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