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Abstract. For a bounded convex domain D ⊂ C
n with C∞ smooth boundary

of finite type m and q = 1, . . . , n − 1, we construct a ∂-solving integral oper-

ator T ∗
q such that for all k ∈ N and the usual Ck and Ck+ 1

m -norms the operator

T ∗
q : Ck

0,q(D) ∩ ker ∂ → C
k+ 1

m

0,q−1(D) is continuous.
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1. Introduction

For a convex domain of finite type, K. Diederich, B. Fischer and J.E. Fornæss
constructed in [4] a linear ∂-solving operator which satisfies the following.

Theorem 1. Let D be a bounded convex domain in C
n with C∞-smooth boundary

of finite type m, q = 1, . . . , n − 1. We denote by C0
0,q(D) the Banach space of

(0, q)-forms with continuous coefficients on D and by C
1
m

0,q−1(D) the Banach space

of (0, q − 1)-forms whose coefficients are uniformly Hölder continuous of order 1
m

on D. Then there are bounded linear operators Tq : C0
0,q(D) → C

1
m

0,q−1(D) such

that ∂Tqf = f for all f ∈ C0
0,q(D) with ∂f = 0.

For the construction of Tq they used Cauchy-Fantappiè kernels with the support
function constructed in [3]. Using the ε-extremal basis of McNeal they estimated
each terms of the kernel to prove the continuity of Tq . The techniques they intro-
duced are the first step to generalise their result to the Ck-estimates. As have done
I. Lieb and R.M. Range in the strictly pseudoconvex case (see [7]), we modify Tq

and show the following result.
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Theorem 2. Let D be a bounded convex domain in C
n with C∞-smooth boundary

of finite type m and q = 1, . . . , n − 1. Then there exists a linear operator T ∗
q :

C0,q(D) → C0,q−1(D) such that for all k ∈ N and all ∂-closed f ∈ Ck
0,q(D), we

have

i) ∂T ∗
q f = f ,

ii) T ∗
q f belongs to C

k+ 1
m

0,q−1(D) and there exists a constant ck > 0, not depending
on f , such that ‖T ∗

q f ‖D,k+ 1
m

≤ ck‖f ‖D,k .

For the notion of Ck estimates and Ck norms we adopt the definition of [7]. The
hard part of the estimates of Tq in [4] was the control of a boundary integral, but
to take advantage of the higher regularity of the (0, q)-form f , as in [7], we shall
integrate over a small annulus G around D. This confronts us with new problems.
For example, the normal component of the kernel in the integration variable has a
bad behavior, but since K. Diederich, B. Fischer and J.E. Fornæss integrate only
over the boundary only the tangential part of the kernel plays a role. By integrating
on G however we have to take care of this component. Therefore we show new
estimates for the derivatives in the normal direction of the defining function of the
domain D. The main difficulty here consists in the uniformity of these inequalities
in a neighborhood of bD, the boundary of D. After many integrations by parts as
in [8] we can control the integrals by analysing them with respect to ε-extremal
bases of McNeal.

This article is organized as follows. In section 2, we recall the support function
F of [3], the Hefer decomposition Q and the Cauchy-Fantappiè kernel constructed
with it. In section 3 we show the new estimates for the normal derivatives of the
defining function and link them to the ε-extremal basis. This is used in section 4 to
estimate the derivatives up to order 2 of the Hefer section and achieve the proof of
the theorem 2.

2. Integral operator

We recall the definition of the support function F of [3]. Let D be a bounded convex
domain in C

n with C∞ smooth boundary of finite type m and r a defining function
of D. For α ∈ R we set Dα := {z ∈ C

n, r(z) < α} and we assume that r has
been chosen to be C∞ and convex on C

n and such that grad r(ζ ) 	= 0 for all ζ in
a bounded neighborhood V of bD. We fix some ζ in V and denote by T C

ζ bDr(ζ )

the complex tangent space to bDr(ζ ) at ζ and by ηζ the outer unit normal at ζ to
bDr(ζ ). We choose an orthonormal basis w′

1, . . . , w′
n such that w′

1 = ηζ and set
rζ (ω) = r(ζ + ω1w

′
1 + . . . + ωnw

′
n) and

Fζ (ω) := 3ω1 + Kω2
1 − K ′

m∑

j=2

κjM
2j ∑

|β|=j
β1=0

1

β!

∂j rζ

∂ωβ
(0)ωβ

where K, K ′, M are positive real numbers, κj = 1 when j ≡ 0 mod 4, −1 when
j ≡ 2 mod 4 and 0 otherwise.

We write z ∈ C
n as z = ζ + ω1,zw

′
1 + . . . + ωn,zw

′
n and define F(ζ, z) by
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F(ζ, z) := Fζ (ω1,z, . . . , ωn,z).

Theorem 3. The neighborhood V of bD and the constants M , K and K ′ in the defi-
nition of F can be chosen such that F satisfies for some positive real numbers k′, c
and R and any ζ ∈ V , any unit vector v ∈ T C

ζ bDr(ζ ) and any w = (w1, w2) ∈ C
2,

with |w| < R and r(ζ + w1ηζ + w2v) − r(ζ ) ≤ 0

�F(ζ, ζ + w1ηζ + w2v)

≤ −
∣∣∣∣
�w1

2

∣∣∣∣−
K

2
(w1)

2 − K ′k′

4

m∑

j=2

∑

α+β=j

∣∣∣∣
∂j r(ζ + λv)

∂λα∂λ
β

∣∣∣∣
λ=0

∣∣∣∣ |w2|j

+c(r(ζ + w1ηζ + w2v) − r(ζ )).

This theorem was shown in [3]. However we may have F(ζ, z) = 0 when |ζ −z| >

R so we should use a global version of this support function. For example we can
construct such a function S as in [1]. This construction does not require other ideas
than those of [11]. As in the strictly pseudoconvex case (see [11], p. 224, proof of
theorem 1.13) S satisfies

i) S is of regularity C∞ in V × U , U a neighborhood of D and S(ζ, ·) is holomor-
phic on U .

ii) S(ζ, ζ ) = 0 for ζ ∈ U ∩ V .
iii) There exists a constant c > 0 such that �S(ζ, z) ≤ −c|ζ − z|m for all (ζ, z) ∈

V × U with r(ζ ) ≥ r(z).
iv) On {(ζ, z) ∈ V × U, |ζ − z| < R

2 }, there is a C∞ function A with 1
2 ≤

|A(ζ, z)| ≤ 3
2 , such that S = A · F .

We cannot define a Hefer section as in [4] because they only used the local explicitly
known support function F . Therefore we choose an arbitrary unitary matrix U of
C

n×n and set


(ζ, ω) = S(ζ, ζ + Uω), (1)

σj (ζ, ω) =
1∫

0

∂


∂ωj

(ζ, tω)dt, (2)

Q(ζ, z) = −U(σ1(ζ, U
t
(z − ζ )), . . . , σn(ζ, U

t
(z − ζ ))). (3)

A simple calculation shows that 
(ζ, ω) =∑n
j=1 ωjσj (ζ, ω), that Q does not

depend on U and satisfies S(ζ, z) =∑n
j=1 Qj(ζ, z)(ζj − zj ).

Later on we will choose U = U(ζ ) such that U
t
ηζ = (1, 0, . . . , 0). With that

choice the σj will locally have the same behavior than the Q
j
ζ of [4].

Now we define the Cauchy-Fantappiè kernel. Set η0(ζ, z) =∑n
j=1 ζj − zj dζj ,

η1(ζ, z) =∑n
j=1 Qj(ζ, z)dζj , η(ζ, λ, z) = (1 − λ)

η0(ζ,z)

|ζ−z|2 + λ
η1(ζ,z)
S(ζ,z)

.

For 0 ≤ q ≤ n − 1, set

�n,q(η) = (−1)
q(q−1)

2

(2iπ)n

(
n − 1

q

)
η ∧ (∂ζ,λη)n−q−1 ∧ (∂zη)q,
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and if q = −1, n, �n,−1(η) = �n,n(η) = 0. We denote by Bn,q the component of
the Bochner-Martinelli kernel of bidegree (0, q) in z and (n, n − q − 1) in ζ . The
operator Tq from theorem 1 is defined for f ∈ C0

0,q(D) and z ∈ D by

Tqf (z) :=
∫

bD×[0,1]
f (ζ ) ∧ �n,q−1(η)(ζ, λ, z) −

∫

D

f (ζ ) ∧ Bn,q−1(ζ, z).

We modify Tq as I. Lieb and R.M. Range have done in [7]. To do so, we need a
Seeley type operator (see [7] or [12] for details). We set G := V \ D, V given by
the theorem 1.

Lemma 1. There exists a linear extension operator E : C(D) → C(G ∪ D) such
that

i) Eu|D = u for all u ∈ C(D) and Eu has a compact support in G ∪ D,
ii) for all k ∈ N and u ∈ Ck(D), Eu belongs to Ck(G ∪ D) and there exists a

constant ck > 0, not depending on u, such that ‖Eu‖G ∪D,k ≤ ck‖u‖D,k .

We set ι1 :

{
C

n × {1} × C
n → C

n × [0, 1] × C
n

(ζ, λ, z) �→ (ζ, λ, z)
, and Kn,q = ι∗1(�n,q(η)).

For all z ∈ D and all (0, q)-form f we define

Mq(f )(z) = ∂z

∫

G×[0,1]
Ef (ζ ) ∧ �n,q−2(η)(ζ, λ, z), if 2 ≤ q ≤ n − 1,

=
∫

G

Ef (ζ ) ∧ Kn,0(ζ, z), if q = 1.

At last we define T ∗
q by T ∗

q := Tq − Mq.

Since Kn,0 is holomorphic with respect to z, ∂zT
∗

1 = ∂zT1. For q > 1, Mq(f )

is obviously ∂z-closed so ∂zT
∗
q f = ∂zTqf thus (i) of theorem 2 holds for q =

1, . . . , n − 1.
Because Tq already satisfies C0-estimates (see theorem 1), C0-estimates for T ∗

q

will be proved if we show that Mqf belongs to C
1
m

0,q−1(D) and satisfies ‖Mqf ‖D, 1
m

� ‖f ‖D,0 uniformly with respect to f ∈ C0
0,q(D).

In order to prove Ck-estimates for k > 0, we use Stokes theorem and get as in
[7] for all ∂-closed f ∈ Ck

0,q(D), k ≥ 1, and all z in D

T ∗
q f (z) = −

∫

G×[0,1]
∂ζ (Ef )(ζ ) ∧ �n,q−1(η)(ζ, λ, z)

−
∫

G∪D

Ef (ζ ) ∧ Bn,q−1(ζ, z). (4)

Since Ef has compact support in G ∪ D,
∫
G∪D

Ef (ζ ) ∧ Bn,q−1(ζ, ·) belongs

to Ck+ε
0,q−1(D) and satisfies

∥∥∫
G∪D

Ef (ζ ) ∧ Bn,q−1(ζ, ·)∥∥
D,k+ε

� ‖f ‖D,k , for
all ε ∈ [0, 1[, uniformly with respect to f . Therefore it suffices to prove that

T ′
qf := − ∫

G×[0,1] ∂ζ (Ef ) ∧ �n,q−1(η) belongs to C
k+ 1

m

0,q−1(D). We will prove that
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∂T ′
qf

∂zl
and

∂T ′
qf

∂zl
belong to C

k−1+ 1
m

0,q−1 (D) for all ∂-closed f ∈ Ck
0,q(D), k ≥ 1, and

l = 1, . . . , n.
In order to show this result, as in [4], we fix some point z0 near bD, a suffi-

ciently small ε > 0 and denote by w∗
1, . . . , w∗

n an ε-extremal basis at z0. ζ ∗ =
(ζ ∗

1 , . . . , ζ ∗
n ) will denote the ε-extremal coordinates at z0 of a point ζ and �∗ the

unitary transformation such that ζ ∗ = �∗(ζ − z0). We want to get estimates of the
Hefer section in terms of the following complex directional level distances

τ(ζ, v, ε) := sup{τ, r(ζ + λv) − r(ζ ) < ε for all λ ∈ C, |λ| < τ }

(see [10]). To do so we choose for ζ in G a unitary matrix �(ζ) such that �(ζ)�∗ηζ

= (1, 0, . . . , 0) and in (1), (2) and (3) we set U = �(ζ)�∗
t

and we express the
kernel in the ε-extremal basis by setting Q∗(ζ, z) := �∗Q(ζ, z). Thus we have

η1(ζ, z) =∑n
i=1 Q∗

i (ζ, z)dζ ∗
i and ∂ζ η1(ζ, z) =∑n

i,j=1
∂Q∗

i

∂ζ
∗
j

(ζ, z)dζ
∗
j ∧ dζ ∗

i .

We write τi(z0, ε) = τ(z0, w
∗
i , ε), i = 1, . . . , n, and set Pε(z0) := {ζ ∈

C
n, |ζ ∗

i | < τi(z0, ε), i = 1, . . . n}. Then we should use properties of the
ε-extremal basis summarized in [4] to estimate Q∗.

For ζ ∈ Pε(z0) K. Diederich, B. Fischer and J.E. Fornæss obtained the esti-

mate
∣∣∣ ∂Q∗

2

∂ζ
∗
1
(ζ, z0)

∣∣∣� ε
τ1(z0,ε)τ2(z0,ε)

. However, when ε tends to 0, ε
τ1(z0,ε)τ2(z0,ε)

goes

to infinity. This estimation does not matter when integration is over bD because
dζ

∗
1 is the normal component in ζ of the kernel and does not play any role. When

the domain of integration is G it is impossible to conclude as in [4]. It turns out

that a factor ε is missing, even if
∂Q∗

i

∂ζ
∗
1

is only estimated by a constant. In order to

improve the estimates of
∂Q∗

i

∂ζ
∗
1

we have to generalise the estimates of the tangential

derivatives of r given in the proposition 3.1 (vii) of [4] also to normal derivatives.

3. Normal derivatives

As in [4], for real numbers A and B, maybe depending on some parameters, we
write A � B if there exists a constant c > 0 such that A ≤ cB and A � B if
A � B and B � A. Each time, we specify on which parameters c depends.

We begin with a lemma in C
2 that we generalize later on to C

n, n ≥ 2. For
w = (w1, w2) ∈ C

2, we set xj = �wj and yj = wj , j = 1, 2 and for Q(z) =∑N
j=0
∑

k+l=j qklz
kzl we define ‖Q‖ :=∑N

j=0
∑

k+l=j |qkl |.

Lemma 2. Let ρ0 be C∞ convex function defined on a neighborhood of B(0, 1) ⊂
C

2. We assume that ρ0(w) = ρ0(0)+ ∂ρ0
∂x1

(0)x1 +P2r0(w2)+R′
0(w) where P2r0≡/ 0

is an homogeneous polynomial of even degree 2r0 > 0 and R′
0 satisfies

|R′
0(w)| ≤ C(|w1|2 + |w1w2| + |w2|2r0+1) ∀w ∈ B(0, 1).

For any integer m′ ≥ 2r0, there exist s, c > 0 such that for all C∞ convex func-
tions ρ̃ defined on a neighborhood of B(0, 1) with ‖ρ̃ − ρ0‖B(0,1),m′+3 < s and



478 W. Alexandre

ρ̃(w) = ρ̃(0)+ ∂ρ̃
∂x1

(0)x1+R̃(w) where R̃(0) = 0 and gradR̃(0) = 0, the following
inequalities hold

∣∣∣∣
∂ρ̃

∂x1
(w) − ∂ρ̃

∂x1
(0)

∣∣∣∣+
∣∣∣∣
∂ρ̃

∂y1
(w)

∣∣∣∣ ≤ c



|w1| +

√√√√√
m′∑

j=2

‖P̃j‖|w2|j




where w = (w1, w2) ∈ B(0, 1) and P̃j (w2) =∑ 0≤k,l≤j
k+l=j

1
k!l!

∂j ρ̃

∂wk
2∂w2

l (0)wk
2w

l
2.

Remark 1. The condition on R′
0 only means that P2r0 is the first non zero term of

the Taylor expansion at 0 of R0(w1, ·) = ρ0(w1, ·) − ρ0(0) − x1
∂ρ0
∂x1

(0) and that
R′

0(w) = R0(w1, w2) − P2r0(w2). This condition will be fulfilled if ρ0 is the C∞
defining function of a convex domain of finite type 2r0 in C

2. m′ is needed for the
generalization to higher dimensions.

Proof of lemma 2.
∣∣∣ ∂ρ̃
∂x1

(w) − ∂ρ̃
∂x1

(0)

∣∣∣ and
∣∣∣ ∂ρ̃
∂y1

(w)

∣∣∣ can be estimated by the same

method. We only estimate
∣∣∣ ∂ρ̃
∂x1

(w) − ∂ρ̃
∂x1

(0)

∣∣∣ with all details.

We set s = ‖P2r0 ‖
2 > 0 and choose a C∞ convex function ρ̃ defined in a neighbor-

hood of B(0, 1) such that ‖ρ̃ −ρ0‖B(0,1),m′+3 < s and ρ̃(w) = ρ̃(0)+ ∂ρ̃
∂x1

(0)x1 +
R̃(w) with R̃(0) = 0 and gradR̃(0) = 0.

For j ≥ 2 we set P̃j (w2) =∑k+l=j
1

k!l!
∂j ρ̃

∂wk
2∂w2

l (0)wk
2w2

l and

R1(w)

= ∂R̃

∂x1
(0, w2) +

1∫

0

(1 − t)

(
x1

∂2R̃

∂x2
1

(tw1, w2) + y1
∂2R̃

∂x1∂y1
(tw1, w2)

)
dt,

R̃1(w)

= ∂R̃

∂y1
(0, w2) +

1∫

0

(1 − t)

(
x1

∂2R̃

∂x1∂y1
(tw1, w2) + y1

∂2R̃

∂y2
1

(tw1, w2)

)
dt.

An integration by parts leads to R̃(w) = x1R1(w) + y1R̃1(w) + R̃(0, w2), so

∂ρ̃

∂x1
(w) = ∂ρ̃

∂x1
(0) + R1(w) + x1

∂R1

∂x1
(w) + y1

∂R̃1

∂x1
(w). (5)

The derivatives of R̃1 and R1 are bounded in B(0, 1) independently of ρ̃ because
‖ρ̃ − ρ0‖B(0,1),m′+3 < s. Therefore we have

∣∣∣∣∣x1
∂R1

∂x1
(w) + y1

∂R̃1

∂x1
(w)

∣∣∣∣∣ � |w1|. (6)

We estimate R1 using the convexity of ρ̃.
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We fix v2 ∈ C such that |v2| = 1. For (α1, α2) ∈ R
2 with |α1|2 + |α2|2 ≤ 1,

we set ρ̃v2(α1, α2) := ρ̃(α1, α2v2). Since ρ̃v2 is convex we have

(
∂2ρ̃v2

∂α2
1

)(
∂2ρ̃v2

∂α2
2

)
−
(

∂2ρ̃v2

∂α1∂α2

)2

≥ 0. (7)

We compute and estimate each term of this inequality.

∣∣∣∣∣
∂2ρ̃v2

∂α2
1

(0, α2)

∣∣∣∣∣ � 1, (8)

uniformly with respect to ρ̃ because ‖ρ̃‖B(0,1),2 ≤ ‖ρ̃0‖B(0,1),2 + 1
2‖P2r0‖.

∣∣∣∣
∂2ρ̃v2

∂α1∂α2
(0, α2)

∣∣∣∣ =
∣∣∣∣
∂R1(0, α2v2)

∂α2

∣∣∣∣ . (9)

To estimate
∂2ρ̃v2
∂α2

2
, we first expand ρ̃ in Taylor series at 0 and get

ρ̃(w1, w2) =
2r0∑

j=0

∑

|I |+|J |=j

1

I !J !

∂j ρ̃

∂wI ∂wJ
(0)wIwJ + R̃′(w1, w2)

and

∂2ρ̃v2

∂α2
2

(0, α2)=
2r0∑

j=2

∑

k+l=j

j (j − 1)

k!l!
α

j−2
2

∂j ρ̃

∂wk
2∂w2

l
(0)vk

2v2
l+∂2R̃′(0, α2v2)

∂α2
2

. (10)

Since the derivatives up to order 2r0 + 3 of ρ̃ are uniformly bounded we have∣∣∣∣
∂2R̃′(0,α2v2)

∂α2
2

∣∣∣∣ � |α2|2r0−1 for all α2 ∈ [0, 1]. Since ‖ρ̃ − ρ0‖B(0,1),m′+3 <

‖P2r0 ‖
2 we have ‖P̃2r0‖ ≥ ‖P2r0 ‖

2 > 0 and

∣∣∣∣
∂2R̃′(0,α2v2)

∂α2
2

∣∣∣∣ � ‖P̃2r0‖|α2|2r0−2. Using

(10) we get

∣∣∣∣
∂2ρ̃v2
∂α2

2
(0, α2)

∣∣∣∣ �
∑2r0

j=2 ‖P̃j‖|α2|j−2, which with (7), (8) and (9) gives

∣∣∣∣
∂R1(0, α2v2)

∂α2

∣∣∣∣ �
2r0∑

j=2

√
‖P̃j‖|α2|

j
2 −1 (11)

for all α2 ∈ [0, 1], uniformly with respect to ρ̃ and v2.

We integrate (11). Since R1(0) = ∂R̃
∂x1

(0) = 0 we have |R1(0, αv2)| �√∑m′
j=2 ‖P̃j‖|α|j for all α ∈ [0, 1]. Since this inequality holds for all v2 such

that |v2| = 1 we have uniformly with respect to ρ̃ and for all w2 ∈ C with |w2| ≤ 1
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|R1(0, w2)| �

√√√√√
m′∑

j=2

‖P̃j‖|w2|j . (12)

Also we have uniformly with respect to ρ̃|R1(w1, w2) − R1(0, w2)| � |w1|. Plug-
ging this inequality with (6) and (12) into (5), we finally get

∣∣∣∣
∂ρ̃

∂x1
(w) − ∂ρ̃

∂x1
(0)

∣∣∣∣ � |w1| +

√√√√√
m′∑

j=2

‖P̃j‖|w2|j

uniformly with respect to ρ̃ and w.

We now extend lemma 2 to a convex domain D ⊂ C
n. We recall that V is

a bounded neighborhood of bD, that for α ∈ R, Dα = {ζ ∈ C
n, r(ζ ) < α},

T C
ζ bDr(ζ ) is the complex tangent space in ζ to bDr(ζ ) and ηζ the outer unit normal

at ζ to bDr(ζ ).

Proposition 1. There exists a constant c > 0 such that for all ζ ∈ V and all
z = ζ + w1ηζ + w2v, with v a unit vector in T C

ζ bDr(ζ ), wj = xj + iyj ∈ C,

j = 1, 2, with |w1|2 + |w2|2 ≤ 1, the following inequality holds

∣∣∣∣
∂r(ζ + w1ηζ + w2v)

∂y1

∣∣∣∣+
∣∣∣∣∣
∂r(ζ + w1ηζ + w2v)

∂x1
− ∂r(ζ + w1ηζ )

∂x1

∣∣∣∣
w1=0

∣∣∣∣∣

≤ c



|w1| +
√√√√√

m∑

j=2

∑

0≤k,l≤j
k+l=j

1

k!l!

∣∣∣∣∣
∂j r(ζ + w2v)

∂wk
2∂w2

l

∣∣∣∣∣
w2=0

∣∣∣∣∣ |w2|j



 . (13)

Proof. We fix ζ0 ∈ V , v0 ∈ T C
ζ0

bDr(ζ0), |v0| = 1 and set ρζ0,v0(w1, w2) :=
r(ζ0 + w1ηζ0 + w2v0). Lemma 2 applied to ρζ0,v0 give us two constants cζ0,v0

and sζ0,v0 . Since r ∈ C∞(Cn), there exist a neighborhood Vζ0,v0(ζ0) of ζ0 and
a neighborhood Vζ0,v0(v0) of v0 in C

n such that for all ζ ∈ Vζ0,v0(ζ0) and all
v ∈ Vζ0,v0(v0) ∩ T C

ζ bDr(ζ ), the convex function ρζ,v := r(ζ + w1ηζ + w2v) sat-
isfies ‖ρζ,v − ρζ0,v0‖B(0,1),m+3 < sζ0,v0 . According to lemma 2 the inequality (13)
holds with c = cζ0,v0 for all ζ in Vζ0,v0(ζ0) and all v in Vζ0,v0(v0) ∩ T C

ζ bDr(ζ ).
The compactness argument used to prove the theorem 2.3 of [3] achieves the

proof.

We now translate the inequality (13) in terms of ε-extremal basis.

Lemma 3. For ε > 0 sufficiently small, z0 ∈ V and w∗
1, . . . , w∗

n an ε-extremal
basis at z0 and ζ ∈ Pε(z0) we have uniformly in z0, ε and ζ

∣∣∣∣
∂r

∂w∗
1
(ζ ) − ∂r

∂w∗
1
(z0)

∣∣∣∣+
∣∣∣∣

∂r

∂w∗
1
(ζ ) − ∂r

∂w∗
1
(z0)

∣∣∣∣ � ε
1
2 .
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Proof. In order to use proposition 1, we write ζ ∈ Pε(z0) as ζ = z0 + ληz0 +
µv, v ∈ T C

z0
bDr(z0), |v| = 1. Since w∗

1 = ηz0 , we have |λ| � ε. Moreover
since z0 + µv is also in Pε(z0), z0 + 1

22n µv belongs to 1
22n Pε(z0) which is in-

cluded in Dr(z0)+ε (see [10], proposition 3.1), thus |µ|
22n ≤ τ(z0, v, ε). Since

∑m
j=2

∑
0≤k,l≤j
k+l=j

1
k!l!

∣∣∣∣∣
∂j r(z0+w2v)

∂wk
2∂w2

l

∣∣∣∣
w2=0

∣∣∣∣∣ τ(z0, v, ε)j � ε (see [4], proposition 3.1 (vi)), the

proposition 1 gives
∣∣∣ ∂r
∂w∗

1
(ζ )− ∂r

∂w∗
1
(z0)

∣∣∣+
∣∣∣ ∂r
∂w∗

1
(ζ )− ∂r

∂w∗
1
(z0)

∣∣∣ � ε
1
2 .

In [4], proposition 3.1 (vii) applied to ε-extremal bases has been a major tool to
prove Hölder estimates. In order to make this method applicable we need to refor-
mulate lemma 3 in the following way.

Corollary 1. For all z0 ∈ V , all sufficiently small ε, all ζ ∈ Pε(z0) and all multi-
indices α and β with |α| + |β| ≥ 2 we have, uniformly in z0, ε and ζ ,

∣∣∣∣
∂ |α|+|β|r

∂w∗α∂w∗β
(ζ )

∣∣∣∣ �
ε∏n

i=1 τ ′
i (z0, ε)αi+βi

,

where τ ′
i (z0, ε) = τi(z0, ε) if i 	= 1 and τ ′

1(z0, ε) = ε
1
2 .

Remark 2. When α1 + β1 = 1 this corollary improves the estimates given in prop-

osition 3.1 (vii) of [4] by the gain of a factor ε
1
2 .

Proof of corollary 1. The case α1 + β1 > 1 is obvious because ∂ |α|+|β|r
∂w∗α∂w∗β (ζ ) is

bounded and ε∏n
i=1 τ ′

i (z0,ε)
αi+βi

is bounded away from 0.

The case α1 + β1 = 0 follows from the proposition 3.1 (vii) and (iv) of [4].
So we assume that α1 = 1 and β1 = 0 (the case α1 = 0, β1 = 1 is analogous).

We expand ∂r
∂w∗

1
in a Taylor series up to order m

2 + |α| + |β| − 1 at z0

∂r

∂w∗
1
(ζ ) − ∂r

∂w∗
1
(z0)

=
|α|+|β|+ m

2 −1∑

j=1

∑

|α′|+|β ′|=j

∂j+1r

∂w∗
1∂w∗α′

∂w∗β ′ (z0)ζ
∗α′

ζ ∗β ′+o(|ζ ∗||α|+|β|+ m
2 −1).

If ζ ∈ Pε(z0) |ζ − z0| � ε
1
m , so we have |o(|ζ ∗||α|+|β|+ m

2 −1)| � ε
1
2 uniformly in

z0, ζ and ε. Lemma 3 implies that for all ζ ∈ Pε(z0), ε > 0 small enough,
∣∣∣∣∣∣

|α|+|β|+ m
2 −1∑

j=1

∑

|α′|+|β ′|=j

∂j+1r

∂w∗
1∂w∗α′

∂w∗β ′ (z0)ζ
∗α

ζ ∗β ′
∣∣∣∣∣∣
� ε

1
2 .

By setting ξi := ζ ∗
i

τi (z0,ε)
, we normalize and get

∣∣∣∣∣∣

|α|+|β|+ m
2 −1∑

j=1

∑

|α′|+|β ′|=j

∂j+1r

∂w∗
1∂w∗α′

∂w∗β ′ (z0)ξ
α′

ξ
β ′ n∏

i=1

τi(z0, ε)
β ′

i+α′
i

∣∣∣∣∣∣
� ε

1
2 ,
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for all ξ ∈ C
n which satisfy |ξi | ≤ 1, i = 1, . . . , n.

For a polynomial P(ξ) =∑|α′|+|β ′|≤|α|+|β|+ m
2 −1 pα′,β ′ξα′

ξ
β ′

, we set ‖P ‖� =
sup|ξ1|,... ,|ξn|≤1 |P(ξ1, . . . , ξn)| and ‖P ‖�� = sup|α′|+|β ′|≤|α|+|β|+ m

2 −1 |pα′,β ′ |.
Since ‖ · ‖� and ‖ · ‖�� are two equivalent norms on the vector space of poly-

nomials of degree at most |α| + |β| + m
2 − 1, this implies for all α′ and β ′ with

1 ≤ |α′| + |β ′| ≤ |α| + |β| + m
2 − 1

∣∣∣∣∣
∂ |α′|+|β ′|+1r

∂w∗
1∂w∗α′

∂w∗β ′ (z0)

∣∣∣∣∣ � ε
1
2

∏n
i=1 τi(z0, ε)

β ′
i+α′

i

. (14)

Next, we compute the Taylor expansion of ∂ |α|+|β|r
∂w∗α∂w∗β at z0 of order m

2

∂ |α|+|β|r

∂w∗α∂w∗β
(ζ )

=
∑

0≤|α′|+|β ′|≤ m
2

∂ |α|+|α′|+|β|+|β ′|r

∂w∗α′+α∂w∗β ′+β
(z0)ζ

∗α′
ζ ∗β ′ + o(|ζ ∗|m

2 ).

Inequality (14) hields to

∣∣∣∣
∂ |α|+|β|+|α′|+|β′|r
∂w∗α+α′

∂w∗β+β′ (ζ )

∣∣∣∣ �
ε

∏n
i=1 τ ′

i (z0,ε)
αi+α′

i
+βi+β′

i
for all α′ and

β ′ with |α′| + |β ′| + |α| + |β| ≤ m
2 . Using |ζ ∗

j | ≤ τj (z0, ε), j = 1, . . . , n and

o(|ζ ∗|m
2 ) � ε

1
2 for all ζ ∈ Pε(z0), we finally get

∣∣∣ ∂ |α|+|β|r
∂w∗α∂w∗β (ζ )

∣∣∣ � ε∏n
i=1 τ ′

i (z0,ε)
αi+βi

.

4. Estimates of the Hefer-Leray section and conclusion

Corollary 1 will give us a gain of a factor ε
1
2 in the estimate of

∂Q∗
i

∂ζ
∗
1

. Because S is

holomorphic with respect to z, with this new factor ε
1
2 we will be able to prove that

∂T ′
qf

∂zl
belongs to C

k−1+ 1
m

0,q−1 (D) for all l and all ∂-closed f ∈ Ck
0,q(D), k ≥ 1. We

also have to prove that
∂T ′

q

∂zl
belongs to C

k−1+ 1
m

0,q−1 (D). We can not directly succeed
in showing this and we have to integrate by parts as J. Michel in [8]. In order to
integrate by parts we set δl = ∂

∂ζl
+ ∂

∂zl
, l = 1, . . . , n. We have for all ∂-closed

f ∈ C1
0,q(D)

∂T ′
qf

∂zl

=
∫

G×[0,1]
∂ζ Ef ∧ δl�n,q−1(η) −

∫

G×[0,1]
∂ζ Ef ∧ ∂

∂ζl

�n,q−1(η)

= Y − X.

Later on we will show that the action of δl to S or Q is comparable to that of ∂

∂ζ l
.

Thus Y will have good estimates. To treat X, as in [8], we use inner product, Stokes
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theorem and the hypothesis ∂f = 0 on D to show that

X =
∫

bD×[0,1]

∂f

∂ζl

∧ �n,q−1(η) −
∫

G

∂Ef

∂ζl

∧ Kn,q−1

−
∫

G×[0,1]

∂Ef

∂ζl

∧ ∂z�n,q−2(η) +
∫

G

∂Ef

∂ζl

∧ Bn,q−1.

This implies that for all z ∈ D

∂T ′
qf

∂zl

(z)

=
∫

G

(
∂Ef

∂ζl

(ζ ) − E
∂f

∂ζl

(ζ )

)
∧ Kn,q−1(ζ, z)−

∫

G∪D

∂Ef

∂ζl

(ζ ) ∧ Bn,q−1(ζ, z)

+
∫

G×[0,1]

(
∂Ef

∂ζl

(ζ ) − E
∂f

∂ζl

(ζ )

)
∧ ∂z�n,q−2(η)(ζ, λ, z)−T ∗

q

(
∂f

∂ζl

)
(z)

+
∫

G×[0,1]
∂ζ Ef (ζ ) ∧ δl�n,q−1(η)(ζ, λ, z). (15)

In (15) we should notice that
∫
G×[0,1]

(
∂Ef
∂ζl

− E
∂f
∂ζl

)
∧∂z�n,q−2(η) = 0 for q = 1.

We also have
∫
G

(
∂Ef
∂ζl

− E
∂f
∂ζl

)
∧Kn,q−1 = 0 for q 	= 1 because, since S and Q

are holomorphic with respect to z, Kn,q−1 = 0 for all q 	= 1.
For f ∈ Ck

0,q(D), k > 0, we will prove that each term in (15) belongs to

C
k−1+ 1

m

0,q−1 (D). This result is already known for the Bochner-Martinelli term. For

T ∗
q

(
∂f
∂ζl

)
we use an induction argument. The other terms will be estimated with

respect to an ε-extremal basis as in [4]. So we need estimates of δlS and δlQ in
terms of ε-extremal bases.

We use the notations of the end of section 2 and fix some z0 ∈ D close enough
to bD. When ζ in G is such that |ζ − z0| ≥ ε0 > 0, S(ζ, z0) is bounded away from
0 so we just have to integrate on a small polydisc Pε0(z0). We choose ε0 sufficiently
small so that for all z ∈ D sufficiently close to bD, all ε ∈]0, ε0] and all ζ ∈ Pε(z),
we have |ζ − z| ≤ R

2 , where R is given by theorem 3.
As in [4] we cover Pε0(z0) with some polyannuli based on McNeal’s poly-

discs. For sufficiently small ε > 0 we set P i
ε(z0) := P2−i ε(z0) \ c1P2−i ε(z0),

where c1 given by proposition 3.1 (i) of [4] is such that for all ε > 0 and all
i ∈ N c1P2−i ε(z0) ⊂ P2−1(2−i ε)(z0). This gives us the following covering

Pε0(z0) ⊂ P|r(z0)|(z0) ∪
j0⋃

i=0

P i
ε0

(z0) (16)

where j0 satisfies 2−j0ε0 � |r(z0)|, uniformly in z0 and ε0.
Now, we fix an ε in ]0, ε0] and we choose an ε-extremal basis w∗

1, . . . , w∗
n at

z0 and assume that z0 is close enough to the boundary and ε0 small enough so

that
∣∣∣ ∂r
∂w∗

1
(ζ )

∣∣∣ ≥ c > 0 for all ζ ∈ Pε(z0). In [4] the support function S was only
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estimated for z in D and ζ in bD, but we need estimates of S when z belongs to D

and ζ to G :

Lemma 4. i) For all ζ in C
n such that r(ζ ) ≥ r(z0) we have, uniformly in z0

and ζ ,
|S(ζ, z0)| � r(ζ ) − r(z0).

ii) For sufficiently small ε and for ζ ∈ P0
ε (z0) with r(ζ ) ≥ r(z0) the following

inequality holds uniformly in z0, ε and ζ

|S(ζ, z0)| � ε + r(ζ ) − r(z0).

Proof. For ζ ∈ Pε(z0) we have S(ζ, z0) = A(ζ, z0)F (ζ, z0) and |A(ζ, z0)| ≥ 1
2 .

So it suffices to estimate |F(ζ, z0)| and (i) is a straight forward consequence of
the inequality satisfied by −�F(ζ, z0). Now to prove (ii) we just have to show
|F(ζ, z)| � ε. We assume for a moment the following.

Claim: Let ζ ∈ P0
ε (z0) and v ∈ T C

ζ bDr(ζ ), |v| = 1, such that z0 = ζ +
µv + ληζ . Then for sufficiently small ε > 0 and sufficiently small c̃ > 0, if
|µ| < c̃τ(ζ, v, ε) we have |λ| � ε, uniformly with respect to z0, ζ , ε and c̃.

Let ζ be in P0
ε (z0) such that r(ζ ) ≥ r(z0). We first assume that |µ| <

c̃τ(ζ, v, ε). The claim says that |λ| � ε thus we have with the theorem 3 and
the proposition 3.1 (vi) of [4]

|F(ζ, z0)| � |F(ζ, z)| + |�F(ζ, z0)|

� |λ| − |λ|2 − K ′
m∑

j=2

∑

α+β=j

∣∣∣∣∣
∂j r(ζ + µv)

∂µα∂µβ

∣∣∣∣
µ=0

∣∣∣∣∣ |µ|j

� ε(1 − ε − c̃),

and if c̃ and ε are sufficiently small |F(ζ, z0)| � ε.

Now, if |µ| ≥ c̃τ (ζ, v, ε) by theorem 3 and proposition 3.1 (vi) of [4]

|F(ζ, z0)| ≥ k′K ′

4

m∑

j=2

∑

α+β=j

∣∣∣∣∣
∂j r(ζ + µv)

∂µα∂µβ

∣∣∣∣
µ=0

∣∣∣∣∣ |µ|j � ε.

To conclude the proof of the lemma we prove the claim.
For ζ in P0

ε (z0) and c̃ > 0 to be chosen in a moment, we write z0 = ζ+µv+ληζ

and assume that |µ| < c̃τ(ζ, v, ε). We denote by v∗ and η∗
ζ the ε-extremal coordi-

nates at z0 of v and ηζ respectively.
We first show that |λ| � ε. We have ζ ∗

i = −λ(ηζ )
∗
i − µv∗

i . Since (ηζ )
∗
i =

1
|∂r(ζ )|

∂r
∂w∗

i
(ζ ) according to proposition 3.1 (vii) and (iv) of [4], we have |(ηζ )

∗
i | �

ε
τi (z0,ε)

and |λ| �
∑n

i=1 |ζ ∗
i ||(ηζ )

∗
i | � ε.

For sufficiently small ε and c̃ and i 	= 1 we show that |ζ ∗
i | < c1τi(z0, ε).

On one hand, proposition 3.1 (iv) and (iii) of [4] lead to
∑n

i=1
|µ||v∗

i |
τi (z0,ε)

�

|µ|
τ(ζ,v,ε)

, and if |µ| < c̃τ(ζ, v, ε), we have for all i |µv∗
i | � c̃τi(z0, ε).

On the other hand, if i 	= 1, ε
1
2 � τi(z0, ε), so |(ηζ )

∗
i | � τi(z0, ε) and

|λ||(ηζ )
∗
i | � ετi(z0, ε).
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Therefore we get |ζ ∗
i | � (ε + c̃)τi(z0, ε) for all i 	= 1. So, if we choose ε and

c̃ sufficiently small, we have |ζ ∗
i | < c1τi(z0, ε) for all i 	= 1. Since ζ ∈/ c1Pε(z0)

we must have |ζ ∗
1 | ≥ c1τ1(z0, ε).

Since |(ηζ )
∗
1| � 1 and |µv∗

1 | � c̃τ1(z0, ε) uniformly in ζ , z0 and ε, we have
|λ| � c1τ1(z0, ε) − c̃τ1(z0, ε). Since ε � τ1(z0, ε) (see proposition 3.1 (v) of [4])
we just have to choose c̃ sufficiently small again and the claim is true.

It will be easier to study δl with respect to an ε-extremal basis. Therefore we put
δ∗
j := ∂

∂z∗
j

+ ∂
∂ζ ∗

j
and show estimates like those of lemma 5.4 in [4].

To study the Hefer decomposition for all ζ close enough to bD we need a unitary
matrix �(ζ) smoothly depending on ζ and such that �(ζ)�∗ηζ = (1, 0, . . . , 0).
In [4], such a matrix was already defined for all ζ ∈ bD but with the assumption
that |grad r| = 1 on bD. We cannot assume this on a neighborhood of bD so we
normalize and set

νj (ζ ) := 1√
∑n

i=1

∣∣∣∣
∂r

∂ζ∗
i

(ζ )

∣∣∣∣
2

∂r
∂ζ ∗

j
(ζ ), j = 1, . . . , n,

Aj (ζ ) := 1 −∑j
k=2 |νk(ζ )|2, j = 1, . . . , n,

�1i (ζ ) := νi(ζ ), i = 1, . . . , n,

and if j > 1

�ji(ζ ) := 1√
Aj−1(ζ )Aj (ζ )






−νj (ζ )νi(ζ ) if i = 1 or i > j

0 if 1 < i < j

Aj (ζ ) if i = j

.

In spite of this normalization � has the same properties than the matrix defined
in [4]. For all ζ ∈ Pε(z0) �(ζ ) is a unitary matrix such that �(ζ)�∗ηζ =
(1, 0 . . . , 0). Moreover �(ζ) still satisfies estimates like those of lemma 5.2 in
[4], that is

Proposition 2. For all ζ ∈ Pε(z0), i = 2, . . . , n and j, k, l = 1, . . . , n, j 	= i, we
have uniformly with respect to ζ, z0 and ε

1 � |�jj (ζ )| ≤ 1,

|�jk(ζ )|� ε2

τj (ζ0, ε)τk(ζ0, ε)
,

∣∣∣∣
∂�1j

∂ζ ∗
k

(ζ )

∣∣∣∣+
∣∣∣∣∣
∂�1j

∂ζ ∗
k

(ζ )

∣∣∣∣∣�
ε

τ ′
j (ζ0, ε)τ

′
k(ζ0, ε)

,

∣∣∣∣
∂�ij

∂ζ ∗
k

(ζ )

∣∣∣∣+
∣∣∣∣∣
∂�ij

∂ζ ∗
k

(ζ )

∣∣∣∣∣�
ε2

τj (z0, ε)τi(z0, ε)τ
′
k(z0, ε)

,

∣∣∣∣
∂�ii

∂ζ ∗
k

(ζ )

∣∣∣∣

∣∣∣∣∣
∂�ii

∂ζ ∗
k

(ζ )

∣∣∣∣∣�
ε

τ ′
k(z0, ε)

,

∣∣∣∣∣
∂2�1j

∂ζ ∗
k ∂ζ ∗

l

(ζ )

∣∣∣∣∣+
∣∣∣∣

∂2�1j

∂ζ ∗
k ∂ζ ∗

l

(ζ )

∣∣∣∣+
∣∣∣∣∣

∂2�1j

∂ζ ∗
k ∂ζ ∗

l

(ζ )

∣∣∣∣∣�
ε

τ ′
j (ζ0, ε)τ

′
k(ζ0, ε)τ

′
l (ζ0, ε)

,
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∣∣∣∣∣
∂2�ij

∂ζ ∗
k ∂ζ ∗

l

(ζ )

∣∣∣∣∣+
∣∣∣∣

∂2�ij

∂ζ ∗
k ∂ζ ∗

l

(ζ )

∣∣∣∣+
∣∣∣∣∣

∂2�ij

∂ζ ∗
k ∂ζ ∗

l

(ζ )

∣∣∣∣∣�
ε2

τj (z0, ε)τi(z0, ε)τ
′
l (z0, ε)τ

′
k(z0, ε)

,

∣∣∣∣∣
∂2�ii

∂ζ ∗
k ∂ζ ∗

l

(ζ )

∣∣∣∣∣+
∣∣∣∣

∂2�ii

∂ζ ∗
k ∂ζ ∗

l

(ζ )

∣∣∣∣+
∣∣∣∣∣

∂2�ii

∂ζ ∗
k ∂ζ ∗

l

(ζ )

∣∣∣∣∣�
ε

τ ′
k(z0, ε)τ

′
l (z0, ε)

.

Proof. The inequality |�jj (ζ )| ≤ 1 holds because �(ζ) is a unitary matrix.
The proposition 3.1 (vii) and (iv) of [4] give for all j

∣∣∣∣∣
∂r

∂ζ ∗
j

(ζ )

∣∣∣∣∣ � ε

τj (z0, ε)
(17)

and therefore

|νj (ζ )| � ε

τj (z0, ε)
.

We then estimate the derivatives of νj , j = 1, . . . , n.

∂νj

∂ζ ∗
k

(ζ ) = 1
√
∑n

l=1

∣∣∣ ∂r
∂ζ ∗

l
(ζ )

∣∣∣
2

∂2r

∂ζ ∗
j ∂ζ ∗

k

(ζ )

− 1

2

(∑n
l=1

∣∣∣ ∂r
∂ζ ∗

l
(ζ )

∣∣∣
2
) 3

2

∂r

∂ζ ∗
j

(ζ )
∂

∂ζ ∗
k

n∑

l=1

∣∣∣∣
∂r

∂ζ ∗
l

(ζ )

∣∣∣∣
2

(17) and the corollary 1 imply for i > 1

∣∣∣∣
∂νi

∂ζ ∗
k

(ζ )

∣∣∣∣ �
ε

τ ′
i (z0, ε)τ

′
k(z0, ε)

.

Since for all l τ ′
l (z0, ε) � ε

1
2 , the corollary 1 implies

∣∣∣∣
∂

∂ζ ∗
k

∑n
l=1

∣∣∣ ∂r
∂ζ ∗

l
(ζ )

∣∣∣
2
∣∣∣∣ �

ε
1
2

τ ′
k(z0,ε)

. Again with the corollary 1 this implies

∣∣∣∣
∂ν1

∂ζ ∗
k

(ζ )

∣∣∣∣ �
ε

1
2

τ ′
k(z0, ε)

= ε

τ ′
1(z0, ε)τ

′
k(z0, ε)

.

The same inequalities obviously hold for

∣∣∣∣
∂νi

∂ζ
∗
k

(ζ )

∣∣∣∣. Moreover we could show as for

the first order derivatives

∣∣∣∣
∂2νj

∂ζ ∗
l ∂ζ ∗

k

(ζ )

∣∣∣∣+
∣∣∣∣∣

∂2νj

∂ζ ∗
l ∂ζ

∗
k

(ζ )

∣∣∣∣∣+
∣∣∣∣∣

∂2νj

∂ζ
∗
l ∂ζ

∗
k

(ζ )

∣∣∣∣∣ �
ε

τ ′
j (z0, ε)τ

′
l (z0, ε)τ

′
k(z0, ε)

.
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Since for all s 	= 1 τs(z0, ε) � ε
1
2 , those estimates of νj and its derivatives imply

∣∣∣∣∣
∂Ap

∂ζ
∗
k

(ζ )

∣∣∣∣∣+
∣∣∣∣
∂Ap

∂ζ ∗
k

(ζ )

∣∣∣∣ � ε

τ ′
k(z0, ε)

∣∣∣∣∣
∂2Ap

∂ζ ∗
l ∂ζ

∗
k

(ζ )

∣∣∣∣∣+
∣∣∣∣

∂2Ap

∂ζ ∗
l ∂ζ ∗

k

(ζ )

∣∣∣∣+
∣∣∣∣∣

∂2Ap

∂ζ
∗
l ∂ζ

∗
k

(ζ )

∣∣∣∣∣ � ε

τ ′
l (z0, ε)τ

′
k(z0, ε)

.

Moreover we have |Ap(ζ )| �
∣∣∣ ∂r
∂ζ ∗

1
(ζ )

∣∣∣ � 1 for all ζ ∈ Pε(z0).

Now it suffices to use all those estimates and to distinguish the different cases
to achieve the proof the proposition.

We set ω(ζ, z) = �(ζ)(z∗ − ζ ∗) so that F(ζ, z) = Fζ (ω(ζ, z)) and before we
estimates Q∗

i and its derivatives we show

Lemma 5. For j, k = 1, . . . , n, l = 2, . . . , n and ζ, z ∈ Pε(z0) the following
inequalities hold uniformly with respect to ζ , z, z0 and ε

|ωj (ζ, z)| � τj (z0, ε),

|δ∗
j ωl(ζ, z)| +

∣∣∣∣∣
∂ωl

∂ζ
∗
j

(ζ, z)

∣∣∣∣∣ � ε

τ ′
j (z0, ε)

τl(z0, ε),

∣∣∣∣∣δ
∗
k

∂ωl

∂ζ
∗
j

(ζ, z)

∣∣∣∣∣ � ε

τ ′
j (z0, ε)τ

′
k(z0, ε)

τl(z0, ε),

|δ∗
j ω1(ζ, z)| +

∣∣∣∣∣
∂ω1

∂ζ
∗
j

(ζ, z)

∣∣∣∣∣ � ε

τ ′
j (z0, ε)

,

∣∣∣∣∣δ
∗
k

∂ω1

∂ζ
∗
j

(ζ, z)

∣∣∣∣∣ � ε

τ ′
j (z0, ε)τ

′
k(z0, ε)

.

Proof. Since τp(z0, ε) � ε for all p, the proposition 3.1 (v) of [4] and the propo-
sition 2 give for all l and all ζ, z ∈ Pε(z0)

|ωl(ζ, z)| � τl(z0, ε) +
n∑

p=1
p 	=l

ε2

τl(z0, ε)
� τl(z0, ε).

Using the proposition 3.1 (v) of [4] and proposition 2 one can analogously show
the other estimates.

Lemma 6. For all ζ ∈ Pε(z0), all multiindices β with β1 = 0 and j, k = 1, . . . , n

we have uniformly with respect to ζ , z0 and ε

∣∣∣∣
∂ |β|rζ
∂ωβ

(0)

∣∣∣∣ � ε
∏n

p=1 τp(z0, ε)
βp
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if |β| ≥ 2 and for |β| ≥ 1
∣∣∣∣∣

∂

∂ζ
∗
j

∂ |β|rζ
∂ωβ

(0)

∣∣∣∣∣+
∣∣∣∣∣

∂

∂ζ ∗
j

∂ |β|rζ
∂ωβ

(0)

∣∣∣∣∣ � ε

τ ′
j (z0, ε)

∏n
p=1 τp(z0, ε)

βp
,

∣∣∣∣∣
∂2

∂ζ ∗
k ∂ζ

∗
j

∂ |β|rζ
∂ωβ

(0)

∣∣∣∣∣ � ε

τ ′
k(z0, ε)τ

′
j (z0, ε)

∏n
p=1 τp(z0, ε)

βp
.

Proof. rζ (ω) = r(ζ + �(ζ)
t
ω) therefore we have for all α1, . . . , αp, p ≥ 2 :

∂prζ

∂ωα1 . . . ∂ωαp

(0) =
n∑

i1,... ,ip=1

∂pr

∂ζ ∗
i1

. . . ∂ζ ∗
ip

(ζ )

p∏

l=1

�αlil (ζ ).

If there exists s such that αs 	= is we have by proposition 2 |�αsis (ζ )| � ε
ταs (z0,ε)

.

If αs = is for all s then the corollary 1 gives ∂pr
∂ζ ∗

α1
...∂ζ ∗

αp
(ζ ) � ε∏p

s=1 ταp (z0,ε)
.

The other estimates also follow from the corollary 1 and proposition 2.

Lemma 7. For all t ∈ [0, 1], ζ, z ∈ Pε(z0), i, j, k = 1, . . . , n, we have uniformly
in ζ , z, z0, t and ε

∣∣Fζ (tω(ζ, z))
∣∣� ε,

∣∣δ∗
j Fζ (tω(ζ, z))

∣∣+
∣∣∣∣∣

∂

∂ζ
∗
j

(
Fζ (tω(ζ, z))

)
∣∣∣∣∣�

ε

τ ′
j (z0, ε)

,

∣∣∣∣∣δ
∗
k

∂

∂ζ ∗
j

(
Fζ (tω(ζ, z))

)
∣∣∣∣∣�

ε

τ ′
j (z0, ε)τ

′
k(z0, ε)

,

∣∣∣∣
∂Fζ

∂ωi

(tω(ζ, z))

∣∣∣∣ �
ε

τi(z0, ε)
,

∣∣∣∣δ
∗
j

∂Fζ

∂ωi

(tω(ζ, z))

∣∣∣∣+
∣∣∣∣∣

∂

∂ζ ∗
j

(
∂Fζ

∂ωi

(tω(ζ, z))

)∣∣∣∣∣�
ε

τi(z0, ε)τ
′
j (z0, ε)

,

∣∣∣∣∣δ
∗
k

∂

∂ζ ∗
j

(
∂Fζ

∂ωi

(tω(ζ, z))

)∣∣∣∣∣�
ε

τi(z0, ε)τ
′
j (z0, ε)τ

′
k(z0, ε)

.

Proof. Since τ1(z0, ε) � ε the case i = 1 is obvious. Therefore only the cases
i > 1 have to be considered. The estimates are then straightforwards consequences
of the lemma 5 and 6.

Lemma 8. For all ζ ∈ Pε(z0), i, j, k = 1, . . . , n, we have uniformly in ζ , z0 and ε

∣∣Q∗
i (ζ, z0)

∣∣ � ε

τi(z0, ε)
,

∣∣∣δ∗
j Q∗

i (ζ, z0)

∣∣∣+
∣∣∣∣∣
∂Q∗

i

∂ζ ∗
j

(ζ, z0)

∣∣∣∣∣ � ε

τi(z0, ε)τ
′
j (z0, ε)

,

∣∣∣∣∣δ
∗
k

∂Q∗
i

∂ζ ∗
j

(ζ, z0)

∣∣∣∣∣ � ε

τi(z0, ε)τ
′
j (z0, ε)τ

′
k(z0, ε)

.
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Proof. We have by definition Q∗
i = −∑n

l=1 �liσl , thus we have to estimate the σl

and its derivatives.
We set Aζ (ω) := A(ζ, ζ + �(ζ)

t
ω) so that for |ζ − z| < R

2

σl(ζ, ω(ζ, z)) =
=
∫ 1

0

∂Aζ

∂ωl

(tω(ζ, z))Fζ (tω(ζ, z))dt +
∫ 1

0
Aζ (tω(ζ, z))

∂Fζ

∂ωl

(tω(ζ, z))dt. (18)

SinceA and all its derivatives are bounded lemma 7 gives for all l 	= 1 |σl(ζ, ω(ζ, z0)|
� ε

τl(z0,ε)
. Now the proposition 2 give

∣∣Q∗
i (ζ, z0)

∣∣ � ε
τi (z0,ε)

.
The proposition 2 and the lemma 7 similarly give the other estimates.

Corollary 2. For all i, j, k = 1, . . . , n, ζ ∈ Pε(z0) we have, uniformly in ζ , z0
and ε,

∣∣δjQ
∗
i (ζ, z0)

∣∣ � ε
1
2

τi(z0, ε)
,

∣∣∣∣∣δj

∂Q∗
i

∂ζ
∗
k

(ζ, z0)

∣∣∣∣∣�
ε

1
2

τi(z0, ε)τ
′
k(z0, ε)

,
∣∣δjS(ζ, z0)

∣∣�ε
1
2 .

Proof. For all l we have τ ′
l (z0, ε) � ε

1
2 . Lemma 8 gives

∣∣δ∗
l Q∗

i (ζ, z)
∣∣ � ε

1
2

τi (z0,ε)
,∣∣∣∣δ

∗
l

∂Q∗
i

∂ζ
∗
k

(ζ, z)

∣∣∣∣ �
ε

1
2

τi (z0,ε)τ
′
k(z0,ε)

. Since δj is a linear combination of δ∗
l , l = 1, . . . , n,

the two first inequalities are now obvious. The last inequality comes from the first
one because δjS(ζ, z) =∑n

i=1 δjQ
∗
i (ζ, z)(ζ ∗

i − z∗
i ).

At last, we prove similar estimations to lemma 5.5 of [4] for a differential
operator of arbitrary order.

Lemma 9. Let �j = ∂j

∂zα∂zβ be a differentiation of order j ≥ 1, k = 0, . . . , n− 1,

l = 1, . . . , n and ζ ∈ (V \ D) ∩ P0
ε (z0) if ε 	= |r(z0)| or ζ ∈ (V \ D) ∩ Pε(z0) if

ε = |r(z0)|.
∣∣∣∣∣�j

η1(ζ, z0) ∧ (∂ζ η1(ζ, z0))
k

Sk+1(ζ, z0)

∣∣∣∣∣

can be estimated by a sum of products of the form

ε−j

∏k
i=0 τνi

(z0, ε)
∏k

i=1 τµi
(z0, ε)

and
ε−j− 1

2

∏k
i=0 τνi

(z0, ε)
∏k−1

i=1 τµi
(z0, ε)

,

this last term appearing only when k > 0.
∣∣∣∣∣�jδl

η1(ζ, z0) ∧ (∂ζ η1(ζ, z0))
k

Sk+1(ζ, z0)

∣∣∣∣∣

can be estimated by a sum of products of the form

ε−j− 1
2

∏k
i=0 τνi

(z0, ε)
∏k

i=1 τµi
(z0, ε)

and
ε−j−1

∏k
i=0 τνi

(z0, ε)
∏k−1

i=1 τµi
(z0, ε)

,

this last term appearing only when k > 0.
In both cases we have νi 	= νi′ and µi 	= µi′ if i′ 	= i and µi > 1 for all i.
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Proof. We fix ζ ∈ P0
ε (z0) ∩ (V \ D) if ε 	= |r(z0)| and ζ ∈ Pε(z0) ∩ (V \ D)

otherwise. As in [4], we write η1∧(∂ζ η1)
k

Sk+1 with respect to an ε-extremal basis and get

a sum of �
ν0,... ,νk
µ1,... ,µk

:= S−(k+1)Q∗
ν0

dζ ∗
ν0

∧∧k
i=1

∂Q∗
νi

∂ζ
∗
µi

dζ
∗
µi

∧dζ ∗
νi

, where necessarily

the νi (respectively µi) are pairwise different. We apply lemma 4 (ii) if ε 	= |r(z0)|
and lemma 4 (i) if ε = |r(z0)| and get in both case |S(ζ, z0)| � ε. We notice that
the derivatives of S are uniformly bounded with respect to ζ and z0 and that the
boundedness of the derivatives of S is the best estimate we have in general because

one can show that
∣∣∣ ∂S
∂z∗

1
(ζ, z0)

∣∣∣ � 1.

We use the estimates |Q∗
ν0

(ζ, z0)| � ε
τν0 (z0,ε)

,

∣∣∣∣
∂Q∗

νi

∂ζ
∗
µi

(ζ, z0)

∣∣∣∣ � ε
τνi

(z0,ε)τ ′
µi

(z0,ε)

given by lemma 8. For �j ′ = ∂j ′

∂z∗α′
∂z∗β′ , j ′ ≥ 1, since �j ′Q∗

ν0
(ζ, z0) and �j ′

∂Q∗
νi

∂ζ
∗
µi

are bounded uniformly with respect to ζ and z0 and ε1−j ′
τν0 (z0,ε)

and ε1−j ′
τνi

(z0,ε)τ ′
µi

(z0,ε)
are

bounded away from zero for small ε, we use the two estimates |�j ′Q∗
ν0

(ζ, z0)| �
ε1−j ′

τν0 (z0,ε)
and

∣∣∣∣�j ′
∂Q∗

νi

∂ζ
∗
µi

(ζ, z0)

∣∣∣∣ � ε1−j ′
τνi

(z0,ε)τ ′
µi

(z0,ε)
. The derivative of Q∗

ν0
and

∂Q∗
νi

∂ζ
∗
µi

may have better estimates, however this would not lead to better estimates because
the derivatives of S are only bounded.

We now estimate �j�
ν0,... ,νk
µ1,... ,µk

(ζ, z0).
If k = 0 or if µi 	= 1 for all i, 1 ≤ i ≤ k, we have τ ′

µi
(z0, ε) = τµi

(z0, ε) for
all i so

∣∣�j�
ν0,... ,νk
µ1,... ,µk

(ζ, z0)
∣∣ � ε−j

∏k
i=0 τνi

(z0, ε)
∏k

i=1 τµi
(z0, ε)

.

If µi0 = 1 for a necessarily unique i0, 1 ≤ i0 ≤ k, we have τ ′
µi0

(z0, ε) = ε
1
2 so

∣∣�j�
ν0,... ,νk
µ1,... ,µk

(ζ, z0)
∣∣ � ε−j− 1

2

∏k
i=0 τνi

(z0, ε)
∏k

i=1
i 	=i0

τµi
(z0, ε)

.

The last estimate can be shown by the same method.

In order to estimate the different integrals, we also need this obvious lemma.

Lemma 10. If ε is sufficiently small, then for all j ∈ N and all g ∈ Cj (G ∪ D), g

identically zero on D and all ζ ∈ Pε(z0), we have, uniformly with respect to z0, ζ

and g,

|g(ζ )| � εj‖g‖G∪D,j .

By using lemma 10 the regularity of the ∂-closed form f will recover missing
ε factors. We now are ready to estimate all the integrals. The method is based on
the one of [4].
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Proof of theorem 2 (ii) :. We first show theorem 2 (ii) for k = 0. Since T ∗
q =

Tq − Mq and since Tq satisfies C0-estimates (see theorem 1) we have to prove that

Mqf belongs to C
1
m

0,q−1(D) and satisfies ‖Mqf ‖D, 1
m

� ‖f ‖D,0 uniformly with

respect to f ∈ C0
0,q(D).

In order to use the Hardy-Littlewood lemma we set � = ∂
∂zp

or � = ∂
∂zp

, we
fix z0 ∈ D close to bD and we use the covering (16).

For q = 1, M1f (z0) = ∫
G

Ef (ζ ) ∧ Kn,0(ζ, z0) and Kn,0 = (2iπS)−nη1 ∧
(∂ζ η1)

n−1. For all j = 0, . . . , j0, all ζ ∈ Pj
ε0(z0) ∩ G the lemma 9 yields to

|�f (ζ ) ∧ Kn,0(ζ, z0)| �
‖f ‖D,0(2

−j ε0)
−1

∏n
i=1 τi(z0, 2−j ε0)

∏n
i=2 τi(z0, 2−j ε0)

+
n∑

k=2

‖f ‖D,0(2
−j ε0)

− 3
2

∏n
i=1 τi(z0, 2−j ε0)

∏n
i=2
i 	=k

τi(z0, 2−j ε0)
.

For l = 1, . . . , n we set ζ ∗
l = ul + ivl with ul, vl ∈ R. According to proposition

3.1 (v) of [4] we have 2−j ε0 � τ1(z0, 2−j ε0) and therefore we get
∣∣∣∣∣�
∫

G∩Pj
ε0 (z0)

Ef (ζ ) ∧ Kn,0(ζ, z0)

∣∣∣∣∣

�
∫

|u1|,|v1|≤τ1(z0,2−j ε0)

...
|un|,|vn|≤τn(z0,2−j ε0)

‖f ‖D,0(2
−j ε0)

−1du1dv1 . . . dundvn∏n
i=1 τi(z0, 2−j ε0)

∏n
i=2 τi(z0, 2−j ε0)

+
n∑

k=2

∫
|u1|,|v1|≤τ1(z0,2−j ε0)

...
|un|,|vn|≤τn(z0,2−j ε0)

‖f ‖D,0(2
−j ε0)

− 3
2 du1dv1 . . . dundvn∏n

i=1 τi(z0, 2−j ε0)
∏n

i=2
i 	=k

τi(z0, 2−j ε0)

�
(

1 +
n∑

k=2

(2−j ε0)
− 1

2 τk(z0, 2−j ε0)

)
‖f ‖D,0.

We use the inequality τk(z0, 2−j ε0) � (2−j ε0)
1
m and we get

∣∣∣∣∣�
∫

G∩Pj
ε0 (z0)

Ef (ζ ) ∧ Kn,0(ζ, z0)

∣∣∣∣∣ � (2−j ε0)
1
m

− 1
2 ‖f ‖D,0. (19)

Using lemma 9 we get in the same way
∣∣∣∣∣�
∫

G∩P|r(z0)|(z0)

Ef (ζ ) ∧ Kn,0(ζ, z0)

∣∣∣∣∣ � |r(z0)| 1
m

− 1
2 ‖f ‖D,0. (20)

We add (19) for j = 0, . . . , j0 and (20) and use 2−j0ε0 � |r(z0)|. We get when
m = 2 ∣∣∣∣∣�

∫

G∩Pε0 (z0)

Ef (ζ ) ∧ Kn,0(ζ, z0)

∣∣∣∣∣ � | ln |r(z0)|| ‖f ‖D,0
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and when m > 2∣∣∣∣∣�
∫

G∩Pε0 (z0)

Ef (ζ ) ∧ Kn,0(ζ, z0)

∣∣∣∣∣ � |r(z0)| 1
m

− 1
2 ‖f ‖D,0.

Since z0 is any point in D close to bD, in both case the Hardy-Littlewood lemma

implies that M1f belongs to C
1
m

0,0(D) and satisfies ‖M1f ‖D, 1
m

� ‖f ‖D,0 uni-

formly with respect to f . With the theorem 1, this prove theorem 2 (ii) for k = 0
and q = 1.

For ζ ∈ Pj
ε0(z0) ∩ G we have |ζ − z0| � 2−j ε0, thus for k = 0, . . . ,

n − 1 and ζ ∈ Pj
ε0(z0) ∩ G we have

∣∣∣∂z
η0∧(∂ζ η0)

k∧(∂zη0)
q−2

|ζ−z0|2(n−k−1)

∣∣∣ � 1
|ζ−z0|2(n−k−1) and

∣∣∣�∂z
η0∧(∂ζ η0)

k∧(∂zη0)
q−2

|ζ−z0|2(n−k−1)

∣∣∣ � ε−1

|ζ−z0|2(n−k−1) . Since Q and S are holomorphic with

respect to z, for q = 2, . . . , n − 1 lemma 9 then gives
∣∣∣∣�
∫

λ∈[0,1]
Ef (ζ ) ∧ ∂z�n,q−2(η)(ζ, λ, z0)

∣∣∣∣

�
n−1∑

k=0

∑

1≤ν0<...<νk≤n

1<µ1<...<µk≤n

‖f ‖D,0(2
−j ε0)

−1

∏k
i=0 τνi

(z0, 2−j ε0)
∏k

i=1 τµi
(z0, 2−j ε0)|ζ − z0|2(n−k−1)

+
n−1∑

k=1

∑

1≤ν0<...<νk≤n

1<µ1<...<µk−1≤n

‖f ‖D,0(2
−j ε0)

− 3
2

∏k
i=0 τνi

(z0, 2−j ε0)
∏k−1

i=1 τµi
(z0, 2−j ε0)|ζ − z0|2(n−k−1)

uniformly with respect to ζ ∈ Pj
ε0(z0) ∩ G. We estimate

∫

G∩Pj
ε0 (z0)

‖f ‖D,0(2
−j ε0)

− 3
2 du1dv1 . . . dundvn

∏k
i=0 τνi

(z0, 2−j ε0)
∏k−1

i=1 τµi
(z0, 2−j ε0)|ζ − z0|2(n−k−1)

.

Since 1 ≤ ν0 < . . . < νk ≤ n and 1 < µ1 < . . . µk < n, we can integrate with
respect to uν0 , . . . , uνk

, vµ1 , . . . , vµk−1 and v1 and we get

∫

G∩Pj
ε0 (z0)

‖f ‖D,0(2
−j ε0)

− 3
2 du1dv1 . . . dundvn

∏k
i=0 τνi

(z0, 2−j ε0)
∏k−1

i=1 τµi
(z0, 2−j ε0)|ζ − z0|2(n−k−1)

� (2−j ε0)
− 1

2

∫

|ω|≤supi=1,... ,n τi (z0,2−j ε0)

dV (ω)

|ω|2(n−k−1)
‖f ‖D,0

where ω is a variable of dimension 2n − 2k − 1. Since for all i = 1, . . . , n

τi(z0, 2−j ε0) � (2−j ε0)
1
m , we get

∫

G∩Pj
ε0 (z0)

‖f ‖D,0(2
−j ε0)

− 3
2 du1dv1 . . . dundvn

∏k
i=0 τνi

(z0, 2−j ε0)
∏k−1

i=1 τµi
(z0, 2−j ε0)|ζ − z0|2(n−k−1)

� (2−j ε0)
− 1

2

∫

ρ≤(2−j ε0)
1
m

ρ2n−2k−2dρ

ρ2(n−k−1)
‖f ‖D,0

� (2−j ε0)
1
m

− 1
2 ‖f ‖D,0.
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Analogously we show the following inequality

∫

G∩Pj
ε0 (z0)

‖f ‖D,0(2
−j ε0)

−1du1dv1 . . . dundvn
∏k

i=0 τνi
(z0, 2−j ε0)

∏k
i=1 τµi

(z0, 2−j ε0)|ζ − z0|2(n−k−1)
� ‖f ‖D,0

and finally we get

∣∣∣∣∣�
∫

(G∩Pj
ε0 (z0))×[0,1]

Ef (ζ ) ∧ ∂z�n,q−2(η)(ζ, λ, z0)

∣∣∣∣∣ � (2−j ε0)
1
m

− 1
2 ‖f ‖D,0.

(21)

We show in the same way

∣∣∣∣∣�
∫

(G∩P|r(z0)|(z0))×[0,1]
Ef (ζ ) ∧ ∂z�n,q−2(η)(ζ, λ, z0)

∣∣∣∣∣ � |r(z0)| 1
m

− 1
2 ‖f ‖D,0.

(22)

Now adding (21) for j = 0, . . . , j0 and (22) and using 2−j0ε0 � |r(z0)|, we get

|�Mqf (z0)| � |r(z0)| 1
m

− 1
2 ‖f ‖D,0 when m > 2 and |�Mqf (z0)| � | ln |r(z0)||

‖f ‖D,0 when m = 2. The Hardy-Littlewood lemma then implies that Mqf belongs

to C
1
m

0,q−1(D) and satisfies ‖Mqf ‖D, 1
m

� ‖f ‖D,0 uniformly with respect to f ∈
C0

0,q(D). With the theorem 1, this prove the theorem 2 (ii) for k = 0 and q =
2, . . . n − 1.

We may notice that, for q = 1, . . . , n − 1, Mqf ∈ C
1
2 + 1

m

0,q−1(D) when m > 2

and Mqf ∈ C1−α
0,q−1(D) for all α ∈]0, 1] when m = 2. However this is useless in

this work because Tqf is not as regular as Mqf .
Now we prove theorem 2 (ii) for k > 0 and assume it shown for all k′ =

0, . . . , k − 1. We fix some ∂-closed f ∈ Ck
0,q(D). We have to prove that T ′

qf =
− ∫

G×[0,1] ∂ζ Ef (ζ ) ∧ �n,q−1(η)(ζ, λ, ·) belongs to C
1
m

+k

0,q−1(D). For l = 1, . . . , n

we will prove that
∂T ′

qf

∂zl
and

∂T ′
qf

∂zl
belong to C

k−1+ 1
m

0,q−1 (D). Let �k = ∂k

∂zα∂zβ be a
differentiation of order k.

We first prove that
∂T ′

qf

∂zl
belongs to C

k−1+ 1
m

0,q−1 (D). S and Q are holomorphic with

respect to z and |ζ − z0| � 2−j ε0 for ζ ∈ Pj
ε0(z0). Therefore with lemma 10 and

9, for k̃ = 0, . . . , n − q − 1 and ζ ∈ Pj
ε0(z0), we can estimate

�k

(
∂ζ Ef (ζ ) ∧ ∂

∂zl

η1(ζ, z0) ∧ (∂ζ η1(ζ, z0))
k̃

Sk̃+1(ζ, z0)

∧η0(ζ, z0) ∧ (∂ζ η0(ζ, z0))
n−q−k̃−1 ∧ (∂zη0(ζ, z0))

q−1

|ζ − z0|2(n−k̃−1)

)
.
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by a sum of terms such ‖f ‖k,D(2−j ε0)
−1

∏k̃
i=0 τνi

(z0,(2−j ε0)
∏k̃

i=1 τµi
(z0,(2−j ε0))|ζ−z0|2(n−k̃−1)

and

‖f ‖k,D(2−j ε0)
− 3

2
∏k̃

i=0 τνi
(z0,(2−j ε0))

∏k̃−1
i=1 τµi

(z0,(2−j ε0))|ζ−z0|2(n−k̃−1)
, this last term appearing only for

k̃ > 0, and in both terms µi > 1 and µi 	= µj , νi 	= νj for all i, j , i 	= j . Using

(2−j ε0)-extremal coordinates we then integrate over Pj
ε0(z0) and get

∣∣∣∣∣�k

∫

(G∩Pj
ε0 (z0))×[0,1]

∂ζ Ef (ζ ) ∧ ∂

∂zl

�n,q−1(η)(ζ, λ, z0)

∣∣∣∣∣

� ‖f ‖D,k(2
−j ε0)

1
m

−1. (23)

Using lemma 10 and 9 on P|r(z0)|(z0) we get

∣∣∣∣∣�k

∫

(G∩P|r(z0)|(z0))×[0,1]
∂ζ Ef (ζ ) ∧ ∂

∂zl

�n,q−1(η)(ζ, λ, z0)

∣∣∣∣∣

� ‖f ‖D,k|r(z0)| 1
m

−1. (24)

Adding (23) for j = 0, . . . , j0 and (24) and using 2−j0ε0 � |r(z0)|, we get∣∣∣�k
∂T ′

qf

∂zl
(z0)

∣∣∣ � ‖f ‖D,k|r(z0)| 1
m

−1,where all the involved constants do not depend

on z0 and f .

The Hardy-Littlewood lemma then implies that
∂T ′

qf

∂zl
is in C

k−1+ 1
m

0,q−1 (D) and

satisfies
∥∥∥ ∂T ′

qf

∂zl

∥∥∥
D,k−1+ 1

m

≤ ck‖f ‖D,k , ck depending only on k.

To prove that
∂T ′

qf

∂zl
belongs to C

1
m

+k−1
0,q−1 (D) we use (15).

Since Ef is compactly supported in G∪D,
∫
G∪D

∂Ef
∂ζl

(ζ )∧Bn,q−1(ζ, ·) belongs

to Ck−ε
0,q−1(D) and satisfies

∥∥∥
∫
G∪D

∂Ef
∂ζl

(ζ ) ∧ Bn,q−1(ζ, ·)
∥∥∥

D,k−ε
≤ cε‖f ‖D,k for

all ε ∈]0, 1], cε depending only on ε.

By induction T ∗
q

(
∂f
∂zl

)
belongs to C

k−1+ 1
m

0,q−1 (D) and
∥∥∥T ∗

q

(
∂f
∂zl

)∥∥∥
D,k−1+ 1

m

�
‖f ‖D,k uniformly with respect to f .

Using lemma 9 and 10, exactly as we have studied Mqf , we show that, when

q = 1,
∫
G

(
∂Ef
∂ζl

(ζ ) − E
∂f
∂ζl

(ζ )
)

∧ Kn,0(ζ, ·) belongs to C
k−1+ 1

m

0,0 (D) and satis-

fies
∥∥∥
∫
G

(
∂Ef
∂ζl

(ζ ) − E
∂f
∂ζl

(ζ )
)

∧ Kn,0(ζ, ·)
∥∥∥

D,k−1+ 1
m

� ‖f ‖D,k, and, when q 	=

1, that
∫
G×[0,1]

(
∂Ef
∂ζl

(ζ ) − E
∂f
∂ζl

(ζ )
)

∧ ∂z�n,q−2(η)(ζ, λ, ·) ∈ C
k−1+ 1

m

0,q−1 (D) and
∥∥∥
∫
G×[0,1]

(
∂Ef
∂ζl

(ζ ) − E
∂f
∂ζl

(ζ )
)

∧ ∂z�n,q−2(η)(ζ, λ, ·)
∥∥∥

D,k−1+ 1
m

� ‖f ‖D,k. We

also notice that for q 	= 1
∫
G

(
∂Ef
∂ζl

(ζ ) − E
∂f
∂ζl

(ζ )
)

∧ Kn,q−1(ζ, ·) = 0 and for

q = 1
∫
G×[0,1]

(
∂Ef
∂ζl

(ζ ) − E
∂f
∂ζl

(ζ )
)

∧ ∂z�n,q−2(η)(ζ, λ, ·) = 0.
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In order to prove that the last term of (15) belongs to C
k−1+ 1

m

0,q−1 (D) we fix a differ-

entiation �k = ∂k

∂zα∂zβ of order k, z0 ∈ D close to bD and we use the covering
(16). Lemma 9 and 10 give for j = 0, . . . , j0:
∣∣∣∣�k

∫

λ∈[0,1]
∂ζ Ef (ζ ) ∧ δl�n,q−1(η)(ζ, λ, z0)

∣∣∣∣

�
n−1∑

k=0

∑

1≤ν0<...<νk≤n

1<µ1<...<µk≤n

‖f ‖D,k(2
−j ε0)

− 3
2

∏k
i=0 τνi

(z0, 2−j ε0)
∏k

i=1 τµi
(z0, 2−j ε0)|ζ − z0|2(n−k−1)−1

+
n−1∑

k=1

∑

1≤ν0<...<νk≤n

1<µ1<...<µk−1≤n

‖f ‖D,0(2
−j ε0)

−2

∏k
i=0 τνi

(z0, 2−j ε0)
∏k−1

i=1 τµi
(z0, 2−j ε0)|ζ − z0|2(n−k−1)−1

.

Using (2−j ε0)-extremal coordinates, we integrate over G ∩ Pj
ε0(z0) and get

∣∣∣∣∣�k

∫

G∩Pj
ε0 (z0)×[0,1]

∂ζ Ef (ζ ) ∧ δl�n,q−1(η)(ζ, λ, z0)

∣∣∣∣∣

� ‖f ‖D,0((2
−j ε0)

− 1
2 + 1

m + (2−j ε0)
2
m

−1). (25)

We also have∣∣∣∣∣�k

∫

G∩P|r(z0)|(z0)×[0,1]
∂ζ Ef (ζ ) ∧ δl�n,q−1(η)(ζ, λ, z0)

∣∣∣∣∣

� ‖f ‖D,0(|r(z0)|− 1
2 + 1

m + |r(z0)| 2
m

−1). (26)

Adding (26) and (25) for j = 0, . . . , j0 and using 2−j0ε0 � |r(z0)| we get when
m > 2

∣∣∣∣∣�k

∫

G∩Pε0 (z0)×[0,1]
∂ζ Ef (ζ ) ∧ δl�n,q−1(η)(ζ, λ, z0)

∣∣∣∣∣

� ‖f ‖D,0(|r(z0)|− 1
2 + 1

m + |r(z0)| 2
m

−1).

and when m = 2
∣∣∣∣∣�k

∫

G∩Pε0 (z0)×[0,1]
∂ζ Ef (ζ ) ∧ δl�n,q−1(η)(ζ, λ, z0)

∣∣∣∣∣ � ‖f ‖D,0| ln |r(z0)||.

The Hardy-Littlewood lemma then implies that
∫
G∩Pε0 (z0)×[0,1] ∂ζ Ef (ζ )∧δl�n,q−1

(η)(ζ, λ, ·) is in C
k−1+ 1

m

0,q−1 (D) and satisfies, uniformly with respect to f ,∥∥∥
∫
G∩Pε0 (z0)×[0,1] ∂ζ Ef (ζ ) ∧ δl�n,q−1(η)(ζ, λ, ·)

∥∥∥
D,k−1+ 1

m

� ‖f ‖D,0.

Therefore equation (15) implies that
∂T ′

qf

∂zl
belongs to C

k−1+ 1
m

0,q−1 (D) and satisfies,

uniformly with repect to f ,
∥∥∥ ∂T ′

qf

∂zl

∥∥∥
D,k−1+ 1

m

� ‖f ‖D,k .
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