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Abstract. Using vertex algebra techniques, we determine a set of generators for the cohomology
ring of the Hilbert schemes of points on an arbitrary smooth projective surface over the field of
complex numbers.
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1. Introduction

The Hilbert schemeX[n] of points on a smooth projective surfaceX is a desingu-
larization of then-th symmetric product ofX (see [Fog]). An elementξ inX[n] is
a length-n0-dimensional closed subscheme ofX. Recently, there are two surpris-
ing discoveries, mainly due to the work of G¨ottsche [Go1], Nakajima [Na1,Na2]
and Grojnowski [Gro], that the sum of the cohomology groupsHn = H ∗(X[n])
with Q-coefficients of the Hilbert schemesX[n] for n ≥ 0 have relationships with
modular forms on the one hand and with representations of infinite dimensional
Heisenberg algebras on the other hand (see aslo the work of Vafa and Witten
[V-W] for connections with string theory). These results have been used by Lehn
[Leh] to investigate the relation between the Heisenberg algebra structure and the
cup product structure ofHn. In particular, Lehn constructed the Virasoro algebra
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in a geometric fashion and studied certain tautological sheaves overX[n]. Some
other recent work on Hilbert schemes includes [dCM,EGL,Go2,Hai,K-T,LQZ,
Wan].

In this paper, by using vertex algebra techniques (see [Bor,FLM,Kac]) and
generalizing the work of Nakajima, Grojnowski and Lehn [Na1,Gro,Na2,Leh],
we study the cohomology ring structure of the Hilbert schemesX[n]. We deter-
mine the ring generators ofH ∗(X[n]) for an arbitrary smooth projective surface
X over the field of complex numbers. In particular, we recover the result of
Ellingsrud and Strømme [ES2] forX = P2. More precisely, we find a set of
(n · dimH ∗(X)) generators for the cohomology ringHn, and interpret the re-
lations among these generators in terms of certain operators in End(H) where
H = ⊕

n≥0 Hn. Our results also clearly indicate that there are deep interplays
between the geometry of Hilbert schemes and vertex algebra structures which
go beyond the Heisenberg and Virasoro algebras.

To state our result, we establish some notations and refer the details to Defini-
tion 5.1. LetZn be the universal codimension-2 subscheme ofX[n] ×X, andp1

andp2 be the projections ofX[n] ×X toX[n] andX respectively. Forγ ∈ Hs(X)

andn ≥ 0, letGi(γ, n) be theHs+2i(X[n])-component of

G(γ, n)
def= p1∗(ch(OZn

) · p∗
2 td(X) · p∗

2γ ) ∈ Hn (1.1)

(we refer to the Conventions at the end of this section for the conventions used
in the paper). Forγ ∈ H ∗(X) andi ∈ Z, define an operatorGi(γ ) ∈ End(H)

which acts on the componentHn = H ∗(X[n]) by the cup product by the class
Gi(γ, n).

Theorem 1.2. LetX be a smooth projective surface over the field of complex
numbers. Forn ≥ 1, the cohomology ringHn = H ∗(X[n]) is generated by

Gi(γ, n) = Gi(γ )(1X[n])

where0 ≤ i < n andγ runs over a linear basis ofH ∗(X). Moreover, the rela-
tions among these generators are precisely the relations among the restrictions
Gi(γ )|Hn

of the corresponding operatorsGi(γ ) toHn.
The above Theorem and its proof are inspired mainly by two sources. The first

one is Lehn’s approach of determining the cohomology ring structure of(C2)[n]
by using vertex operator techniques (the cohomology ring structure of(C2)[n] has
been first obtained by Ellingsrud and Strømme [ES2]). Lehn’s approach is very
instrumental and valuable to us. Our first result here is that although it is difficult
to describe completely the operatorsGi(γ ) as vertex operators or differential
operators, we are able to determine the leading terms of the operatorsGi(γ ) as
the degree-0 components of some explicit vertex operators (see the paragraph
preceding Theorem 4.12 for the definition of the leading term). These vertex
operators are natural generalization of the Virasoro operatorsLn(α) considered
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by Lehn [Leh]. Such descriptions of the leading terms allow us to use induction
to derive our Theorem above. As a byproduct, we also show that the commutator
between the operatorGi(γ ) and the Heisenberg generatorqn(α) depends only
on the cup productγα, which we refer to as thetransfer property. We remark
that such a transfer property seems to be a general phenomenon among this type
of commutation relations.

The second one is the work of Ellingsrud and Strømme [ES1,ES2] (see also
the work of Beauville, Fantechi, G¨ottsche, Yoshioka and Markman [Bea,F-G,
Yos,Mar] on the cohomology ring structures of other moduli spaces of sheaves).
In [ES2], Ellingsrud and Strømme proved that forX = P2, the cohomology
ring Hn = H ∗(X[n]) is generated by the Chern classes of the tautological rank-n

bundles
p1∗(OZn

⊗ p∗
2OP2(−j)) (1.3)

with j = 1,2,3. Equivalently, this says thatHn is generated by theH 2i(X[n])-
components with 0≤ i ≤ n of the Chern characters of the three bundles in (1.3).
By the Grothendieck-Riemann-Roch Theorem [Har], we have

ch(p1∗(OZn
⊗ p∗

2OP2(−j))) = p1∗(ch(OZn
⊗ p∗

2OP2(−j)) · p∗
2 td(X))

for j = 1,2,3. Note that ch(OZn
⊗p∗

2OP2(−j)) = ch(OZn
)·p∗

2 ch(OP2(−j)) =
ch(OZn

) · p∗
2([X] − j [�] + j2[x]/2) where� (respectively,x) stands for a line

(respectively, a point) inX = P2. So the result of Ellingsrud and Strømme says
that the cohomology ringHn is generated by theH 2i(X[n])-components of

p1∗(ch(OZn
) · p∗

2 td(X) · p∗
2γ ) ∈ Hn

where 0≤ i ≤ n andγ = [X], [�], [x]. Indeed, this is our motivation for (1.1).
We may also put our present work in a different perspective. From the pio-

neering work [Na1,Gro,Leh], it is clear that there are deep connections between
the geometry of Hilbert schemes and vertex operators. However, the structure of
a vertex algebra [Bor,FLM,Kac] is far more richer than the appearance of the
Heisenberg and Virasoro vertex operators which are of conformal weight one
and two respectively. Thus a natural question here, which is easy to post but dif-
ficult to answer, is to understand the full symmetry of vertex algebras in terms of
the geometry of Hilbert schemes. Our present work provides a strong evidence
that the vertex operators of higher conformal weights afford nice geometric in-
terpretations. In a work in progress, we will further clarify precise connections
between vertex algebras and the geometry of Hilbert schemes.

The paper is organized as follows. In Sect.2, we recall constructions and
results of Nakajima, Grojnowski and Lehn. In Sect.3, we study the relation
between Lehn’s boundary operator and the Heisenberg generators, and introduce
the transfer property. In Sect.4, we prove that the leading terms for certain linear
operators of geometric significance are the degree-0 components of some vertex
operators. Finally, we prove our main results in Sect.5.
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Conventions:Throughout the paper, all cohomology groups are inQ-coefficients.
The cup product between two cohomology classesα andβ is denoted byα ·β or
simply byαβ. For a continuous mapp : Y1 → Y2 between two smooth compact
manifolds and forα1 ∈ H ∗(Y1), the push-forwardp∗(α1) is defined by

p∗(α1) = PD−1p∗(PD(α1))

where PD stands for the Poincar´e duality. We make no distinction between an
algebraic cycle and its corresponding cohomology class so that intersections
among algebraic cycles correspond to cup products among the corresponding
cohomology classes. For instance, for two algebraic cycles[a] and [b] on a
smooth projective varietyY , it is understood that[a] · [b] ∈ H ∗(Y ).

Acknowledgements.After communicating this paper to M. Lehn, we were informed by him that
he and C. Sorger had a preprint on the cohomology ring structure ofX[n] for X = C

2, and that
their methods could apply to the case whenKX = 0 by combining with the results in the paper
(see [LS1,LS2].) The authors thank J. Li, Y. Ruan and Y. Zhu for stimulating discussions, and M.
Lehn for helpful comments. Also, the first author thanks the University of Missouri at Columbia
for its hospitality during his visit in August 2000, and the second and third authors thank the Hong
Kong University of Science and Technology for its hospitality and financial support during their
visits in July 2000.

2. Results of Nakajima, Grojnowski and Lehn

In this section, we shall fix some notations, and recall some results of Nakajima,
Grojnowski and Lehn [Na1,Gro,Leh]. For convenience, we also review certain
basic facts for the Hilbert scheme of points in a smooth projective surface.

LetX be a smooth projective surface overC, andX[n] be the Hilbert scheme
of points inX.An element in the Hilbert schemeX[n] is represented by a length-n

0-dimensional closed subschemeξ of X, which sometimes is called a length-n

0-cycle. Forξ ∈ X[n], let Iξ andOξ be the corresponding sheaf of ideals and
structure sheaf respectively. For a pointx ∈ X, let ξx be the component ofξ
supported atx andIξ,x ⊂ OX,x be the stalk ofIξ atx. It is known from [Fog] that
X[n] is smooth. InX[n] ×X, we have the universal codimension-2 subscheme:

Zn = {(ξ, x) ⊂ X[n] ×X | x ∈ Supp(ξ)} ⊂ X[n] ×X.

In general, forn > m > 0, we have the closed subscheme

X[n,m] = {(ξ, η) ∈ X[n] ×X[m] | ξ ⊃ η}
of X[n] ×X[m]. Letψ andφ be the natural maps fromX[n,m] toX[n] andX[m] re-
spectively. Then,X[n,m] parametrizes the two flat familiesψ−1

X (Zn) ⊃ φ−1
X (Zm)

over X[n,m] × X whereψX = ψ × IdX : X[n,m] × X → X[n] × X and
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φX = φ × IdX : X[n,m] × X → X[m] × X. In addition, there exists an exact
sequence

0 → In,m → ψ∗
XOZn

→ φ∗
XOZm

→ 0. (2.1)

Whenm = n − 1, there is a morphismρ : X[n,n−1] → X which maps a point
(ξ, η) ∈ X[n,n−1] to the support of(Iη/Iξ ). So we have the standard diagram

X
ρ← X[n,n−1] ψ→ X[n]

↓ φ

X[n−1].
(2.2)

It is known from [Che,Tik,ES3] thatX[n,n−1] is irreducible, smooth and of di-
mension 2n. In fact,X[n,n−1] is isomorphic to the blowup ofX[n−1] × X along
Zn−1. LetEn be the exceptional divisor inX[n,n−1]. Then, we have

En = {(ξ, η) ∈ X[n,n−1] | Supp(ξ) = Supp(η)}.
Moreover, (2.1) can be simplified to the exact sequence (see p.193 in [Leh]):

0 → ρ∗
XO∆X

⊗ p∗
1OX[n,n−1](−En) → ψ∗

XOZn
→ φ∗

XOZn−1 → 0 (2.3)

where∆X is the diagonal inX ×X, andp1 is the projection ofX[n,n−1] ×X to
X[n,n−1]. Finally, we letXn = X × · · · ×X︸ ︷︷ ︸

n

be then-th Cartesian product, and

X[n1],... ,[nk] = X[n1] × · · · ×X[nk]. (2.4)

We formulate below various notations and definitions which will be used
later.

Definition 2.5. (i) Let H = ⊕
n,i≥0 Hn,i denote the double graded vector space

with componentsHn,i def= Hi(X[n]), andHn
def= H ∗(X[n]) def=⊕4n

i=0H
i(X[n]). The

element 1 inH 0(X[0]) = Q is called thevacuum vectorand denoted by|0〉;
(ii) A linear operatorf ∈ End(H) is homogeneous of bi-degree(�,m) if

f(Hn,i) ⊂ Hn+�,i+m. (2.6)

Furthermore,f ∈ End(H) is even(respectively,odd) if m is even (respectively,
odd).

(iii) For two homogeneous linear operatorsf andg ∈ End(H) of bi-degrees
(�,m) and(�1,m1) respectively, define theLie superalgebra bracket[f, g] by

[f, g] = fg − (−1)mm1gf. (2.7)
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A non-degenerate super-symmetric bilinear form(, )onH is induced from the
standard one onHn = H ∗(X[n]). For a homogeneous linear operatorf ∈ End(H)

of bi-degree(�,m), we can define itsadjoint f† ∈ End(H) by

(f(α), β) = (−1)m·|α| · (α, f†(β))
where|α| = s for α ∈ Hs(X[n]). Note that the bi-degree off† is (−�,m− 4�).
Also,

(fg)† = (−1)mm1 · g†f† and [f, g]† = −[f†, g†] (2.8)

whereg ∈ End(H) is another homogeneous linear operator of bi-degree(�1,m1).
Next, we collect from [Na1,Leh] the definitions of the closed subsetQ[n+�,n]

in X[n+�] × X × X[n], the Heisenberg generatorqn, the Virasoro generatorLn,
the boundary operatord, and the derivativef′ of a linear operatorf ∈ End(H).

Definition 2.9. (see [Na1,Leh]) (i) Forn ≥ 0, defineQ[n,n] = ∅. Forn ≥ 0 and
� > 0, defineQ[n+�,n] ⊂ X[n+�] ×X ×X[n] to be the closed subset

{(ξ, x, η) ∈ X[n+�] ×X ×X[n] | ξ ⊃ η and Supp(Iη/Iξ ) = {x}}; (2.10)

(ii) For n ∈ Z, define linear mapsqn : H ∗(X) → End(H) as follows. When
n ≥ 0, the linear operatorqn(α) ∈ End(H) with α ∈ H ∗(X) is defined by

qn(α)(a) = p̃1∗([Q[m+n,m]] · ρ̃∗α · p̃∗
2a) (2.11)

for all a ∈ Hm = H ∗(X[m]), where[Q[m+n,m]] is (the cohomology class cor-
responding to) the algebraic cycle associated toQ[m+n,m], andp̃1, ρ̃, p̃2 are the
projections ofX[m+n] ×X×X[m] toX[m+n], X,X[m] respectively. Whenn < 0,
define the operatorqn(α) ∈ End(H) with α ∈ H ∗(X) by

qn(α) = (−1)n · q−n(α)†; (2.12)

(iii) For n ∈ Z, define linear mapsLn : H ∗(X) → End(H) by putting

Ln =


1

2
·
∑
m∈Z

qmqn−mτ2∗, if n �= 0∑
m>0

qmq−mτ2∗, if n = 0
(2.13)

whereτ2∗ : H ∗(X) → H ∗(X2) is the linear map induced by the diagonal
embeddingτ2 : X → X2, and the operatorqmq�τ2∗(α) stands for∑

j

qm(αj,1)q�(αj,2)

whenτ2∗α =∑
j αj,1 ⊗ αj,2 via the Künneth decomposition ofH ∗(X2);
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(iv) Define the linear operatord ∈ End(H) by

d =
⊕
n

c1(p1∗OZn
) =

⊕
n

(−[∂X[n]]/2) (2.14)

wherep1 is the projection ofX[n] ×X toX[n], ∂X[n] is the boundary ofX[n] con-
sisting of allξ ∈ X[n] with |Supp(ξ)| < n, and the first Chern classc1(p1∗OZn

)

of the rank-n bundlep1∗OZn
acts onHn = H ∗(X[n]) by the cup product.

(v) For a linear operatorf ∈ End(H), define itsderivativef′ by

f′ def= ad(d)f
def=[d, f]. (2.15)

The higher derivativef(k) of f is defined inductively byf(k) = [d, f(k−1)].
We remark that the definition of theVirasoro generatorLn will be generalized

in Definition 4.3 (ii) below. Also,qn(α), Ln(α), andd are homogeneous of bi-
degrees(n,2n− 2+ |α|), (n,2n+ |α|), and(0,2) respectively.

Finally, we recall from [Na1,Leh] the formulas for the derivativeq′n(α) as
well as the commutation relations among the Heisenberg generatorsqn(α) and
the Virasoro generatorLm(β). These formulas will be used frequently in the
sequel.

Theorem 2.16.LetKX andc2(X) be the canonical divisor and the secondChern
class ofX respectively. Letn,m ∈ Z andα, β ∈ H ∗(X). Then,

(i) [qn(α), qm(β)] = n · δn+m · ∫
X
(αβ) · IdH;

(ii) [Ln(α), qm(β)] = −m · qn+m(αβ);
(iii) [Ln(α),Lm(β)] = (n−m) · Ln+m(αβ)− n3−n

12 · δn+m · ∫
X
(c2(X)αβ) · IdH;

(iv) q′n(α) = n · Ln(α)+ n(|n|−1)
2 qn(KXα);

(v) [q′n(α), qm(β)] = −nm · {qn+m(αβ)+ |n|−1
2 · δn+m · ∫

X
(KXαβ) · IdH

}
.

We notice that Theorem 2.16 (i) was proved by Nakajima [Na1] subject to
some universal nonzero constant, which was determined subsequently in [ES3].
The other four formulas inTheorem 2.16 were obtained by Lehn [Leh]. Moreover,
as observed by Nakajima and Grojnowski in [Na1,Gro],H is an irreducible
representation of the Heisenberg algebra generated by theqi(α)’s with |0〉 ∈
H 0(X[0]) being the highest weight vector. In particular, a linear basis ofH is
given by

qi1(α1)qi2(α2) · · · qik (αk)|0〉,
wherek ≥ 0, i1 ≥ i2 ≥ · · · ≥ ik > 0, and each of the cohomology classes
α1, α2, . . . , αk runs over a fixed linear basis ofH ∗(X) =⊕4

i=0H
i(X).
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3. The higher derivatives ofqn(α)

In this section, we study the higher derivativesq(k)n (α)of the Heisenberg generator
qn(α) by computing their commutators with other Heisenberg generatorsqm(β).
In addition, for two series of operatorsA(α),B(β) ∈ End(H)depending linearly
on the cohomology classesα, β ∈ H ∗(X), we introduce the transfer property
for the commutators[A(α),B(β)], i.e., the property that

[A(α),B(β)] = [A(1X),B(αβ)] = [A(αβ),B(1X)].
Then, we prove that the commutators[q(k)n (α), qm(β)] satisfy the transfer prop-
erty.

Lemma 3.1. Letk ≥ 0, n0, . . . , nk ∈ Z, andα0, . . . , αk ∈ H ∗(X). Then,

[[. . . [q(k)n0
(α0), qn1(α1)], . . . ], qnk (αk)]

= a · qn0+...+nk (α0 . . . αk)+ b · ∫
X
(KXα0 . . . αk) · IdH

(3.2)

wherea andb are constants depending only onk, n0, . . . , nk.

Proof. For simplicity, denote the left-hand-side of (3.2) byC(k; n0, α0; . . . ;
nk, αk). Note that (3.2) is trivially true fork = 0. By Theorem 2.16 (v), (3.2) is
true fork = 1. In the following, by assuming that (3.2) holds for some positive
integerk, we shall prove that (3.2) also holds for(k + 1). Recall the Jacobi
identity

[[f1, f2], f3] = (−1)m2m3[[f1, f3], f2] + [f1, [f2, f3]] (3.3)

if the bi-degree offi ∈ End(H) is (�i, mi). We have by the Jacobi identity that

C(k + 1; n0, α0; . . . ; nk+1, αk+1)

= [[. . . [[q(k+1)
n0

(α0), qn1(α1)], qn2(α2)], . . . ], qnk+1(αk+1)]
= [[. . . [{[q(k)n0

(α0), qn1(α1)]′ − [q(k)n0
(α0), q

′
n1
(α1)]}, qn2(α2)], . . . ], qnk+1(αk+1)]

= [[. . . [[q(k)n0
(α0), qn1(α1)]′, qn2(α2)], . . . ], qnk+1(αk+1)]

−[[. . . [[q(k)n0
(α0), q

′
n1
(α1)], qn2(α2)], . . . ], qnk+1(αk+1)].

(3.4)
Repeating the above process, we conclude that

C(k + 1; n0, α0; . . . ; nk+1, αk+1)

= [C(k; n0, α0; . . . ; nk, αk), qnk+1(αk+1)]′ −∑k+1
i=1 [. . . [q(k)n0

(α0), qn1(α1)], . . .
. . . ], qni−1(αi−1)], q ′ni (αi)], qni+1(αi+1)], . . . ], qnk+1(αk+1)].

(3.5)
By the induction hypothesis onk and Theorem 2.16 (i), we get

[C(k; n0, α0; . . . ; nk, αk), qnk+1(αk+1)]′ = 0. (3.6)
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Using the Jacobi identity (3.3) again, we see that

[. . . [q(k)n0
(α0), qn1(α1)], . . . ], qni−1(αi−1)], q ′ni (αi)],
qni+1(αi+1)], . . . ], qnk+1(αk+1)]

= (−1)

k+1∑
�=i+1

|α�||αi | [C(k; n0, α0; . . . ; ni−1, αi−1; ni+1, αi+1; . . . ;
nk+1, αk+1), q

′
ni
(αi)]

+[. . . [q(k)n0
(α0), qn1(α1)], . . . ], qni−1(αi−1)], [q ′ni (αi), qni+1(αi+1)]],
qni+2(αi+2)], . . . ], qnk+1(αk+1)]

+
k+1∑

j=i+2

(−1)
∑j−1

�=i+1 |α�||αi | · [. . . [q(k)n0
(α0), qn1(α1)], . . . ],

qni−1(αi−1)], qni+1(αi+1)], . . . ], qnj−1(αj−1)], [q ′ni (αi), qnj (αj )]],
qnj+1(αj+1)], . . . ], qnk+1(αk+1)]

= (−1)
∑k+1

�=i+1 |α�||αi |[C(k; n0, α0; . . . ;
ni−1, αi−1; ni+1, αi+1; . . . ; nk+1, αk+1), q

′
ni
(αi)]

+(−nini+1) · C(k; n0, α0; . . . ; ni−1, αi−1; ni + ni+1, αiαi+1;
ni+2, αi+2; . . . ; nk+1, αk+1)

+
k+1∑

j=i+2

(−1)
∑j−1

�=i+1 |α�||αi | · (−ninj ) · C(k; n0, α0; . . . ;

ni−1, αi−1; ni+1, αi+1; . . . ; nj−1, αj−1;
ni + nj , αiαj ; nj+1, αj+1; . . . ; nk+1, αk+1)

where we have used Theorem 2.16 (v) in the last step. By induction hypothesis,

[. . . [q(k)n0
(α0), qn1(α1)], . . . ], qni−1(αi−1)], q ′ni (αi)], qni+1(αi+1)], . . . ],
qnk+1(αk+1)]

= (−1)
∑k+1

�=i+1 |α�||αi | · [ai · q∑k+1
�=0 n�−ni (α0 . . . αi−1αi+1 . . . αk+1), q

′
ni
(αi)]

+
k+1∑

j=i+1

(−ninj )
{
ai,jqn0+...+nk+1(α0 . . . αk+1)+ bi,j

·
∫
X

(KXα0 . . . αk+1) · IdH

}

= ai ·
(

k+1∑
�=0

n� − ni

)
ni

{
qn0+...+nk+1(α0 . . . αk+1)+ bi

·
∫
X

(KXα0 . . . αk+1) · IdH

}
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+
k+1∑

j=i+1

(−ninj )
{
ai,jqn0+...+nk+1(α0 . . . αk+1)+ bi,j

·
∫
X

(KXα0 . . . αk+1) · IdH

}
where all the numbersai, bi, ai,j , bi,j depend only onk, n0, . . . , nk. Combining
the above with (3.5) and (3.6), we obtain (3.2).��

Lemma 3.7. Letk ≥ 0, n0, . . . , nk ∈ Z, andα0, . . . , αk ∈ H ∗(X). Then,

[[. . . [q(k)n0
(α0), qn1(α1)], . . . ], qnk (αk)]

= (
(−1)k · k! · nk0 · n1 . . . nk

) · qn0+...+nk (α0 . . . αk)+ b ·
∫
X

(KXα0 . . . αk) · IdH

whereb is a constant depending only onk, n0, . . . , nk.

Proof.For simplicity, denote the constanta in (3.2) bya(k; n0, . . . , nk). In view
of (3.2), it remains to show thata(k; n0, . . . , nk) = (−1)k · k! · nk0 · n1 . . . nk.

This is trivially true fork = 0. By Theorem 2.16 (v), this is true fork = 1. In
the following, assuminga(k; n0, . . . , nk) = (−1)k · k! · nk0 · n1 . . . nk, we shall
prove

a(k + 1; n0, . . . , nk+1) = (−1)k+1 · (k + 1)! · nk+1
0 · n1 . . . nk+1. (3.8)

Indeed, we see from the proof of Lemma 3.1 thata(k+1; n0, . . . , nk+1) is equal
to

−
k+1∑
i=1

{
a(k; n0, . . . , ni−1, ni+1, . . . , nk+1) ·

(
k+1∑
�=0

n� − ni

)
ni

+
k+1∑

j=i+1

(−ninj ) · a(k; n0, . . . , ni−1, ni+1, . . . , nj−1, ni + nj , nj+1, . . . , nk+1)

}
.

So by using the induction hypothesis, we conclude that

a(k + 1; n0, . . . , nk+1)

= −
k+1∑
i=1

{(−1)k · k! · nk0 · n1 . . . ni−1ni+1 . . . nk+1 ·
(

k+1∑
�=0

n� − ni

)
ni

+
k+1∑

j=i+1

(−ninj )·(−1)k·k! · nk0·n1 . . . ni−1ni+1 . . . nj−1(ni + nj )nj+1 . . . nk+1}

= (−1)k+1 · (k + 1)! · nk+1
0 · n1 . . . nk+1. ��
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Lemma 3.9. Letk ≥ 0, n0, . . . , nk+1 ∈ Z, andα0, . . . , αk+1 ∈ H ∗(X). Then,

[. . . [q(k)n0
(α0), qn1(α1)], . . . ], qnk+1(αk+1)]

= k! · nk0 ·
k+1∏
�=1

(−n�) · δn0+...+nk+1 ·
∫
X

(α0 . . . αk+1) · IdH .

Proof.Follows from Lemma 3.7 and Theorem 2.16 (i).��

Proposition 3.10.Let f ∈ End(H) be an operator of bi-degree(0, i) with f′ = 0
and f† = f. Assume that[f, q1(α)] = ∑k

j=0 cjq
(j)

1 (λjα) for everyα ∈ H ∗(X),
wherek ≥ 0, ck = 1/k!, andk, cj ∈ Q, λj ∈ Hi−2j (X) depend only onf. Then,

[[. . . [[f, qn0(α0)], qn1(α1)], . . . ], qnk+1(αk+1)]
= −∏k+1

�=0(−n�) · δn0+...+nk+1 ·
∫
X
(λkα0 . . . αk+1) · IdH

(3.11)

for all n0, . . . , nk+1 ∈ Z and allα0, . . . , αk+1 ∈ H ∗(X).

Proof. (i) First, we show that (3.11) holds forn0 ≥ 0. We shall use induction on
n0. Whenn0 = 0, (3.11) is true sinceq0(α0) = 0 for anyα0. Whenn0 = 1, we
see from the assumptions onf that[f, q1(α0)] =∑k

j=0 cjq
(j)

1 (λjα0). So

[[. . . [[f, qn0(α0)], qn1(α1)], . . . ], qnk+1(αk+1)]
=∑k

j=0 cj [[. . . [q(j)1 (λjα0), qn1(α1)], . . . ], qnk+1(αk+1)].
(3.12)

By Lemma 3.9,[. . . [q(j)1 (λjα0), qn1(α1)], . . . ], qnk+1(αk+1)] = 0 if 0 ≤ j < k.
Also,

[. . . [q(k)1 (λkα0), qn1(α1)], . . . ], qnk+1(αk+1)]
= −k! ·∏k+1

�=0(−n�) · δn0+...+nk+1 ·
∫
X
(λkα0 . . . αk+1) · IdH

(3.13)

by Lemma 3.9 again. It follows from (3.12) and (3.13) that (3.11) holds for
n0 = 1.

Next, assuming that (3.11) is true for some positive integern0, we shall prove
that (3.11) still holds ifn0 is replaced by(n0 + 1). Note from Theorem 2.16 (v)
thatqn0+1(α0) = −1/n0 · [q′1(1X), qn0(α0)]. Thus, we obtain

[f, qn0+1(α0)] = − 1

n0
· [f, [q′1(1X), qn0(α0)]]

= − 1

n0
· {[[f, q′1(1X)], qn0(α0)] + [q′1(1X), [f, qn0(α0)]]}.
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Sincef′ = 0,[f, q′1(1X)] = [f, q1(1X)]′ =∑k
j=0 cjq

(j+1)
1 (λj ). Therefore, we have

[f, qn0+1(α0)] = − 1

n0


k∑

j=0

cj [q(j+1)
1 (λj ), qn0(α0)] − [[f, qn0(α0)], q′1(1X)]

 .

(3.14)

Note that[[. . . [q(j+1)
1 (λj ), qn0(α0)], . . . ], qnk+1(αk+1)] is equal to 0 if 0≤ j < k,

and(k + 1)! ·∏k+1
�=0(−n�) · δ1+n0+...+nk+1 ·

∫
X
(λkα0 . . . αk+1) · IdH if j = k. So

[[. . . [[f, qn0+1(α0)], qn1(α1)], . . . ], qnk+1(αk+1)]

= − 1

n0

{
(−1)k(k + 1) ·

k+1∏
�=0

n� · δ1+n0+...+nk+1 ·
∫
X

(λkα0 . . . αk+1) · IdH

−[. . . [[f, qn0(α0)], q′1(1X)], qn1(α1)], . . . ], qnk+1(αk+1)]
}

= − 1

n0

{
(−1)k(k + 1) ·

k+1∏
�=0

n� · δ1+n0+...+nk+1 ·
∫
X

(λkα0 . . . αk+1) · IdH

−[. . . [[f, qn0(α0)], qn1(α1)], . . . ], qnk+1(αk+1)], q′1(1X)]

−
k+1∑
j=1

[. . . [[f, qn0(α0)], . . . ], qnj−1(αj−1)], [q ′1(1X), qnj (αj )]],

qnj+1(αj+1)], . . . ], qnk+1(αk+1)]
}
.

By induction hypothesis,[. . . [[f, qn0(α0)], qn1(α1)], . . . ], qnk+1(αk+1)], q′1(1X)]= 0. By Theorem 2.16 (v) and induction hypothesis, we get

[. . . [[f, qn0(α0)], . . . ], qnj−1(αj−1)], [q ′1(1X), qnj (αj )]], qnj+1(αj+1)], . . .
. . . ], qnk+1(αk+1)]

= (−nj ) · [. . . [[f, qn0(α0)], . . . ], qnj−1(αj−1)], qnj+1(αj )], qnj+1(αj+1)], . . .
. . . ], qnk+1(αk+1)]

= (1+ nj ) ·
k+1∏
�=0

(−n�) · δ1+n0+...+nk+1 ·
∫
X

(λkα0 . . . αk+1) · IdH .

It follows that[[. . . [[f, qn0+1(α0)], qn1(α1)], . . . ], qnk+1(αk+1)] is equal to

−(−(1+ n0))

k+1∏
�=1

(−n�) · δ1+n0+...+nk+1 ·
∫
X

(λkα0 . . . αk+1) · IdH, (3.15)

i.e., (3.11) is still true ifn0 is replaced by(n0 + 1).
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(ii) Now we show that (3.11) holds forn0 < 0. Note thatq−n(α) = (−1)nqn(α)†,
(g1g2)

† = (−1)m1m2 · (g2)
†(g1)

† and [g1, g2]† = −[(g1)
†, (g2)

†] for g1, g2 ∈
End(H)of bi-degrees(�1,m1), (�2,m2) respectively. Sincef† = fby assumption,

[. . . [[f, qn0(α0)], qn1(α1)], . . . ], qnk+1(αk+1)]
= (−1)(1+n0)+...+(1+nk+1) · [. . . [[f, q−n0(α0)], q−n1(α1)], . . . ], q−nk+1(αk+1)]†.

By what we have proved in (i) for the positive integer(−n0), we have

[. . . [[f, qn0(α0)], qn1(α1)], . . . ], qnk+1(αk+1)]

= (−1)n0+...+nk+1+k ·
(
−

k+1∏
�=0

n� · δ−n0−...−nk+1 ·
∫
X

(λkα0 . . . αk+1) · IdH

)†

= −
k+1∏
�=0

(−n�) · δn0+...+nk+1 ·
∫
X

(λkα0 . . . αk+1) · IdH . ��
Next, we shall define the transfer property for certain commutators, and verify

that the commutator[q(k)n0
(α0), qn1(α1)] satisfies the transfer property.

Definition 3.16.LetA(α),B(β) ∈ End(H)be two series of operators depending
linearly onα, β ∈ H ∗(X). Then, the commutator[A(α),B(β)] satisfiesthe
transfer propertyif [A(α),B(β)] = [A(1X),B(αβ)] = [A(αβ),B(1X)] for all
α, β.

Proposition 3.17. Let k be a nonnegative integer. Letn0, n1 ∈ Z, andα0, α1 ∈
H ∗(X). Then, the commutator[q(k)n0

(α0), qn1(α1)] satisfies the transfer property:
[q(k)n0

(α0), qn1(α1)] = [q(k)n0
(1X), qn1(α0α1)] = [q(k)n0

(α0α1), qn1(1X)]. (3.18)

Proof.By Theorem 2.16 (i) and (v), (3.18) is true fork = 0,1. In the following,
we assume thatk ≥ 2. In addition, we may assume that(α0, α1) �= (1X,1X). Let
e be the difference of any of the two commutators in (3.18). By Lemma 3.1, we
have

[. . . [e, qn2(α2)], . . . ], qnk−1(αk−1)], qnk (αk)] = 0 (3.19)

for all n2, . . . , nk ∈ Z and allα2, . . . , αk ∈ H ∗(X). SinceH is irreducible (see
the last paragraph in Sect.2), we see from Schur’s lemma that

ek−1
def=[. . . [e, qn2(α2)], . . . ], qnk−1(αk−1)]

must be a scalar multiple of the identity operator. Now, the bi-degree ofek−1 isk−1∑
j=0

nj ,2k +
k−1∑
j=0

(2nj − 2+ |αj |)
 .
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So when
∑k−1

j=0 nj �= 0, the bi-degree ofek−1 is nontrivial. When
∑k−1

j=0 nj = 0,

the bi-degree ofek−1 is (0,
∑k−1

j=0 |αj |) which again is nontrivial since we have
assumed(α0, α1) �= (1X,1X). This forcesek−1 = 0, i.e., we have

[. . . [e, qn2(α2)], . . . ], qnk−2(αk−2)], qnk−1(αk−1)] = 0

for all the integersn2, . . . , nk−1 ∈ Z and all the cohomology classesα2, . . . ,

αk−1 ∈ H ∗(X). Repeating the above process, we conclude thate = 0. ��

4. The operatorsWk
n as the leading terms

In this section, we shall define certain operatorsWk
n (α) and determine their

commutation relations with the Heisenberg generatorqm(β). Our main result
(see Theorem 4.12 below) says that iff ∈ End(H) satisfies the same conditions
as in Proposition 3.10, then the leading term off is equal to−Wk+2

0 (λk).
First, we recall the normally ordered product: · : from [Bor,FLM,Kac]. Let

a(z) =
∑
n∈Z

a(n)z
n−∆

be a vertex operator of conformal weight∆, that is, a generating function in a
formal variablez with a(n) ∈ End(H) of bi-degree(n, ∗). Put

a+(z) =
∑
n>0

a(n)z
n−∆ and a−(z) =

∑
n≤0

a(n)z
n−∆

(note that our sign convention on vertex operators throughout this paper differs
from the standard one used in the vertex algebra literature [Bor,FLM,Kac]). If
b(z) is another vertex operator, we define a new vertex operator, which is called
the normally ordered productof a(z) andb(z), to be:

: a(z)b(z) := a+(z)b(z)+ (−1)abb(z)a−(z) (4.1)

where(−1)ab is −1 if both a(z) andb(z) are odd and 1 otherwise. Inductively
we can define the normally ordered product ofk vertex operators from right to
left by

: a1(z)a2(z) · · · ak(z) : = : a1(z)(: a2(z) · · · ak(z) :) : . (4.2)

Definition 4.3. (i) For α ∈ H ∗(X), we define a vertex operatorα(z) by putting

α(z) =
∑
n∈Z

qn(α)z
n−1; (4.4)



Vertex algebras and Hilbert schemes 119

(ii) Let k ≥ 1,n ∈ Z, andα ∈ H ∗(X). Letτk∗ : H ∗(X) → H ∗(Xk) be the linear
map induced by the diagonal embeddingτk : X → Xk, and

τk∗α =
∑
j

αj,1 ⊗ . . .⊗ αj,k

via the Künneth decomposition ofH ∗(Xk). We define the operatorWk
n (α) ∈

End(H) to be the coefficient ofzn−k in the vertex operator

1

k! · (τk∗α)(z)
def= 1

k! ·
∑
j

: αj,1(z) · · ·αj,k(z) : . (4.5)

Note thatWk
n (α) is a homogeneous linear operator of bi-degree

(n,2n+ 2k − 4+ |α|).
Also, W 1

n (α) coincides with the Heisenberg generatorqn(α), andW 2
n (α) coin-

cides with the Virasoro generatorLn(α). The next lemma generalizes Theorem
2.16 (ii) and indicates that the commutator[Wk

n (α), qm(β)] satisfies the transfer
property.

Lemma 4.6. Letk ≥ 2. Letn,m ∈ Z andα, β ∈ H ∗(X). Then,

[Wk
n (α), qm(β)] = (−m) ·Wk−1

n+m(αβ). (4.7)

Proof.First of all, we rewrite the commutation relation Theorem 2.16 (i) as

[α(z), β(w)] =
∫
X

(αβ) ·
∑
n∈Z

(n · zn−1w−n−1).

Assume thatτk∗α =∑
j αj,1 ⊗ . . .⊗ αj,k ∈ H ∗(Xk). Then, we have

[(τk∗α)(z), qm(β)]
= Resw=0w

−m[(τk∗α)(z), β(w)]
= Resw=0w

−m∑
j [: αj,1(z) · · ·αj,k(z) :, β(w)]

= Resw=0w
−m∑k

s=1

∑
j : αj,1(z) · · · α̂j,s(z) · · ·αj,k(z) : ·

·(−1)|β|
∑k

�=s+1 |αj,�|
∫
X
αj,sβ

∑
n∈Z

nzn−1w−n−1

= (−mz−m−1) ·∑k
s=1

∑
j : αj,1(z) · · · α̂j,s(z) · · ·αj,k(z) : ·

·(−1)|β|
∑k

�=s+1 |αj,�|
∫
X
αj,sβ.

(4.8)
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To simplify (4.8), we fixs satisfying 1≤ s ≤ k. Letps (respectively,πs) be the
projection ofXk to thes-th factor (respectively, to the product of the remaining
(k − 1) factors). So we have a commutative diagram of morphisms:

X
τk−→ Xk ps−→ X

↘τk−1 ↓ πs
Xk−1

Now, by the projection formula, we conclude that

(τk−1)∗(αβ) = (πs ◦ τk)∗(αβ)
= πs∗(τk∗(α · τ ∗k p∗

s β)) = πs∗(τk∗α · p∗
s β)

=
∑
j

αj,1 ⊗ · · · ⊗ α̂j,s ⊗ · · · ⊗ αj,k · (−1)|β|
∑k

�=s+1 |αj,�|
∫
X

αj,sβ.

Combining this with (4.8), we conclude that

[(τk∗α)(z), qm(β)] = (−mz−m−1) · k · ((τk−1)∗(αβ))(z). (4.9)

Now comparing the coefficients ofzn−k on both sides of (4.9), we obtain (4.7).
��

Proposition 4.10. Letk ≥ 1, n0, . . . , nk ∈ Z, andα0, . . . , αk ∈ H ∗(X). Then,

(i) [[. . . [Wk
n0
(α0), qn1(α1)], . . . ], qnk−1(αk−1)] is equal to

k−1∏
�=1

(−n�) · qn0+...+nk−1(α0 . . . αk−1);

(ii) [[. . . [Wk
n0
(α0), qn1(α1)], . . . ], qnk (αk)] is equal to

k∏
�=1

(−n�) · δn0+...+nk ·
∫
X

(α0 . . . αk) · IdH .

Proof.Applying Lemma 4.6 repeatedly, we see that

[. . . [Wk
n0
(α0), qn1(α1)], . . . ], qnk−1(αk−1)]

=
k−1∏
�=1

(−n�) ·W 1
n0+...+nk−1

(α0 . . . αk−1)

=
k−1∏
�=1

(−n�) · qn0+...+nk−1(α0 . . . αk−1).
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This proves (i). Now (ii) follows from (i) and Theorem 2.16 (i).��
Let f ∈ End(H) be a linear operator. We write the operatorf as a (possibly

infinite) linear combination of finite products of Heisenberg generators:

qm1(β1) · · · qmi
(βi) (4.11)

where thoseqmj
(βj ) with mj < 0 are put to the right. In other words, we regard

f as an element in the completion of the universal enveloping algebra of the
Heisenberg algebra. We can always do so becauseH is irreducible as a repre-
sentation of the Heisenberg algebra. Assume that the lengthsi of all the product
terms (4.11) appearing inf have a common upper bound (this is the case for
all the operatorsf considered below). Then we define theleading termof f to
be the sum of those products (4.11) inf such thati is the largest. For example,
each product in the operatorWk

n (α) hask factors ofq’s by Definition 4.3 (ii).
So the leading term ofWk

n (α) is itself. Our next result says that iff ∈ End(H)

satisfies the same assumptions as in Proposition 3.10, then the leading term off
is −Wk+2

0 (λk).

Theorem 4.12. Let f ∈ End(H) be of bi-degree(0, i) with f′ = 0 and f† = f.
Assume[f, q1(α)] =∑k

j=0 cjq
(j)

1 (λjα) for everyα ∈ H ∗(X), wherek ≥ 0, ck =
1/k!, andk, cj ∈ Q, λj ∈ Hi−2j (X) depend only onf. Putε(f) = f+Wk+2

0 (λk).
Then,

(i) for all n1, . . . , nk+2 ∈ Z and allα1, . . . , αk+2 ∈ H ∗(X),

[. . . [ε(f), qn1(α1)], . . . ], qnk+2(αk+2)] = 0;

(ii) for all n1, . . . , nk+1 ∈ Z with
∑k+1

j=1 nj �= 0 and allα1, . . . , αk+1 ∈ H ∗(X),

[. . . [ε(f), qn1(α1)], . . . ], qnk+1(αk+1)] = 0;

(iii) the leading term off is−Wk+2
0 (λk).

Proof. (i) Follows from Proposition 3.10 and Proposition 4.10 (ii).

(ii) Denote [. . . [ε(f), qn1(α1)], . . . ], qnk+1(αk+1)] by g. Then, we see from (i)
that [g, qnk+2(αk+2)] = 0 for all nk+2 ∈ Z and allαk+2 ∈ H ∗(X). SinceH is
irreducible,g must be a scalar. Now, the bi-degree ofg is equal tok+1∑

j=1

nj , i +
k+1∑
j=1

(2nj − 2+ |αj |)


which is nontrivial since
∑k+1

j=1 nj �= 0. Therefore,g = 0.
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(iii)As in (4.11), we write the operatorf as a (possibly infinite) linear combination
of finite products of the Heisenberg generators:

qm1(β1) · · · qmi
(βi) (4.13)

where thoseqmj
(βj ) with mj < 0 are put to the right. Note that

f = ε(f)−Wk+2
0 (λk).

Now (i) says thatε(f) is a (possibly infinite) linear combination of finite products
of at most(k + 1) Heisenberg generators. Also, from the discussion in the para-
graph precedingTheorem 4.12, we see that each product in the operatorWk+2

0 (λk)

has(k + 2) factors ofq’s. Therefore, the leading term off is −Wk+2
0 (λk). ��

5. The cohomology ring structure

In this section, we study the cohomology ring structure ofHn = H ∗(X[n]). In
particular, we find the ring generators ofH ∗(X[n]). The basic idea is to introduce
certain operatorG(γ ) ∈ End(H) for γ ∈ H ∗(X), which generalizes the consid-
erations in [Leh]. We show thatG(γ ) satisfies the assumptions in Theorem 4.12.
So the leading term ofG(γ ) is related to the operatorWk

n (α) from Definition 4.3
(ii). Then an inductive procedure proves our main result.

Definition 5.1. (i) For γ ∈ H ∗(X) andn ≥ 0, define

G(γ, n) = p1∗(ch(OZn
) · p∗

2 td(X) · p∗
2γ ) ∈ H ∗(X[n]) (5.2)

where ch(OZn
) is the Chern character of the sheafOZn

, td(X) is the Todd class
of X, andp1, p2 are the natural projections ofX[n] ×X toX[n], X respectively.
We define the linear operatorG(γ ) ∈ End(H) by putting

G(γ ) =
⊕
n≥0

G(γ, n)

whereG(γ, n) acts onHn = H ∗(X[n]) by the cup product;

(ii) For i ∈ Z andγ ∈ Hs(X), defineGi(γ, n) to be the component ofG(γ, n)
in Hs+2i(X[n]). We define the operatorGi(γ ) ∈ End(H) by

Gi(γ ) =
⊕
n≥0

Gi(γ, n)

where againGi(γ, n) acts onHn = H ∗(X[n]) by the cup product.
Notice thatGi(γ ) ∈ End(H) is homogeneous of bi-degree(0, |γ | + 2i).

Moreover,
Gi(γ )

′ = 0 and Gi(γ )
† = Gi(γ ). (5.3)
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By comparing the degrees on both sides of (5.2), we see that

G(γ, n) =
∑
i∈Z

Gi(γ, n).

Therefore, by the definition of the operatorsG(γ ) andGi(γ ), we have

G(γ ) =
∑
i∈Z

Gi(γ ). (5.4)

Whenγ = 1X, we haveG(1X, n) = p1∗(ch(OZn
) · p∗

2 td(X)). So we see
from the Grothendieck-Riemann-Roch Theorem [Har] that

G(1X, n) = ch(p1∗OZn
) (5.5)

where we have made no distinction between an algebraic cycle and its corre-
sponding cohomology class. In particular, we have the following two formulas:

G0(1X) =
⊕
n

G0(1X, n) =
⊕
n

(n · IdX[n]) = L0(−1X), (5.6)

G1(1X) =
⊕
n

G1(1X, n) =
⊕
n

c1(p1∗OZn
) = d. (5.7)

Our next lemma and its proof are parallel to the Theorem 4.2 and its proof in
[Leh]. Together with (5.3), this lemma enables us to apply Theorem 4.12.

Lemma 5.8. Letγ, α ∈ H ∗(X). Then, we have

[G(γ ), q1(α)] = exp(ad(d))(q1(γ α));
or equivalently, using the componentGk(γ ) ofG(γ ) (see (5.4)), we obtain

[Gk(γ ), q1(α)] = 1

k! · q
(k)
1 (γ α). (5.9)

Proof.Recall the standard diagram (2.2) and the exact sequence (2.3). We have

ψ∗
X ch(OZn

)− φ∗
X ch(OZn−1) = ρ∗

X ch(O∆X
) · p∗

1 exp(−[En]) (5.10)

where we have used the fact that ch(ρ∗
XO∆X

⊗p∗
1OX[n,n−1](−En)) = ρ∗

X ch(O∆X
)·

p∗
1 ch(OX[n,n−1](−En)) = ρ∗

X ch(O∆X
) · p∗

1 exp(−[En]).
Claim. ψ∗G(γ, n) = φ∗G(γ, n− 1)+ ρ∗γ · exp(−[En]).
Proof.For i ≥ 1, letpi,1 andpi,2 be the projections ofX[i] × X to X[i] andX
respectively. From the definition ofG(γ, n), we see that

ψ∗G(γ, n) = ψ∗(pn,1)∗(ch(OZn
) · (pn,2)

∗ td(X) · (pn,2)
∗γ )

= p1∗ψ∗
X(ch(OZn

) · (pn,2)
∗ td(X) · (pn,2)

∗γ )
= p1∗(ψ∗

X ch(OZn
) · p∗

2 td(X) · p∗
2γ )
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wherep2 is the projection ofX[n,n−1] ×X toX. Similarly,

φ∗G(γ, n− 1) = p1∗(φ∗
X ch(OZn−1) · p∗

2 td(X) · p∗
2γ ).

So combining these with the formula (5.10) above, we conclude that

ψ∗G(γ, n)− φ∗G(γ, n− 1)

= p1∗((ψ∗
X ch(OZn

)− φ∗
X ch(OZn−1)) · p∗

2 td(X) · p∗
2γ )

= p1∗(ρ∗
X ch(O∆X

) · p∗
1 exp(−[En]) · p∗

2 td(X) · p∗
2γ )

= p1∗(ρ∗
X ch(O∆X

) · p∗
2 td(X) · p∗

2γ ) · exp(−[En])
= p1∗ρ∗

X(ch(O∆X
) · (p1,2)

∗ td(X) · (p1,2)
∗γ ) · exp(−[En])

= ρ∗(p1,1)∗(ch(O∆X
) · (p1,2)

∗ td(X) · (p1,2)
∗γ ) · exp(−[En]).

Thus, it remains to show that overX ×X, we have

(p1,1)∗(ch(O∆X
) · (p1,2)

∗ td(X) · (p1,2)
∗γ ) = γ.

Indeed, applying the Grothendieck-Riemann-Roch Theorem to the diagonal em-
beddingτ2 : X → X ×X, we get ch(O∆X

) · (p1,2)
∗ td(X) = τ2∗[X]. So

(p1,1)∗(ch(O∆X
) · (p1,2)

∗ td(X) · (p1,2)
∗γ )

= (p1,1)∗(τ2∗[X] · (p1,2)
∗γ ) = γ. ��

We continue the proof of the lemma. By (2.11), for anya ∈ H ∗(X[n−1]),

q1(α)(a) = p̃1∗([Q[n,n−1]] · ρ̃∗α · p̃∗
2a).

Defineι : X[n,n−1] → X[n] × X × X[n−1] by puttingι(ξ, η) = (ξ, ρ(ξ, η), η).
Then,ι is an embedding. Moreover,ι∗[X[n,n−1]] = [Q[n,n−1]]. Thus, we have

q1(α)(a) = p̃1∗(ι∗[X[n,n−1]] · ρ̃∗α · p̃∗
2a)

= p̃1∗ι∗([X[n,n−1]] · (ι∗ ◦ ρ̃∗)α · (ι∗ ◦ p̃∗
2)a)

= ψ∗([X[n,n−1]] · ρ∗α · φ∗a).

Combining this with the above Claim, we conclude that

G(γ )q1(α)(a) = G(γ, n) · ψ∗([X[n,n−1]] · ρ∗α · φ∗a)
= ψ∗(ψ∗G(γ, n) · [X[n,n−1]] · ρ∗α · φ∗a)
= ψ∗(φ∗G(γ, n− 1) · [X[n,n−1]] · ρ∗α · φ∗a)

+ψ∗(ρ∗γ · exp(−[En]) · [X[n,n−1]] · ρ∗α · φ∗a)
= ψ∗([X[n,n−1]] · φ∗G(γ, n− 1)ρ∗α · φ∗a)

+ψ∗(( exp(−[En]) · [X[n,n−1]]) · ρ∗(γ α) · φ∗a).

Thus,[G(γ ), q1(α)](a) = ψ∗(( exp(−[En]) · [X[n,n−1]]) · ρ∗(γ α) · φ∗a) which
is equal to exp(ad(d))(q1(γ α))(a) by the Lemma 3.9 in [Leh]. ��
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Proposition 5.11.Assume thatn ∈ Z andγ, α ∈ H ∗(X). Then, the commutator
[G(γ ), qn(α)] satisfies the transfer property, i.e., we have

[G(γ ), qn(α)] = [G(1X), qn(γ α)] = [G(γ α), qn(1X)]. (5.12)

Proof.Since the operatorG(γ ) is self-adjoint, we see from (2.8) and (2.12) that
we need only to prove (5.12) for positive integersn. In the following, we shall use
induction on these positive integersn. By Lemma 5.8, (5.12) is true forn = 1.
Assume that (5.12) is true forn. Since[G(γ ), q1(1X)] = exp (ad(d))(q1(γ )),
the same proof to (3.14) (replacing the operatorf there byG(γ )) yields

[G(γ ), qn+1(α)]=−1

n


+∞∑
j=0

1

j ! ·[q
(j+1)
1 (γ ), qn(α)]−[[G(γ ), qn(α)], q′1(1X)]

 .

Now the transfer property of[G(γ ), qn+1(α)] follows from the induction hy-
pothesis and the transfer property of[q(j+1)

1 (γ ), qn(α)] in Proposition 3.17. ��

Theorem 5.13.Letk ∈ Z be nonnegative,γ ∈ H ∗(X) be a nonzero cohomology
class, andε(Gk(γ )) = Gk(γ )+Wk+2

0 (γ ). Then,

(i) for all n1, . . . , nk+2 ∈ Z and allα1, . . . , αk+2 ∈ H ∗(X),

[. . . [[ε(Gk(γ )), qn1(α1)], . . . ], qnk+2(αk+2)] = 0;

(ii) for all n1, . . . , nk+1 ∈ Z with
∑k+1

j=1 nj �= 0 and allα1, . . . , αk+1 ∈ H ∗(X),

[. . . [[ε(Gk(γ )), qn1(α1)], . . . ], qnk+1(αk+1)] = 0;

(iii) the leading term ofGk(γ ) is−Wk+2
0 (γ );

(iv) G0(γ ) = −W 2
0 (γ );

(v) G1(γ ) = −W 3
0 (γ ) if KX is numerically trivial. In particular,

G1(1X) = d = −W 3
0 (1X). (5.14)

Proof.The first three statements follow from (5.3), (5.9) and Theorem 4.12.
To prove (iv), recall from the definitions thatW 2

0 (γ ) = L0(γ ). By (5.6), we
may assume thatγ is not a scalar multiple of 1X. So|γ | > 0. Now,

[G0(γ ), qn(α)] = [G0(1X), qn(γ α)] = [−L0(1X), qn(γ α)] (5.15)

by (5.12) and (5.6). In view of Theorem 2.16 (ii), we have

[G0(γ )+W 2
0 (γ ), qn(α)] = [−L0(1X), qn(γ α)] + [L0(γ ), qn(α)] = 0
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for all n ∈ Z andα ∈ H ∗(X). SinceH is irreducible,G0(γ )+W 2
0 (γ ) must be a

scalar multiple of the identity operator, which has to be zero since the bi-degree
of (G0(γ )+W 2

0 (γ )) is (0, |γ |). So we haveG0(γ ) = −W 2
0 (γ ).

Finally, to prove (v), we notice from Lemma 4.6 that

[W 3
0 (γ ), qn(α)] = −nW 2

n (γ α) = −nLn(γ α). (5.16)

Next, we haveG1(1X) = d in view of (5.7). By (5.12) and Theorem 2.16 (iv),

[G1(γ ), qn(α)] = [G1(1X), qn(γ α)] = q′n(γ α) = nLn(γ α). (5.17)

Combining this with (5.16), we see that[G1(γ )+W 3
0 (γ ), qn(α)] = 0 for alln ∈

Z andα ∈ H ∗(X).As argued in the proof of (iv), we haveG1(γ ) = −W 3
0 (γ ). ��

We remark that a result parallel to Theorem 5.13 (v) has been proved by
Frenkel and Wang [F-W] within the framework of wreath products (compare
p.205 of [Leh]). Also,−Wk

0 (γ ) is the degree-0 component of the vertex operator
in (4.5).

Definition 5.18.Fix a positive integern. DefineH′
n to be the subring ofHn =

H ∗(X[n]) generated by the following cohomology classes:

Gi(γ, n) = Gi(γ )(1X[n]) (5.19)

where 0≤ i < n andγ runs over a linear basis ofH ∗(X).
Note that the subringH′

n is generated by(n ·dimH ∗(X)) elements. Our goal
is to show thatH′

n = Hn, i.e., the cohomology ringHn = H ∗(X[n]) is generated
by those(n · dimH ∗(X)) classesGi(γ, n) in (5.19). We shall use induction on
the reverse lexicographic order≺ of all the partitionsµ = (µ1, µ2, . . . ) of n,
whereµi denotes the number of parts in the partitionµ equal toi (compare with
the proof of Theorem 4.10 in [Leh]). Under this ordering, the partition(n,0, ...)
is the smallest. Our induction goes as follows. First of all, we prove that

n∏
j=1

q1(αj )|0〉 ∈ H′
n (5.20)

for all αj ∈ H ∗(X) in Lemma 5.23 below. Then, by assuming that

∏
i≥1

µ′
i∏

j=1

qi(βi,j )|0〉 ∈ H′
n (5.21)

for all βi,j ∈ H ∗(X) and allµ′ = (µ′
1, µ

′
2, . . . ) ≺ µ = (µ1, µ2, . . . ), we prove

that ∏
i≥1

µi∏
j=1

qi(αi,j )|0〉 ∈ H′
n (5.22)
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for all αi,j ∈ H ∗(X). Now we begin with the statement and proof of Lemma
5.23.

Lemma 5.23. For all cohomology classesαj ∈ H ∗(X), we have
n∏

j=1

q1(αj )|0〉 ∈ H′
n. (5.24)

Proof.We shall use induction onk to show that for allα1, . . . , αk ∈ H ∗(X),

k∏
j=1

q1(αj )q1(1X)
n−k|0〉 ∈ H′

n. (5.25)

First of all, we claim that (5.25) is true fork = 0. Indeed, in view of (5.6),

q1(1X)
n|0〉 = n! · 1X[n] = (n− 1)! ·G0(1X, n) ∈ H′

n.

Next, assuming that (5.25) is true for somek with 0 ≤ k < n, we shall verify
that (5.25) holds as well ifk is replaced by(k+ 1). We may assume thatαk+1 is
homogeneous and|αk+1| = s. By (5.9), we have[G0(αk+1), q1(α)] = q1(αk+1α).
Taking the cup product of (5.25) withG0(αk+1, n) ∈ H′

n, we obtain

H′
n # G0(αk+1, n) ·

 k∏
j=1

q1(αj )q1(1X)
n−k|0〉


= G0(αk+1)

k∏
j=1

q1(αj )q1(1X)
n−k|0〉

=
k∑

i=1

±q1(α1) · · · q1(αi−1)q1(αk+1αi)q1(αi+1) · · · q1(αk)q1(1X)
n−k|0〉

+(−1)s
∑k

j=1 |αj |(n− k) ·
k∏

j=1

q1(αj )q1(αk+1)q1(1X)
n−(k+1)|0〉

≡ (−1)s
∑k

j=1 |αj |(n− k) ·
k+1∏
j=1

q1(αj )q1(1X)
n−(k+1)|0〉 (mod H′

n)

where we have used the induction hypothesis in the first and last steps. So (5.25)
holds ifk is replaced by(k + 1). This completes the proof of (5.24).��
Lemma 5.26. Fix a, b with 1 ≤ a ≤ b. Letg ∈ End(H) be of bi-degree(�, s),
and

A = qm1(β1) · · · qmb
(βb)|0〉.



128 W.-P. Li et al.

Then,g(A) is equal to the sum of the following two terms:

a−1∑
i=0

∑
σi

±
∏
�∈σ0

i

qm�
(β�)[[· · · [g, qmσi (1)

(βσi(1))], · · · ], qmσi (i)
(βσi(i))]|0〉 (5.27)

and ∑
σa

(−1)
∑a−1

k=0(s+
∑k

�=1 |βσa(�)|)
∑

σa(k)<j<σa(k+1) |βj |
∏
�∈σ1

a

qm�
(β�)·

·[[· · · [g, qmσa(1)
(βσa(1))], · · · ], qmσa(a)

(βσa(a))]
∏
�∈σ2

a

qm�
(β�)|0〉 (5.28)

where for each fixedi with 0 ≤ i ≤ a, σi runs over all the maps

{1, . . . , i } → {1, . . . , b }
satisfyingσi(1) < · · · < σi(i). Moreover,σ 0

i = {� |1 ≤ � ≤ b, � �= σi(1), . . . ,
σi(i)}, σ 1

a = {� |1 ≤ � < σa(a), � �= σa(1), . . . , σa(a)}, andσ 2
a = {� | σa(a) <

� ≤ b}.
Proof.Note that for alli with 0 ≤ i < a and for all the aboveσi , we move

[· · · [g, qmσi (1)
(βσi(1))], · · · ], qmσi (i)

(βσi(i))]
all the way to the right. This produces (5.27). In doing so, we obtain (5.28) by
repeatedly applying the elementary fact that

g1g2 = [g1, g2] + (−1)s1s2g2g1 (5.29)

for two operatorsg1, g2 ∈ End(H)of bi-degrees(�1, s1), (�2, s2) respectively. ��

Theorem 5.30. For n ≥ 1, the cohomology ringHn = H ∗(X[n]) is generated
by

Gi(γ, n) = Gi(γ )(1X[n])

where0 ≤ i < n andγ runs over a linear basis ofH ∗(X). Moreover, the rela-
tions among these generators are precisely the relations among the restrictions
Gi(γ )|Hn

of the corresponding operatorsGi(γ ) toHn.

Proof.Note that the second statement follows from the fact that the operators
Gi(γ )|Hn

are defined in terms of the cup products by the cohomology classes
Gi(γ, n). In the following, we prove the first statement.

Let H′
n be defined as in Definition 5.18. We want to show thatH′

n = Hn. As
indicated in the paragraph following Definition 5.18, we use induction on the
reverse lexicographic order≺ of all the partitionsµ = (µ1, µ2, . . . ) of n. By
Lemma 5.23, (5.20) is true. In the following, assuming that (5.21) is true for all



Vertex algebras and Hilbert schemes 129

βi,j ∈ H ∗(X) and allµ′ = (µ′
1, µ

′
2, . . . ) ≺ µ = (µ1, µ2, . . . ), we shall prove

(5.22).
Sinceµ = (µ1, µ2, . . . ) �= (n,0, . . . ), we leta be the smallest index such

that a > 1 andµa ≥ 1 (i.e.,µ = (µ1,0, . . . ,0, µa, µa+1, . . . )). Also, some
of the classesα1,j in (5.22) might be (scalar multiples of) 1X. Without loss of
generality, we may assume thatα1,1 = . . . = α1,r−a = 1X for somer ≥ a and
that|α1,j | > 0 for allj satisfying(r−a) < j ≤ µ1. Then (5.22) can be rewritten
as

q1(1X)
r−a

µ1∏
j=(r−a+1)

q1(α1,j )qa(αa,1)

µa∏
j=2

qa(αa,j )
∏
i>a

µi∏
j=1

qi(αi,j )|0〉 ∈ H′
n.

(5.31)
Putµ′ = (a + µ1,0, . . . ,0, µa − 1, µa+1, . . . ) and

A
def= q1(1X)r

∏µ1
j=(r−a+1) q1(α1,j )

∏µa

j=2 qa(αa,j )
∏

i>a

∏µi

j=1 qi(αi,j )|0〉
def= qm1(β1) · · · qmb

(βb)|0〉
(5.32)

whereb = (a + µ1)+ (µa − 1)+ µa+1 + . . . is the length ofµ′. We have

m1 = . . . = ma+µ1 = 1,mi > 1 for (a + µ1) < i ≤ b, (5.33)

β1 = . . . = βr = 1X, |βi | > 0 for r < i ≤ (a + µ1). (5.34)

SinceA corresponds to the partitionµ′ andµ′ ≺ µ, A ∈ H′
n by induction.

Claim. (5.31) is true as long as|αa,1| = 4.

Proof.Note thata ≤ n. So we see from the definition ofH′
n thatGa−1(αa,1, n) ∈

H′
n. Taking the cup product ofA ∈ H′

n with Ga−1(αa,1, n) ∈ H′
n yields

H′
n # Ga−1(αa,1, n) · A = Ga−1(αa,1)(A).

Pute = ε(Ga−1(αa,1)) = Ga−1(αa,1)+Wa+1
0 (αa,1). Then,

H′
n # Ga−1(αa,1)(A) = −Wa+1

0 (αa,1)(A)+ e(A). (5.35)

Applying Lemma 5.26 to the operatore, we see thate(A) consists of two parts
(5.27) and (5.28). By (5.33), the number ofq1’s in every nonvanishing term of
(5.27) is at least(a + µ1) − (a − 1) = µ1 + 1 > µ1. So every nonvanishing
term in (5.27) corresponds to some partitionµ′ ≺ µ. By induction hypothesis,
(5.27) is contained inH′

n. By Theorem 5.13 (ii) (replacing the integerk there by
(a − 1)), we see that (5.28) is 0. In summary,e(A) ∈ H′

n. By (5.35), we obtain

−Wa+1
0 (αa,1)(A) ∈ H′

n. (5.36)
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Now we apply Lemma 5.26 to the operator−Wa+1
0 (αa,1). So−Wa+1

0 (αa,1)(A)

consists of two parts (5.27) and (5.28). Again, (5.27) is contained inH′
n. Let

N(σa) be the number ofq1’s in a nonvanishing term in (5.28) corresponding to
σa. By (5.33),N(σa) ≥ (a + µ1) − a = µ1. If N(σa) > µ1, then by induction
hypothesis, this nonvanishing term in (5.28) corresponding toσa is contained in
H′

n. Also,N(σa) = µ1 if and only ifmσa(1) = . . . = mσa(a) = 1, i.e.,

1 ≤ σa(1) < . . . < σa(a) ≤ (a + µ1)

by (5.33). So this nonvanishing term in (5.28) is of the form:

(−1)
∑a−1

k=0(4+
∑k

�=1 |βσa(�)|)
∑

σa(k)<j<σa(k+1) |βj | ·
∏
�∈σ1

a

q1(β�)·

·[[· · · [−Wa+1
0 (αa,1), q1(βσa(1))], · · · ], q1(βσa(a))]

∏
�∈σ2

a

qm�
(β�)|0〉

which can be simplified to the following by Proposition 4.10 (i):

(−1)
∑a−1

k=0(4+
∑k

�=1 |βσa(�)|)
∑

σa(k)<j<σa(k+1) |βj | ·
∏
�∈σ1

a

q1(β�)·

·(−1)a+1 · qa(αa,1βσa(1) · · ·βσa(a))
∏
�∈σ2

a

qm�
(β�)|0〉. (5.37)

Sinceαa,1 ∈ H 4(X), the term (5.37) being nonzero forces

|βσa(1)| = . . . = |βσa(a)| = 0. (5.38)

Since 1≤ σa(1) < . . . < σa(a) ≤ (a + µ1), we see from (5.34) that 1≤
σa(1) < . . . < σa(a) ≤ r. So (5.37) can be further simplified to

(−1)a+1 ·∏�∈σ1
a
q1(1X)qa(αa,1)

∏
�>σa(a)

qm�
(β�)|0〉

= (−1)a+1 · q1(1X)|σ
1
a |qa(αa,1)q1(1X)r−a−|σ1

a |·
·∏µ1

j=(r−a+1) q1(α1,j )
∏µa

j=2 qa(αa,j )
∏

i>a

∏µi

j=1 qi(αi,j )|0〉
= (−1)a+1 · q1(1X)r−a

∏µ1
j=(r−a+1) q1(α1,j )·

·qa(αa,1) ∏µa

j=2 qa(αa,j )
∏

i>a

∏µi

j=1 qi(αi,j )|0〉.

(5.39)

Now there are exactly
(
r

a

)
such terms in (5.28). Therefore, by (5.36), we have(

r

a

)
· (−1)a+1 ·

µ1∏
j=1

q1(α1,j )qa(αa,1)

µa∏
j=2

qa(αa,j )
∏
i>a

µi∏
j=1

qi(αi,j )|0〉 ∈ H′
n.

It follows that (5.31) is true as long as|αa,1| = 4. ��
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We continue the proof of Theorem 5.30. In view of the above Claim, it remains
to prove that if there is an integers such that 0≤ s ≤ 3 and (5.31) is true as long
as|αa,1| ≥ (s + 1), then (5.31) holds as well if|αa,1| = s. In view of Theorem
5.13, we put̃e = ε(Ga−1(αa,1)) = Ga−1(αa,1)+Wa+1

0 (αa,1). Then,

H′
n # Ga−1(αa,1)(A) = −Wa+1

0 (αa,1)(A)+ ẽ(A). (5.40)

As in the proof of the above Claim, we see from Lemma 5.26 thatH′
n contains

∑
σa

(−1)
∑a−1

k=0(s+
∑k

�=1 |βσa(�)|)
∑

σa(k)<j<σa(k+1) |βj | ·
∏
�∈σ1

a

q1(β�)·

·(−1)a+1 · qa(αa,1βσa(1) · · ·βσa(a))
∏
�∈σ2

a

qm�
(β�)|0〉 (5.41)

whereσa runs over all the maps{1, . . . , a } → {1, . . . , b } with σa(1) < · · · <
σa(a), and satisfiesmσa(1) = . . . = mσa(a) = 1. So by (5.33), we haveσa(1) <
· · · < σa(a) ≤ (a+µ1). Note that every nonvanishing term in (5.41) corresponds
to the partitionµ. Moreover, if|βσa(1)|+· · ·+|βσa(a)| > 0, then|αa,1|+|βσa(1)|+
· · · + |βσa(a)| ≥ (s+ 1); so this nonvanishing term in (5.41) is already contained
in H′

n by our assumption. Therefore, the subringH′
n contains

∑
σa

(−1)
∑a−1

k=0(s+
∑k

�=1 |βσa(�)|)
∑

σa(k)<j<σa(k+1) |βj | ·
∏
�∈σ1

a

q1(β�)·

·(−1)a+1 · qa(αa,1βσa(1) · · ·βσa(a))
∏
�∈σ2

a

qm�
(β�)|0〉 (5.42)

whereσa runs over all the maps{1, . . . , a } → {1, . . . , b } with σa(1) < · · · <
σa(a) ≤ (a + µ1), and satisfies|βσa(1)| = · · · = |βσa(a)| = 0. So we have
σa(1) < · · · < σa(a) ≤ r by (5.34). Now as in the last paragraph (starting from
the line below (5.37)) in the proof of the above Claim, we obtain

(
r

a

)
· (−1)a+1 ·

µ1∏
j=1

q1(α1,j )qa(αa,1)

µa∏
j=2

qa(αa,j )
∏
i>a

µi∏
j=1

qi(αi,j )|0〉 ∈ H′
n.

So (5.31) holds if|αa,1| = s. This completes the proof of Theorem 5.30.��
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