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Abstract. For a variety where a connected linear algebraic group acts with only finitely many
orbits, each of which admits an attractive slice, we show that the stratification by orbits is perfect
for equivariant intersection cohomology with respect to any equivariant local system. This applies
to provide a relationship between the vanishing of the odd dimensional intersection cohomology
sheaves and of the odd dimensional global intersection cohomology groups. For example, we
show that odd dimensional intersection cohomology sheaves and global intersection cohomology
groups vanish for all complex spherical varieties.

0. Introduction

This paper should be viewed as a continuation of the paper [J-1] by the second
author. There equivariant intersection cohomology was applied to provide a ge-
ometric proof of the vanishing of odd dimensional local and global intersection
cohomology for Schubert varieties and also certain other varieties. We briefly
recall this situation as follows. LetX denote a projective variety provided with
the action of a torusT and such that the odd dimensional middle intersection
cohomology groups ofX are trivial. We showed that now the odd dimensional
middle intersection cohomology sheaves ofX also vanish provided the follow-
ing criteria are satisfied: there exists aT -stable decomposition ofX into locally
closed smooth strata so that (i) each stratum has aT -fixed point and (ii) the
middle intersection cohomology sheaves are locally constant on each stratum.

Unfortunately condition (i) is not satisfied in many situations: for example
complete toric or spherical varieties and orbit closures of symmetric subgroups in
flag manifolds. In the latter case, the vanishing of all odd dimensional intersection
cohomology sheaves was obtained by Lusztig and Vogan, see [L-V]. The proof
is rather involved, using a generalization of the Kazhdan-Lusztig theory and also
representation theory of real reductive groups. Another proof, using an analysis

M. Brion
Institut Fourier, BP 74, 38402 Saint-Martin d’H`eres, France

R. Joshua
Department of Mathematics, The Ohio State University, Columbus, OH 43210, USA

The second author thanks the Max Planck Institut f¨ur Mathematik, Bonn for support



400 M. Brion, R. Joshua

of the orbit structure, has been obtained recently by Mars and Springer; see
[M-S].

One of the original motivations for this paper was to give a general geometric
explanation of this vanishing phenomenon using equivariant intersection coho-
mology (see [Bryl] and [J-1]) which is a variant of intersection cohomology that
incorporates the group action into its very definition. One of our main results
(Theorem 2) is that the the stratification by orbits is perfect for equivariant inter-
section cohomology of certain varieties. Using this as a tool, we obtain several
general results relating the vanishing of the global odd dimensional intersection
cohomology with the vanishing of the odd dimensional intersection cohomol-
ogy sheaves with respect to equivariant local systems. For example we show the
vanishing of the odd dimensional intersection cohomology sheaves with respect
to the constant local system (up to taking certain invariants) for the orbit closures
of symmetric subgroups on flag manifolds (Theorem 5). Using the local struc-
ture of spherical varieties, we also show that the odd dimensional intersection
cohomology sheaves vanish for these varieties and all local systems (Theorem 4).

All the results in this paper extend to arbitrary characteristics. However, the
proofs of Theorems 1 and 4 are much simpler over the field of complex numbers,
whereas given Theorem 1, the proofs of Theorem 2, Corollary 3 and Theorem
5 adapt to positive characteristics with minor modifications. Theorem 1 is ex-
tended to positive characteristics in the paper [J-4] by the second author; (modulo
a technical condition) Theorem 4 is extended to positive characteristics in a forth-
coming paper [J-5]. Most of our results are stated explicitly only in characteristic
0; however we provide all the definitions in arbitrary characteristics so that the
statements make sense in full generality.

We thank the referee for several valuable suggestions.

Notation and conventions

(0.1)Throughout this paper,kwill denote an algebraically closed field of arbitrary
characteristicp ≥ 0. We denote byG a linear algebraic group, and byG0 the
connected component of the identity inG. A separated reduced schemeX of
finite type overk will be called avariety; observe that varieties need not be
irreducible. IfX is provided with an algebraic action ofG, we will say thatX is
aG-variety.

A G-variety will be calledlocally linear if it is a union ofG-stable open sub-
varieties, each of them admitting aG-equivariant locally closed embedding into
the projectivization of aG-module. For example, anynormalG-variety is locally
linear (this follows from [Su] Theorem I and Lemma 8 ifG is connected, and it
is shown in [J-3] (1.9) that the hypothesis thatG be connected may be dropped.)
We will only consider varieties which are locally linear andequidimensional.
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(0.2) Consider aG-varietyX and a pointx ∈ X; letGx be itsG-orbit andGx its
isotropy group.AslicetoGx atx is a locally closed subvarietyS ofX containing
x and satisfying the following two conditions:

(i) There exists a maximal torusTx of Gx such thatS is stable underTx .

(ii) The mapG × S → X sending(g, x) to gx is smoothat (e, x), and the
dimension ofS is the codimension ofGx in X.

Note thatS exists if and only if the orbit mapG → Gx is separable. In
particular,S always exists in characteristic 0; then it may be chosen stable under
a maximal reductive subgroup ofGx . Moreover, by shrinkingS if necessary, we
may assume that the mapG×S → X is smooth everywhere and thatS is affine.

(0.3) LetT denote a torus acting on a varietyXwith a fixed pointx. We say thatx
is attractiveif there exists a one parameter subgroupλ : Gm→ T such that, for
all y in a Zariski neighborhood ofx, we have limt→0 λ(t)y = x. Equivalently,
all weights ofT acting on the Zariski tangent space atx are contained in an open
half-space. In the situation of (0.2), we say thatS is anattractive slice, if x is an
attractive fixed point for the action ofTx onS. (See Appendix (A.1) for further
details on attractive fixed points.)

(0.4) LetX be a variety. We denote byH ∗(X) the cohomology ring ofX with
rational coefficients in characteristic 0 (thel-adic cohomology ofX in positive
characteristics). IfL is a local system (see Section 1) on a smooth open subvariety
of X, thenIH ∗(X;L) will denote the corresponding intersection cohomology
for the middle perversity. If moreoverL is constant, we simply writeIH ∗(X)
for IH ∗(X;L).

For aG-equivariant local system (see Section 1), we will denote byH ∗G(X;L)
(IH ∗G(X;L)) the corresponding equivariant cohomology (the equivariant inter-
section cohomology for the middle perversity, respectively); these are discussed
in Section 1. BothH ∗G(X) andIH ∗G(X;L) are modules overH ∗(BG), the equiv-
ariant cohomology ring of the point.

For any integern, we denote byHn(IC(X;L)) then-th cohomology sheaf
of the middle intersection cohomology complex onX. The stalk of the sheaf
Hn(IC(X;L)) at a pointx will be denotedHn(IC(X;L))x , while the local
intersection cohomology with support inx will be denotedIHn

x (X;L). They
are related as follows:IHn

x (X;L) is the dual space ofHn(IC(X;L∨))x[2d]
whereL∨ denotes the dual ofL andd denotes the dimension ofX.

(0.5) In characteristicp > 0, we will assume all the varieties we consider are
obtained by base extensions from varieties defined over some finite extension of
Fp.

(0.6)Throughout the paper we adopt the cohomology notation for perverse
sheaves as in [J-1].i.e. a complex of sheavesK on a varietyX of dimen-
siond is perverse if the dimensions of the supports of the sheavesHn(K) and
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Hn(D(K)[−2d]) are≤ d−n for all n. (In [B-B-D] a complexK is defined to be
perverse if the dimensions of the supports of the sheavesHn(K) andHn(D(K))

are≤ −n for all n.)

Now we begin with the following basic result that will be used repeatedly.
(See section 1 for the notations. The equivariant derived categoryDG

b (X) is
defined in (1.2.1) and (1.3.2) while equivariant hypercohomologyH∗G is defined
in (1.3.6).)

Theorem 1. Let H be a closed normal subgroup ofG such that the quotient
Ḡ = G/H is finite. LetX be aG-variety and letK ∈ DG

b (X).

(i) Identifying K with its restriction toDH
b (X), there exists an action of̄G

onH∗H(X;K) that is natural inK.

(ii) Moreover one has an identificationH∗G(X;K) ∼= H∗H(X;K)Ḡ.

(iii) In caseH = G0, one has an action of̄G onH∗
G0(X;K) that is natural in

K. If moreoverG = G0× F for some finite groupF ∼= G/G0, F acts trivially
onX andK is aG-equivariant sheaf onX, thenKF is aG0-equivariant sheaf
and one has the isomorphisms

H ∗G(X;K) ∼= H ∗G0(X;K)F ∼= H ∗G0(X;KF) ∼= H ∗(BG0)⊗H ∗(X;KF).

(iv) In caseH∗H(X;K) is a free module overH ∗(BH), one has the identifi-
cation

H∗G(X;D(K)) ∼= (HomH ∗(BH)(H∗H(X;K),H ∗(BH)))Ḡ.
whereD(K) denotes the Verdier dual ofK. ��

The proof of this theorem is considerably simpler in characteristic 0 where
one has afibrationBH → BG→ BḠ. The extension to positive characteristics
requires the use of new techniques and is discussed in detail in the accompanying
paper [J-4].

The following is our first main result.

Theorem 2. LetX denote aG-variety containing only finitely many orbits, each
of which admits an attractive slice. LetL denote aG-equivariantlocal systemon
the union of all open orbits in caseG is connectedand aconstantlocal system
in caseG is notconnected. Then the following hold.

(i) The H ∗(BG)-moduleIH ∗G(X;L) admits a filtration with subquotients
IH ∗O,G(X;L)whereO runs through theG-orbits inX andIH ∗O,G(X;L)denotes
the equivariant intersection cohomology with supports inO.

(ii) For O = Gx, the group of componentsGx/G
0
x acts onH ∗(BG0

x) and on
IH ∗x (X;L), and one has an isomorphism:

IH ∗O,G(X;L) ∼= (H ∗+2 dim(O)(BG0
x)⊗ IH ∗x (X;L))Gx/G

0
x . ��
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One may interpret statement (i) as saying that the stratification by orbits
is perfect for equivariant intersection cohomologyprovided the hypotheses in
Theorem 2 are satisfied. (This is analogous to a result of Kirwan: the stratifica-
tion by “instability type” of any projective nonsingularG-variety is perfect for
equivariant cohomology, see [K].)

Corollary 3 . (i)Assume in addition to the hypotheses of Theorem 2 thatIHn(X;
L) = 0 for all oddn. Then(H ∗(BG0

x)⊗ IH ∗x (X;L))Gx/G0
x vanishes in all odd

degrees and for allx ∈ X.

(ii) If, in addition,Gx is connected, thenIHn
x (X;L) vanishes for all oddn.

(iii) Suppose in addition to the hypotheses in (i) thatGx is the semi-direct
product of a connected solvable group and a finite groupFx . ThenFx acts on
IH ∗x (X;L) and(IH ∗x (X;L))Fx vanishes in all odd degrees. ��

Observe that the hypotheses of (i) and (ii) are satisfied by all toric varieties (in
fact, all their isotropy groups are connected). Therefore the above corollary es-
tablishes the vanishing of the odd dimensional intersection cohomology sheaves
for toric varieties. (See also [B-B-F-K].)

The following are the remaining results of the paper.

Theorem 4. Assume the ground fieldk is of characteristic 0. LetG denote a
connected reductive group and letX denote a sphericalG-variety. LetL denote
aG-equivariant local system on the openG-orbit in X. ThenIHn

x (X;L) = 0
for all oddn and allx ∈ X. ��

For the next statement, we assume thatp �= 2. LetG denote a connected
reductive group and letθ be an automorphism of ordertwo of the algebraic
groupG. LetK denote the fixed point subgroup ofθ and letB denote a Borel
subgroup ofG. ThenK acts on the flag manifoldG/B with finitely many orbits
each of which admits an attractive slice by [M-S]. Our geometric methods yield
the following theorem in Section 4.

Theorem 5. LetX denote the closure of aK-orbit onG/B. ThenIHn(X) and
(IHn

x (X))
Kx/K

0
x vanish for alloddn and allx ∈ X. ��

(In fact,IHn
x (X;L) vanishes for allK-equivariant local systemsL onX and

for all oddn, see [L-V] and also [M-S].)

The organization of the paper is as follows. We begin with a brief review
of equivariant derived categories and equivariant intersection cohomology in
Section 1. (Some of the material here is available in the literature: but this is often
stated only in characteristic 0 and for constant local systems, and the extension
to positive characteristics is not straightforward.) We conclude this section with
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a technique whereby we are able to reduce consideration of local systems to the
constant system, at least for the action of connected groups. Section 2 is devoted
to the proof of Theorem 1. The main result of Section 3 is Theorem 2. Corollary
3 is also established there. In Section 4 we prove Theorems 4 and 5. We discuss
some details on actions of the multiplicative group in an Appendix.

1. Equivariant intersection cohomology and equivariant derived categories

We begin with the following definition of equivariant derived categories that
is valid in characteristic0 only.

(1.1.1) We letEG denote theinfinite joinof G with itself, otherwise called
the Milnor construction. This is a contractible space on whichG acts freely and
is functorial inG. NowBG will denote the quotientEG/G. If X is aG-variety,
we letEG×

G
X = (EG×X)/Gwhere we identify(p, x)with (pg−1, gx). Now

we obtain a fibrationX→ EG×
G
X→ BG.

(1.1.2) What will be of crucial importance in the proof of Theorem 1 is the
following observation. Letφ : G → Ḡ denote a surjective homomorphism of
algebraic groups with kernelH . Now one obtains an induced locally trivial fibra-
tion Bφ : BG → BḠ with fiberBH . This follows readily from the definition
of Milnor construction.Since the existence of such a fibration is important for
us, we will adopt this definition ofEG andBG in characteristic0, throughout
the paper.(In positive characteristics, such afibration does not exist and calls
for the use of subtler techniques in [J-4]. See also (2.1.1).)

(1.2.1)Equivariant derived categories (characteristic0). (See, for example,
[B-L].) Let Db(EG×

G
X) denote the derived category of bounded complexes of

sheaves ofQ-vector spaces onEG×
G
X. LetDb(X) andDb(EG×X) denote the

corresponding derived categories onX andEG×X. Letπ : EG×X→ EG×
G
X

be the quotient, andψ : EG × X → X the second projection. For an interval
I = [a, b] wherea < b are integers, we letDG

I (X) be the category whose
objects are triples(K,K0, φ) whereK ε Db(EG×

G
X),K0 ε Db(X) such that

Hn(K) = 0 for n < a or n > b, and

φ : π∗(K) ∼= ψ∗(K0) is an isomorphism inDb(EG×X).
A morphism between two such triples(K,K0, φ) and(K ′,K ′0, φ′) is given

by a pair of morphismsK → K ′ in Db(EG×
G
X), K0 → K ′0 in Db(X) which

are compatible with the given isomorphismsφ andφ′. We letDG
b (X) denote the

union of all the full sub-categoriesDG
I (X) for all intervalsI . In caseX is a point,

DG
b (X) is equivalent to the full sub-category of complexesK ∈ Db(BG) such

that all the cohomology sheavesHn(K) arelocally constant. If moreoverG is
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connected one may in fact require the cohomology sheavesHn(K) to be constant,
becauseBG is simply connected. In caseX is a point, we will denote the resulting
equivariant derived category byDG

b (pt). One may define the equivariant derived
categoryDG+(X) similarly, by using intervalsI with b = ∞.

(1.2.2)Equivariant local systems (characteristic0). A local system onX will
denote a locally constant sheaf ofQ-vector spaces. AG-equivariant local system
onX, L, is a locally constant sheaf ofQ-vector spaces onEG×

G
X which belongs

to the equivariant derived categoryDG
b (X) defined above.

The local systems onX correspond to representations of the fundamental
groupπ1(X, xo) wherexo is a fixed point ofX. Similarly, theG-equivariant
local systems on aG-varietyX correspond to representations of the fundamental
groupπ1(EG×

G
X, xo).

If X is connected, the fundamental groups above are independent of the
choice of the base pointxo. The only occasion where we consider non-connected
varieties in the above context will be as the connected components of the orbits
of a non-connected groupG: in this case, the connected components are all
isomorphic and hence once again the fundamental group above is independent
of the choice of the base point.

(1.2.3) Supposeπ1(EG×
G
X, xo) acts on the stalkLxo of a local systemL

through a finite quotient groupF . This representation ofF splits into the sum
of irreducible representations: therefore, in this case,L is semi-simple as aG-
equivariant local system. For example, supposeX is a unique orbitGxo ; then
π1(EG×

G
X, xo) ∼= π1(BGxo)

∼= Gxo/G
0
xo

. Thus, everyG-equivariant local sys-

temL onX corresponds to a representation of the finite groupGxo/G
0
xo

and is
therefore semi-simple.

(1.3.1) Next we will consider the corresponding situation inpositive charac-
teristics, so as to provide the correct context for formulating the main results in
the paper in that setting. The main difference will be that we adopt the definition
ofEG,BG andEG×

G
X as simplicial schemes defined in the usual manner. (See

[Fr] pp. 8-9.) Observe that nowBG0 = Spec(k) and we will call this the base
point ofBG: this will be denoted∗. The above simplicial schemes will be pro-
vided with the followingétale topology. LetX• denote a simplicial scheme. Now
Et(X•) will denote the category whose objects are ´etale mapsu : U → Xn for
somen; a morphismu : U → Xn tov : V → Xm will denote a mapw : U → V

lying over some structure mapXn → Xm. Now a sheafF onET (X•) is given
by a collection of sheaves{Fn|n}, with Fn a sheaf onEt(Xn) provided with
mapsφα : α∗(Fm) → Fn for any structure mapα : Xn → Xm. (These maps
are required to satisfy an obvious compatibility condition. See [Fr] p.14.) This
definition applies to abelian sheaves as well asl-adic sheaves.
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(1.3.2)Equivariant derived categories (positive characteristics)(See [J-2]
section 6). Next assumeX• is the simplicial schemeEG×

G
X associated to the

action ofG onX. A sheafF onEG×
G
X will be calledequivariantif the above

structure maps{φα|α} are isomorphisms. The category of equivariant sheaves is
an abelian sub-category closed under extensions in the category of all sheaves on
EG×

G
X; therefore one definesDG

b (X) to be the full sub-category ofDb(EG×
G
X)

consisting of complexesK whose cohomology sheaves are all equivariant.

(1.3.3)G-equivariant local systems in positive characteristics. A G-equi-
variant local system onX is aG-equivariantl-adic sheafF = {Fn|n} onEG×

G
X

so thatF0 is a lisse sheaf onX i.e. each term of the inverse systemF0 =
{F0,ν |ν} is locally constant. These correspond tol-adic representations of the
étale fundamental groupπ1(EG×

G
X, x̄) (wherex̄ is a geometric point ofX): this

correspondence sends aG-equivariant local system to its stalk at the geometric
point x̄. To keep the notation uniform, we will identify geometric points with
points: i.e.x will be denotex̄ as well.

(1.3.4) LetL be aG-equivariantl-adic local system onEG×
G
X such that

π1(EG×
G
X, xo) acts on the stalkLxo through a finite quotient groupF . Then the

local systemL corresponds to a representation ofF on theQl-vector space asso-
ciated toLxo , which splits up into the sum of irreducible representations. Since
the groupF is finite, one may show by standard arguments that each of the sum-
mands corresponds to an irreduciblel-adic representation ofF and therefore to a
G-equivariant irreducible local system onEG×

G
X. (The key observations are the

following: letV denote a finite dimensionalQl vector space with a representation
of F . SinceF is finite, one may find a finitely generatedZl-submoduleM of V
that is stable byF and that generatesV as aQl-module. NowM defines anl-
adic representation ofF whose inverse limit tensored withQl is the given vector
spaceV . Recall also that theHom between twol-adic local systemsL = {Lν |ν}
andL′ = {L′ν |ν} is defined byHom(L,L′) = lim∞←νHom(Lν, L

′
ν)⊗

Zl

Ql so that

local systems that are torsion are identified with the local system 0.)

(1.3.4.*)It follows that, under the hypothesis thatπ1(EG×
G
X, xo) acts on the

stalkLxo through a finite group, theG-equivariant local systemL is semi-simple.
The above discussion should serve as a dictionary for translating the main results
and proofs to positive characteristics.

(1.3.5) If f : X → Y is aG-equivariant map, the induced mapEG×
G
X →

EG×
G
Y will be denotedf G or often simply byf .
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(1.3.6) We defineequivariant hypercohomologyas follows. LetK ε DG+(X).
We letH∗G(X;K) = H∗(EG×

G
X;K), whereH∗ denotes hypercohomology.

(1.3.7)Perverset-structures and perverse cohomology. One defines aper-
verset-structureon equivariant derived categories as in [B-B-D]. See [B-L] or
[J-2] section 6 for details. Observe that the heart of thet-structure defines an
abelian category and cohomology computed with values in this abelian cate-
gory will be denotedHn

perv: if K ε DG(X), thenHn
perv(K) is then-th perverse

cohomology object, which is an equivariant perverse sheaf. The cohomology
truncation functor that kills the perverse cohomology in degrees aboven will be
denotedτperv≤n .

(1.4.1) We will presently recall the definition of equivariant intersection
cohomology from [J-1] p. 242. LetX be aG-variety of dimensiond. Let
φ = X−1 ⊆ X0 ⊆ X1 ⊆ X2 ⊆ . . . ⊆ Xd = X denote a filtration by closedG-
invariant subvarieties such that eachXi is closed inX and eachXi − Xi−1

is smooth,i = 0, . . . , d. Next one considers the complementary filtration

U1
j1−→ U2

j2−→ ...Ud
jd−→ Ud+1 = X whereUi = X − Xd−i and ji de-

notes the inclusion. Now one applies the construction in (1.1.1) (or (1.3.1) in
positive characteristics) to this filtration to obtain the following diagram:

(1.4.2)

EG×
G
U1

jG1−−−→ EG×
G
U2

jG2−−−→ ...
jGd−−−→ EG×

G
X

π1



� π2



� ... πd



�

BG
id−−−→ BG

id−−−→ ...
id−−−→ BG

Let L denote aG-equivariant local system onEG×
G
U1. We extendL toEG×

G
X

to obtain a complexICG(X;L) in DG
b (EG×

G
X), defined byICG(X;L) =

τ≤d−1Rj
G
d∗ · · · τ≤0Rj0∗(L) (see [J-1] for details). This is theequivariant intersec-

tion cohomology complex (with respect to the middle perversity)obtained from
L. In caseL is the constant sheafQ (Q

l
in positive characteristics), we will

denote the corresponding complex byICG(X). We define

(1.4.3) IH ∗G(X;L) = H∗G(X; ICG(X;L)) = H∗(EG×
G
X; ICG(X;L))

This is a module overH ∗G(pt) = H ∗(BG).
We will presently summarize the main properties of equivariant intersection

cohomology in the following results. (See also (1.7.1) and (1.7.2).)

(1.4.4)ICG(X;L)0 is the complex inDG(X) characterised by the following
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in the situation of (1.2.1),π∗(ICG(X;L)) � ψ∗(IC(X;L)) and in the sit-
uation of (1.3.2)ICG(X;L)0 ∼= IC(X;L) . HereIC(X;L) is the intersection

cohomology complex onX obtained by starting with the locally constant sheaf
L onU1. This is clear from the definition of the equivariant intersection coho-
mology complex.

(1.4.5)Theorem. (Localization theorem in the equivariant derived category for
torus actions). Let T denote a torus acting on a varietyX and letK ∈ DT

b (X).
Let T0 denote a sub-torus ofT and letp be the kernel of the restriction map
H ∗(BT ) → H ∗(BT0); this is a prime ideal ofH ∗(BT ). Let i : XT0 → X

denote the inclusion of the fixed point subscheme ofT0. Then one obtains the
following isomorphism after localization at the idealp:

H∗T (X;K)p ∼= H∗T (X
T0;RiT !K)p.

Proof. This is a generalization of the localization theorem in [J-1] (17) and [Bryl],
but the proof is essentially the same. We consider the localization sequence:

· · · → Hn
T (X

T0;RiT !K)→ Hn
T (X;K)→ Hn

T (X −XT0;K)→ · · ·
Since localization at the primep is exact, it suffices to show that the last term
is trivial after localization atp. Now observe thatH∗T (X −XT0;K) is a module
overH ∗T (X − XT0). Therefore it suffices to show that the latter is trivial after
localization atp. This follows for example from [Br-2] Appendix, Proposition
5. ��

(1.5) Let T denote a maximal torus inG, let NG(T ) (CG(T )) denote its
normalizer (centralizer, respectively) inG and letW = NG(T )/CG(T )0. Then
W is a finite group, sinceNG(T )/CG(T ) andCG(T )/CG(T )0 are finite groups.
We will callW theWeyl groupof (G, T ).

(1.5.1)Proposition. Let X be aG-variety and letL be aG-equivariant local
system on an openG-stable smooth subvariety ofX.

(i) ThenNG(T ) acts onIH ∗T (X;L), the action ofCG(T )0 is trivial, and one
has the following isomorphisms:

IH ∗G(X;L) ∼= IH ∗NG(T )(X;L) ∼= IH ∗T (X;L)W

as modules overH ∗(BG) ∼= H ∗(BT )W .

(ii) If moreoveriY : Y → X is the inclusion of aG-stable closed subvariety,
one has the isomorphisms

H∗G(Y ;Ri !Y ICG(X;L)) ∼= H∗NG(T )(Y ;Ri !Y ICNG(T )(X;L))
∼= H∗T (Y ;Ri !Y ICT (X;L))W
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Proof. The map
π : EG×

G
(G ×

NG(T )
X)→ EG×

G
X

is a fibration with fiberG/NG(T ). Therefore,π∗ICG(X;L) is isomorphic to
ICG(G ×

NG(T )
X;L) which may be identified withICNG(T )(X;L), see [J-2] or

[J-4] (4.4). Moreover, we claim that the fibers ofπ are acyclic; then the first
isomorphism in (i) and the first isomorphism in (ii) will follow from the Leray
spectral sequence and the projection formula.

For the claim, we first reduce to the case whereG is connected, as follows.The
connected componentG0 containsT . We check that the map fromG0/NG0(T )

to G/NG(T ) is an isomorphism. Since this map factors asG0/NG0(T ) →
G/NG0(T ) → G/NG(T ), it is clearly étale. It is also obviously injective. We
show the surjectivity as follows. Letg in G, thengT g−1 is a maximal torus of
G0. Thus, there existsh inG0 such thatgT g−1 = hT h−1. Soh−1g is inNG(T ).
This shows thatG = G0NG(T ) and therefore our map is surjective, i.e. it is an
étale bijective map and hence an isomorphism of varieties.

Now we reduce to the case whereG is (connected and) reductive. LetRu(G)
be the unipotent radical ofG, with quotientḠ = G/Ru(G), a connected re-
ductive group. We identifyT with its image inḠ. Since the compositionG→
Ḡ → Ḡ/NḠ(T ) is surjective and clearly factors throughG → G/NG(T ), it
follows that the induced mapG/NG(T )→ Ḡ/NḠ(T ) is also surjective. Clearly
it is smooth with fibersRu(G)/NRu(G)(T ). As a homogeneous space under a
unipotent group, the latter is isomorphic to an affine space and hence is acyclic.

Now we can assume thatG is connected and reductive, or even semi-simple
becauseNG(T ) contains the center ofG. Let B be a Borel subgroup ofG
containingT ; then the map fromG/T to G/B has acyclic fibers and thus
H ∗(G/T ) is isomorphic toH ∗(G/B). The latter is the regular representation of
W = NG(T )/T , and moreoverH ∗(G/NG(T ))) = H ∗(G/T )W which proves
our claim.

To prove the second isomorphism in (i), note thatIH ∗NG(T )(X;L) is isomor-
phic toIH ∗

CG(T )
0(X;L)W . (This follows fromTheorem 1.) Moreover, the quotient

CG(T )
0/T is unipotent. Thus,IH ∗

CG(T )
0(X;L) is isomorphic toIH ∗T (X;L).

Now one may invoke Theorem 1 again to complete the proof. (Observe that
ICT (X;L) is the restriction ofICNG(T )(X;L) and similarlyRi !Y IC

T (X;L) is
the restriction ofRi !Y IC

NG(T )(X;L). Therefore the hypotheses of Theorem 1 are
satisfied.) ��
(1.5.2)Theorem. (Degeneration of the spectral sequence in equivariant inter-
section cohomology). Let X be aprojectiveG-variety, whereG is connected.
Let L denote aG-equivariant local system on an open denseG-stable smooth
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subvariety ofX such thatL is semi-simple as a local system. LetICG(X;L)
denote the corresponding equivariant intersection cohomology complex. Then
the spectral sequence:

E
s,t
2 = Hs(BG;Rtπ∗(ICG(X;L)))⇒ IH s+t

G (X;L)
degenerates, whereπ : EG×

G
X→ BG is the obvious map. Thus,IH ∗G(X;L) ∼=

H ∗(BG)⊗ IH ∗(X;L) asH ∗(BG)-modules.

Proof is essentially the same as in [J-1] Proposition (13) where only the caseG is
a one dimensional torus is considered. ThatGbe connected is necessary to ensure
that all local systems onBGare in fact constant. LetU denote an open smoothG-
stable subvariety ofX on whichL is a local system. SinceX is equidimensional,
U is the disjoint union of its connected componentsUi all of which are of the same
dimension. SinceG is connected theUi are stable under the group action. Let
Li denote theG-equivariant local system onU defined byLi|Uj = L|Ui if j = i,
andLi|Uj = 0 otherwise. Then one may see thatICG(X;L) = ⊕iICG(X;Li).
Clearly eachLi is a semi-simple local system; therefore eachIC(X;Li) and
henceIC(X;L) is a pure perverse sheaf. Therefore, the Hard Lefschetz theorem
holds forIH ∗(X;L) and the same proof as in [J-1] Proposition (13) applies.��
(1.5.3)Theorem. Let X denote a projective variety provided with the action
of a torusT and letL denote aT -equivariant local system on an open smooth
T -stable subvariety ofX. Assume thatL is semi-simple as a local system. Let
i : XT → X denote the inclusion of the fixed point subscheme. Now one
obtains the isomorphisms after inverting all non-zero elements ofH ∗(BT ) (i.e.
on localization at the prime ideal(0)):

(1.5.3.∗)
IH ∗T (X;L)(0) ∼= H ∗(BT )(0) ⊗ IH ∗(X;L)

∼= H ∗(BT )(0) ⊗H∗(XT ;Ri !IC(X;L)).
In particular, ifIHn(X;L) = 0 for all oddn andx is anisolatedfixed point of
T , thenIHn

x (X;L) = 0 for all oddn. ��
Proof. The first isomorphism follows from (1.5.2) by localizing at(0). By the
localization theorem in (1.4.5), one has the isomorphism:

(1.5.3.1) IH ∗T (X;L)(0) ∼= H∗T (X
T ;Ri !ICT (X;L))(0).

Now H∗T (X
T ;Ri !ICT (X;L))(0) ∼= H ∗(BT )(0) ⊗H∗(XT , Ri !ICT (X;L))(0).

Next let ix : x → XT be the inclusion of an isolated fixed point ofT . Then
Ri !ICT (X;L) breaks up into the sum of two complexes one of which is

Ri !xIC
T (X;L) ∼= Di∗xD(ICT (X;L)) ∼= (i∗x ICT (X;L∨))∨[−2d]
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whered is the dimension ofX. This proves the last assertion of the theorem.��
We will now recall a few results from equivariant derived categories as in

[J-2].

LetH denote a closed subgroup ofG and letX be aH -variety. Then we have
a closed immersion

jX : EH×
H
X→ EG×

G
(G×

H
X)

induced by the mapX → G×
H
X sendingx to the class of(e, x). Let K ∈

DG
b (G×

H
X). Thenj ∗X(K) is a complex of sheaves onEH×

H
X. Now j ∗X induces

an isomorphism:

(1.6.1) H∗H(X; j ∗X(K))
∼=−→ H∗G(G×

H
X;K).

See [J-2] section 6 for a proof.

(1.6.2) Assume in addition to the hypothesis in (1.6.1) thatX is a point
x. In this case the cohomology sheaves ofK are equivariant on theG-orbit
G×
H
x ∼= G/H and hence locally constant. Therefore, we may identifyj ∗x K with

Rj !xK[2dx]wheredx is the dimension of theG-orbitG×
H
x. Now (1.6.1) provides

the isomorphism:

H∗+2dx (BH ;Rj !xK) ∼= H
∗+2dx
H (x;Rj !xK)

∼=−→ H∗G(G/H ;K).
(1.7.0)Reduction to the constant local system by normalization

In the rest of this section we discuss a technique whereby we are able to
reduce consideration of arbitrary local systems to a constant local system; this
simplifies much of the discussion in Section 3.

LetGbeconnectedand letπ : X̃→ X be aG-equivariant finite map between
G-varieties. There will be two main examples of this situation we consider:

(i) π is the normalization ofX and

(ii) G has a dense orbitGx on X (so thatX is irreducible) andX̃ is the
normalization ofX in the function fieldk(G/G0

x).

(1.7.1)Proposition. Assume the situation of (1.7.0). Then the following hold:

(a) IfG has finitely many orbits onX, the same holds for theG-action onX̃.

(b) If S is any affine locally closed subvariety inX, its inverse imagẽS in X̃
is affine and locally closed.

(c) LetS be as in (b). If, moreover,S is invariant under the action of a subtorus
T ofG, so isS̃. If x is an attractive fixed point for theT -action onS, andx̃ is a
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lift of x to X̃, thenx̃ is an attractive fixed point on the connected component of
S̃ containingx̃.

(d) Assume the situation as in (a). If, moreover, everyG-orbit inX admits an
attractive slice, then the same holds forX̃.

Proof. The first assertion is clear since the mapπ is finite. (In fact the inverse
image of aG-orbit in X is the disjoint union of finitely manyG-orbits in X̃.)
Now we consider the second assertion. LetπS : S̃ → S denote the restriction of
the mapπ . Then the morphismπS is finite, and hence affine. SinceS is affine,
it follows thatS̃ is affine as well. That̃S is locally closed is clear.

Now we consider the third assertion. Clearly each connected component of
S̃ is stable under the action ofT . Letλ denote a one-parameter subgroup chosen
as in (0.2). Then the action ofλ on the ring of regular functionsk[S] defines
a non-negative grading such that the degree 0 component is one dimensional.
Sincek[S̃] is integral overk[S], it has a non-negative grading and the degree 0
component is finite dimensional. This proves (c). We letS̃x̃ denote the connected
component ofS̃ containingx̃. Observe that the mapG × S̃x̃ → X̃ factors
throughG × S̃x̃ → G × π−1(S), an open immersion, followed by the map
G × π−1(S) → X̃. The last map is obtained by base change from the smooth
mapG× S → X and therefore is smooth. This proves the last assertion.��
(1.7.2)Proposition (i) Let π : X̃→ X denote the normalization of aG-variety.
Let L denote aG-equivariant local system on an openG-stable smooth sub-
variety of X and let L̃ = π∗(L). ThenRπ∗ICG(X̃; L̃) = ICG(X;L) and
therefore

IH ∗G,Y (X;L) ∼= IH ∗G,Ỹ (X̃; L̃)
for anyG-stable closed sub-varietyY of X andỸ = π−1(Y ).

(ii) Assume thatX contains a dense orbitGx and letπ : X̃→ X denote the
normalization ofX in the function field ofk(G/G0

x). Then

π∗(ICG(X̃)) = ⊕
χ

dim(χ) ICG(X;Lχ) and

IH ∗
G,Ỹ
(X̃) ∼= ⊕

χ
dim(χ) IH ∗G,Y (X;Lχ)

HereLχ is the irreducible local system onGx corresponding to the irreducible
characterχ of Gx/G

0
x and the sum varies over all such characters. Moreover,

this decomposition of the local intersection cohomology is natural with respect
to locally closedG-stable subvarietiesY of X andỸ = π−1(Y ).

(iii) In the situation of (i) or (ii), letS be an attractive slice inX at the fixed
point x under a subtorusT . Let π−1(x) = {x̃1, ..., x̃n} and letS̃ = �

i
S̃x̃i with
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S̃x̃i denoting the connected component ofS̃ containingx̃i . Let ix : ET×
T
x →

ET×
T
S, ix̃i : ET×

T
x̃i → ET×

T
S̃x̃i denote the inclusion maps. Then

i∗x ICT (S;L) ∼= ⊕
i
i∗
x̃i
ICT (S̃x̃i ; L̃)

in the situation of (i), whereas

⊕
χ

dim(χ) i∗x ICT (S;Lχ) � ⊕
i
i∗
x̃i
ICT (S̃x̃i )

in the situation of (ii).

Proof(i) Observe that the mapπ is birational. It follows readily thatRπ∗ICG(X̃;
L̃) = ICG(X : L). By takingG-equivariant hypercohomology onX (with
supports inY ), we therefore obtain the isomorphism:

IH ∗G,Y (X;L) ∼= IH ∗G,Ỹ (X̃; L̃)
This proves (i). Next we consider (ii). Letπ0 : Ũ = π−1(Gx) → Gx de-
note the map induced byπ , and letQ denote the constant local system onŨ .
Observe thatπ0∗(Q) = ⊕

χ
dim(χ)Lχ whereLχ is the irreducible local system

onGx corresponding to the characterχ of Gx/G
0
x . ThereforeRπ∗ICG(X̃) =

⊕
χ

dim(χ) ICG(X;Lχ). The remaining assertions in (ii) are clear by takingG-

equivariant hypercohomology onX.

Now we consider (iii) in the situation of (ii). Consider the cartesian square

EG×
G
(G×

T
S̃)→ EG×

G
X̃

π̂



�



�π

EG×
G
(G×

T
S)→ EG×

G
X

where the map̂π is induced byπ . Therefore, by proper base change, one obtains
that

(1.7.2.1) π̂∗(ICG(G×
T
S̃)) ∼= ⊕

χ
dim(χ) ICG(G×

T
S;Lχ))

(Here we have usedLχ to also denote the pull-back of the local systemLχ to
G×
T
S).) Under the equivalence of derived categoriesDG(G×

T
S̃) � DT (S̃) and

DG(G×
T
S) � DT (S), the isomorphism in (1.7.2.1) corresponds to

(1.7.2.2) π̃∗(ICT (S̃)) ∼= ⊕
χ

dim(χ) ICT (S;Lχ)
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whereπ̃ : ET×
T
S̃ → ET×

T
S is the map induced byπ . Now the conclusion of

(iii) will follow by applying base change to the cartesian square:

ET×
T
π−1(x) −−−→ ET×

T
S̃



� π̃



�

ET×
T
x −−−→ ET×

T
S

.

The argument in the situation of (i) is similar. (In the place of (1.7.2.1) ((1.7.2.2))
we obtainπ̂∗(ICG(G×

T
S̃; L̃))∼= ICG(G×

T
S;L) (π̃∗(ICT(S̃; L̃))∼= ICT (S;L),

respectively ). ��
Wewill consider only the case of characteristic zero explicitly throughout the

rest of the paper.

2. Proof of Theorem 1

We will prove the first three statements of Theorem 1 first. LetK ∈ DG
b (X) and

let π : EG×
G
X → BḠ denote the obvious map. We will presently show that

Rnπ∗(K) is a locally constant sheaf onBḠ for all n. LetπH : EH×
H
X→ BH ,

πG : EG×
G
X → BG and π̄ : BG → BḠ denote the maps in (1.1.1) and

(1.1.2). Observe thatπ factors asπ̄ ◦ πG. By replacingK by RπG∗K we may
assumeX is a point i.e.EH×

H
X = BH , EG×

G
X = BG andπ = π̄ . Now let

γ : I = [0,1] → BḠ denote a path; letFI , F0 andF1 denote the pull backs
underπ overI , 0 and 1 respectively . Now one obtains spectral sequences:

E
s,t
2 (I ) = Hs(FI ,Ht (K)|FI )⇒ Hs+t (FI ,K|FI ),

E
s,t
2 (0) = Hs(F0,Ht (K)|F0)⇒ Hs+t (F0,K|F0),

E
s,t
2 (1) = Hs(F1,Ht (K)|F1)⇒ Hs+t (F1,K|F1).

Clearly the inclusions ofF0 andF1 in FI induce maps of these spectral se-
quences. Since the cohomology sheaves ofK are locally constant, (by choosing
the path to lie in a small enough open set inBḠ) and the fibration̄π is locally
trivial, it follows that one obtains an isomorphism at theE2 terms and thereby
an isomorphism of the abutments. Thus, eachRnπ∗(K) is locally constant.

Now it suffices to obtain the identification of the stalks of the above sheaf at
the base pointp in BḠ. We go back to the general case whereX is no longer a
point.
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SinceRπ∗K = Rπ̄∗RπG∗(K), we have

Rnπ∗(K)p ∼= Rnπ̄∗(RπG∗K)p ∼= Hn(BH ;RπG∗K|BH )
∼= Hn(BH ;RπH∗(K|EH×

H
X)) ∼= Hn

H (X;K|EH×
H
X).

The second isomorphism follows from the observation that the mapπ̄ is a locally
trivial fibration with fibersBH . The third isomorphism is clear by observing that
that bothπG andπH are locally trivial fibrations with fiberX. The equivalence
of categories between locally constant sheaves onBḠ and representations of
π1(BḠ) = Ḡ, now provides an action of̄G on the stalks ofRnπ∗(K) that is
natural inK. Finally the Leray spectral sequence for the mapπ provides the
spectral sequence:

E
s,t
2 = Hs(BḠ;Rtπ∗(K))⇒ Hs+t

G (X;K).
This spectral sequence degenerates sinceḠ is a finite group and provides the
isomorphismH∗G(X;K) = (H∗H(X;K))Ḡ.

The last statement in (iii) may be obtained as follows. SinceF acts trivially
onX, we obtainEG×

G
X ∼= BF × (EG0×

G0
X) and therefore an induced map

π̃ : EG×
G
X→ EG0×

G0
X. Now

H ∗G(X;K) ∼= H∗(BF ;Rπ∗(K)) ∼= H∗
G0(X;Rπ̃∗(K)).

Observe thatH∗(BF ;Rπ∗(K)) ∼= H ∗
G0(X;K)F while H∗

G0(X;Rπ̃∗(K)) ∼=
H ∗
G0(X;KF). This completes the proof of (iii) in Theorem 1.

(2.1.0) Observe from the above proof that eachRnπ̄∗(K) is a local system
onBḠ.

(2.1.1) It will become necessary to develop the techniques in (2.1.1) through
(2.2.5) in order to establish the last statement in Theorem 1. Establishing the
corresponding results in positive characteristics involves defining the derived
functorRπ̄∗ so that its stalks may be identified with the equivariant hypercoho-
mology with respect to the groupH . Therefore we leave this to the paper [J-4]
by the second author.

(2.1.2) Recall that the map̄π : BG→ BḠ is a fibration with fiberBH . If Q

is the constant sheaf onBG, thenRπ̄∗(Q) is a complex of sheaves onBḠ. The
multiplicationQ⊗Q→ Q induces an associative pairing:Rπ̄∗(Q)⊗Rπ̄∗(Q)→
Rπ̄∗(Q). This showsRπ̄∗(Q) is a sheaf of differential graded algebras onBḠ.

(2.1.3) LetBiMod(BḠ;Rπ̄∗(Q)) denote the category of sheaves of bi-
modules over the sheaf of differential graded algebrasRπ̄∗(Q) onBḠ.An object
in this category is a complex of sheavesM onBḠ provided with (coherently)
associative pairings: Rπ̄∗(Q) ⊗M → M andM ⊗ Rπ̄∗(Q) → M that make
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the obvious diagrams commute. (See [K-M] for details on differential graded
algebras and modules over them.)

(2.1.4) GivenK ∈ DG
b (BG), the associative pairingsQ ⊗ K → K and

K ⊗Q→ K show thatRπ̄∗(K) belongs toBiMod(BḠ;Rπ̄∗(Q)).
(2.1.5) Let∆[1] ⊗ Q denote the normalization of the simplicial abelian

group given byn → ∆[1]n ⊗ Q. We will define two mapsf, g : K → K ′

inBiMod(BḠ;Rπ̄∗(Q)) to be homotopic if there exists a mapH : K⊗∆[1]⊗
Q→ K ′ so thatf = H ◦ d0 andg = H ◦ d1, with di : K ∼= K ⊗∆[0] ⊗Q→
K ⊗ ∆[1] ⊗ Q, i = 0,1, being the obvious map. The associated homotopy
category is denotedHBiMod(BḠ;Rπ̄∗(Q)). The corresponding derived cate-
gory is obtained fromHBiMod(BḠ;Rπ̄∗(Q)) by inverting maps that induce
isomorphisms on cohomology. Its full sub-category consisting of complexes that
are bounded below (and whose cohomology sheaves areḠ-equivariant) will be
denotedD+(BiMod(BḠ;Rπ̄∗(Q))) (DḠ+(Bi −Mod(BḠ;Rπ̄∗(Q))), respec-
tively ).

Next letM,N inDḠ+(BiMod(BḠ; Rπ̄∗(Q))). Then there exists a spectral
sequence:

(2.2.1) Es,t2 = Exts,tH∗(Rπ̄∗(Q))(H∗(M),H∗(N))⇒ Hs+t (RHomRπ̄∗(Q)(M,N)

If moreover at each point̄x ofBḠ,H∗(M)x̄ is a free module overH∗(Rπ̄∗(Q))x̄∼=
H ∗(BH ;Q), then the above spectral sequence degenerates andE

s,t
2 = 0 for all

s > 0. The spectral sequence is established in [K-M] Theorem (7.3), Part V.

Next we define functors

(2.2.2) Lπ̄∗ : DḠ
+(BiMod(BḠ;Rπ̄∗(Q)))→ DG

+(BG)

byLπ̄∗(M) = Q
L→⊗

π̄−1(Rπ̄∗(Q))
π̄−1(M). The same definition yields a functor

Lπ̄∗ : Db(BiMod(BḠ;Rπ̄∗(Q)))→ D+(BG).

(See [K-M] part III for a definition of the above derived functors in a somewhat
more general setting.)

(2.2.3)Proposition. Assume in addition to the above hypotheses that the group
H is connected.

(i) If K ∈ DG
b (BG), there exists a mapLπ̄∗R(π̄∗K) → K that is a quasi-

isomorphism and is natural inK.

(ii) The functorRπ̄∗ : DG
b (BG) → DḠ+(BiMod(BḠ;Rπ̄∗(Q))) is fully

faithful.
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(iii) If K,K ′ ∈ DG
b (BG), the map in (i) induces a quasi-isomorphism:

Rπ̄∗(RHom(K,K ′))→ RHomRπ̄∗(Q)(Rπ̄∗(K), Rπ̄∗(K ′)).
(The twoRHom denote derived functors of the appropriate internal Homs.)

Proof. Observe thatLπ̄∗ is the left adjoint to the functorRπ̄∗. Therefore the
naturality of the map in (i) is clear. To show it is a quasi-isomorphism one
proceeds as follows. From the proofs of (i) through (iii) of Theorem 1 above,
it follows that eachRnπ̄∗(K) is a local system onBḠ. Let x̄ denote a point of
BḠ, let ix̄ : x̄ → BḠ and letīx̄ : BH → BG denote the corresponding closed
immersions. (Observe that the fiber ofπ̄ over any point̄x of BḠ is isomorphic
toBH and that the sheavesRnπ̄∗(K) are locally constant onBḠ. Therefore we
may in fact assume the pointx̄ is the base point∗ of BḠ.)

LetLī∗x̄ = ī−1
x̄ : Db(BG)→ Db(BH) and

Li∗x̄ = i−1
x̄ : D+(BiMod(BḠ;Rπ̄∗(Q)))→ D+(BiMod(x̄;Rπ̄∗(Q)x̄))

denote the obvious functors. Finally letπ̄x : BH → x̄ denote the projection in-
duced byπ̄ . Now it suffices to show that the induced mapī−1

x̄ (Lπ̄
∗(Rπ̄∗(K))→

ī−1
x̄ (K) is a quasi-isomorphism. One may readily identify the above map to be:
Lπ̄∗x (i

−1
x̄ (Rπ̄∗(K)) → ī−1

x̄ (K). Now i−1
x̄ (Rπ̄∗(K)) = (Rπ̄∗(K))x̄ = H∗(BH ;

K) by the proof of (i) of Theorem 1 whilēi−1
x̄ (K) is the restriction ofK to

BH , the geometric fiber of̄π at x̄. In other words, we reduce to proving the
theorem in caseG is replaced byH . In this case the naturality of the map in (i)
shows that it suffices to prove it whenK is replaced by one of its cohomology
sheaves. These cohomology sheaves are constant onBH (sinceH is connected
and thereforeBH simply connected); therefore (i) is clear in this case. Now (ii)
follows immediately from (i).

In order to prove (iii), it suffices to show that ifP ∈ DḠ+(BiMod(BḠ;
Rπ̄∗(Q))), thenHom(P , - ) applied to the above terms is an isomorphism. (Here

Hom denotes theHom in the derived categoryDḠ+(BiMod(BḠ;Rπ̄∗(Q))).)
This follows readily in view of the adjunction between theRHomRπ̄∗(Q) and
L⊗

Rπ̄∗(Q)
(see [K-M] part V) and completes the proof. ��

(2.2.4) GivenM ∈ DḠ+(BiMod(BḠ;Rπ̄∗(Q))), we define the dual ofM to
be

RHomRπ̄∗(Q)(M,Rπ̄∗(Q)).
This will be denotedDRπ̄∗(Q)(M).

Now one may re-interpret (2.2.3) (iii) withK ′ = D(Q) ∼= Q as

(2.2.5) DRπ̄∗(Q)(Rπ̄∗(K)) ∼= Rπ̄∗(D(K))
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whereD(K) denotes the Verdier dual ofK.

We may now complete the proof of statement (iv) in Theorem 1 as follows.
LetK ∈ DG

b (X) be as in the hypothesis of Theorem 1 and letL = RπG∗(K).
One may now identifyHn(BH ;D(L))Ḡ with

Hn(RΓ (BḠ;Rπ̄∗D(L))) ∼= Hn(RΓ (BḠ;DRπ̄∗(Q)(Rπ̄∗(L)))
where the last isomorphism follows from (2.2.5). By definition, the last term
equalsHn(RΓ (BḠ;RHomRπ̄∗(Q)(Rπ̄∗(L), Rπ̄∗(Q)). TakingX a point,G the

finite groupḠ andH the trivial subgroup, Theorem 1 (i) shows that the last
term may be identified withHn(RHomRπ̄∗(Q)(Rπ̄∗(L), Rπ̄∗(Q)))Ḡ. Now the
degeneration of the spectral sequence in (2.2.1) applies to identify this with
(Homn

H ∗(BH ;Q)(H
∗(BH ;L),H ∗(BH ;Q)))Ḡ. SinceH∗(BH ;L) = H∗(BH ;

RπG∗K) = H∗H(X;K) this completes the proof of Theorem 1. ��

3. Filtration of global equivariant intersection cohomology by local
equivariant intersection cohomology

We begin the proof of Theorem 2 with the following.

(3.1) Proposition. Let X be aG-variety and letO be a closedG-orbit in X.
Assume thatO admits an attractive sliceS atx, stable by a maximal torusTx of
Gx . Now OTx is aunion of connected componentsof XTx . Equivalently,OTx is
open and closed inXTx .

Proof.The normalizerNG(Tx) acts onXTx and onOTx . Moreover, the quotient
NG(Tx)/CG(Tx) is a finite group.

It is well known thatOTx = NG(Tx)x. (Indeed, letg ∈ G such thatgx ∈ OTx .
ThenTx andg−1Txg are maximal subtori ofGx . Thus, there existsh ∈ Gx such
thatg−1Txg = hTxh−1. Now gh ∈ NG(Tx) andgx = ghx ∈ NG(Tx)x.)

It follows thatOTx is a finite union of closed orbits ofCG(Tx)0.Thus, it suffices
to check thatCG(Tx)0x is the connected component ofXTx throughx. Because
CG(Tx)

0x is smooth, it is enough to check that the Zariski tangent spaces of
CG(Tx)

0x and ofXTx atx coincide. For a schemeY and a pointy ∈ Y , we denote
by TyY the corresponding Zariski tangent space. Because the mapG × S →
X is smooth at(e, x), its differentialLie(G) × TxS → TxX is a surjective
linear Tx-equivariant map. (Indeed, the differential of a smooth morphism is
surjective, as follows e.g. from [A-K] IV (4.5) and V (1.8)). Moreover, because
S is attractive, the fixed point set(TxS)Tx consists of the origin. Thus, the natural
mapLie(G)Tx → (TxX)Tx is surjective. ButLie(G)Tx = Lie((GTx )0), and
Tx(XTx ) is contained in(TxX)Tx . This proves our claim. ��
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In the situation of (3.1), letT denote a maximal torus ofG containingTx and
letW = NG(T )/CG(T )0, Wx = NGx(Tx)/CGx (Tx)0 denote the corresponding
Weyl groups. By (1.5.1), we may identifyH ∗(BG)withH ∗(BT )W andH ∗(BGx)

with H ∗(BTx)Wx .
Let qx be the kernel of the restriction mapH ∗(BT )→ H ∗(BTx); similarly,

let pO be the kernel of the restriction mapH ∗(BG) → H ∗G(O) = H ∗(BGx).
Since the mapH ∗(BGx)→ H ∗(BTx) is injective and sinceH ∗(BG) identifies to
H ∗(BT )W , this identifiespO with the kernel of the restriction mapH ∗(BT )W →
H ∗(BTx). Therefore

(3.2) pO = qx ∩H ∗(BT )W .
Let ψ : O → X denote the inclusion. LetL denote aG-equivariant locally

constant sheaf on an openG-stable smooth sub-variety ofX.

(3.4)Proposition. In the above situation, the long exact sequence inG-equiva-
riant hypercohomology

· · · → H∗G(O;Rψ !ICG(X;L))→ H∗G(X; ICG(X;L))
→ H∗G(X −O; ICG(X;L))→ · · ·

breaks up into split short exact sequences after localizing at the idealpO.

Proof. Recall thatH ∗(BG) identifies with the subspace ofW -invariants in
H ∗(BT ). More generally,H∗G(X; ICG(L)) identifies with the subspace ofW -
invariants inH∗T (X; ICT (L)), by (1.5.1). Thus, our statement means that the
long exact sequence

(3.4.1)
· · · → H∗T (O;Rψ !ICT (X;L))W → H∗T (X; ICT (X;L))W

→ H∗T (X −O; ICT (X;L))W → · · ·
breaks up into short exact sequences after inverting all elements ofH ∗(BT )W −
pO.

Let ψTx : OTx → X, φ : (X − O)Tx → X andη : XTx → X denote
the inclusion maps. By the localization theorem (1.5.4), we have the following
isomorphisms:

H∗T (O, Rψ !ICT (X;L)qx ∼= H∗T (OTx , Rψ !Tx IC
T (X;L))qx,

H∗T (X −O; ICT (X;L))qx ∼= H∗T ((X −O)Tx ;Rφ!ICT (X;L))qx,
H∗T (X; ICT (X;L))qx ∼= H∗T (X

Tx ;Rη!ICT (X;L))qx.
Moreover, by (3.1),XTx is the disjoint union of the closed subsets(X−O)Tx and
OTx . Thus, the mapH∗T (O;Rψ !ICT (X;L))→ H∗T (X; ICT (X;L)) is injective
after localizing atqx ; in other words, the kernelM of this map is killed by
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localizing atqx . To conclude the proof, it is enough to check that theH ∗(BT )W -
moduleMW is killed by localizing atpO.

Let m ∈ MW . We can findf ∈ H ∗(BT ) − qx such thatfm = 0. Let n
be the cardinality of the orbitWf and lete1(f ), . . . , en(f ) be the elementary
symmetric functions of thew(f ) (w ∈ W). Then eachei(f ) is in H ∗(BT )W
andei(f )m = 0. Moreover, sincef n − e1(f )f

n−1+ · · · + (−1)nen(f ) = 0, it
follows that someei(f ) is not inpO: otherwise, we would havef n ∈ pO and
thusf n ∈ qx , a contradiction. ��

Remark. The results in (3.5) through (3.8) will show that the long exact sequence
above breaks up into short exact sequenceswithout localization at a prime ideal
as in (3.4). Clearly this would prove Theorem 2(i).

(3.5)Proposition. Assume the hypotheses of Theorem 2 and denote byix : x →
X the inclusion. Then we obtain isomorphisms

H ∗(BCG(Tx)0; i∗x ICCG(Tx)
0
(X;L)) ∼= H ∗(BTx; i∗x ICTx (X;L))∼= H ∗(BTx)⊗ i∗xH∗(IC(X;L)) ∼= H ∗(BCG(Tx)0)⊗ i∗xH∗(IC(X;L))

These isomorphisms are equivariant for the natural action ofWxonH ∗(BCG(Tx)0;
i∗x ICCG(Tx)

0
(X;L)) and onH ∗(BCG(Tx)0), and for an induced action ofWx on

i∗xH∗(IC(X;L)).
Proof. The first and last isomorphisms are clear sinceCG(Tx)

0/Tx is a unipotent
group. The hypotheses of Theorem 2 imply thatG0 has also only finitely many
orbits onX and therefore on the open denseG-stable subvarietyU1. SinceX
is assumed to be equidimensional, all the connected components ofU1 are of
the same dimension and each contains an open denseG0-orbit. By our hypothe-
ses,U1 is the union of the correspondingG-orbits, all of which are also of the
same dimension. LetGxo denote one of these orbits. Now the local systemL
corresponds to a representation of

π1(EG×
G
Gxo, xo) ∼= π1(BGxo)

∼= Gxo/G
0
xo
.

Then one sees by (1.2.3) thatL is semi-simple as aG-equivariant local system.

Let S be a slice atx. (See (0.2).) Recall that the mapG×S → X is smooth;

thus, the induced mapG×
Tx

S φ−→ X is smooth as well. Now theG-equivariant

local systemL pulls back to aG-equivariant local system on an openG-stable
subvariety ofG×

Tx

S. Since the representation of the corresponding equivariant

fundamental group is induced from the action ofπ1(EG×
G
Gxo, xo) and this

group is finite, this local system is also semi-simple as aG-equivariant local
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system. Under the equivalence of categories betweenDG
b (G×

Tx

S) andDTx
b (S),

this correspondsto a semi-simpleTx equivariant local system on an openTx-
stable subvariety,So of S − x. We will denote this local system byLS . Since
BTx is simply connected, one may see that this local system restricted to each
connected component ofSo is also semi-simple (i.e. on forgetting the group ac-
tion). Since the mapφ is smooth, one observes thatφ∗(ICG(X;L)) corresponds
to ICTx (S;LS) under the equivalence of categories betweenDG

b (G×
Tx

S) and

D
Tx
b (S).

(3.5.1) In other words, ifjx : x → S denotes the inclusion, one may observe
thati∗x ICTx (X;L) ∼= j ∗x ICTx (S;LS) in Db(BTx).

Now consider the spectral sequence

E
s,t
2 = Hs(BTx;Ht (i∗x IC

Tx (X;L)))⇒ Hs+t (BTx; i∗x (ICTx (X;L))).
We will first prove that this spectral sequence degenerates. For this, one may
invoke (1.7.2) (iii) to reduce to the case whereL is the constant local system
(specifically, one first normalizesX, obtaining a disjoint union of irreducible
normal varieties̃Xi . Then one normalizes each̃Xi in the function field ofG/G0

x̃i
,

whereGx̃i is open inX̃i .) Now (3.5.1) shows that we may replaceX by S and
the equivariant intersection cohomology complexICTx (X;L) onX by the cor-
responding complexICTx (S;LS) on S. Therefore, in (3.5.2) through (3.5.10),
we will replaceX by S, and assume thatL is constant.

Next, letTxS be the tangent space toS atx; then there exists aTx-equivariant
closed immersioni : S → TxS. Moreover, there exists an injective one pa-
rameter subgroupλ : Gm → Tx such that the action ofGm on TxS through
λ has only positive weights. (See (0.2) and (A.1) for the definition and basic
properties of slices.) For simplicity, denoteλ(Gm) by T ′. Now the quotients
Y = (S − x)/T ′ andP = (TxS − 0)/T ′ exist and the latter is aweighted pro-
jective spacecontaining the former as a closed subvariety. MoreoverY is also
equidimensional. Further, the mapπ : S − x → Y is the restriction of the map
π̄ : TxS − 0 → P, both with fibers isomorphic toGm. (We will refer to both
these maps asGm-quasi-fibrations, for want of a better term.) The first Chern
class of theGm-quasi-fibrationπ̄ exists as the class inH 2(P) of a hypersurface.
To see this, observe thatP is theProj of a finitely generated graded algebra and
therefore there exists a positive integern0 such that, for any positive integern,
the sheafOP(nn0) is invertible and very ample. (See [Dolg].) Leti : P→ PN be
the closed immersion defined byOP(n0), wherePN denotes the usual projective
space of dimensionN overk. Then the Hard Lefschetz theorem (as in [B-B-D]
Théorème (5.4.10)) applies to the class of a hyperplane inP. We will denote this
class byc1(π).
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Observe thatTx acts onY through the action ofTx/T ′ and the mapπ :
S−x → Y isTx-equivariant. Clearly the constantTx-equivariant local systemQS
on an openTx-stable subvariety ofS−x descends to the constantTx-equivariant
local systemQ

Y
on an openTx-stable subvarietyYo of Y . LetYo(i), i = 1, ..., n

denote the connected components ofYo. (Observe that these are stable by the
action ofTx and of the same dimension.)We define (Tx-equivariant) local systems
Q
Y
(i) onYo by Q

Y
(i)|Yo(j) equalsQ

Y
|Yo(j) if i = j , and is trivial otherwise.

Now Q
Y

is the sum of the local systemsQ
Y
(i) each of which is asimple local

systemonYo.

If ICTx (Y ) (ICTx (S − x)) denotes the equivariant intersection cohomology
complex onY with respect toQ

Y
(onS − x with respect toQS , respectively ),

then
(3.5.2)
Hn
perv(Rπ∗(IC

Tx (S − x))) = ICTx (Y ) if n = 0,1 and is trivial otherwise.

This follows from (A.3) in the appendix; hereHn
perv denotes then-th perverse co-

homology. Moreover,ICTx (Y )∼=⊕iICTx (Y ;QY
(i)), IC(Y )∼=⊕iIC(Y ;QY

(i))

and eachIC(Y ;Q
Y
(i)) is a mixed simple perverse sheaf (or rather a simple

perverse sheaf of geometric origin, in characteristic0) onY and therefore the
corresponding perverse sheaf defined over a finite field ispure. (See (0.5), [B-B-
D] p. 136 and p. 163. The hypothesis (0.5) shows that, in positive characteristics,
the above intersection cohomology complex (withQ replaced byQl) is obtained
from the corresponding one defined over a finite field. Therefore the arguments in
[B-B-D] p. 136 apply in this case. In characteristic 0, the arguments in [B-B-D]
p. 163 enable one to reduce to the case of varieties defined over finite fields.) It
follows thatIC(Y ) is alsopure.

One now obtains the following commutative diagram:

ETx×
Tx

(S − x) π−−−→ ETx×
Tx

Y

p



�



�p̄

BTx
id−−−→ BTx

If F ∈ DTx
b (S − x), Rp∗F ∈ Db(BTx) will denote the corresponding complex.

Next we show that there exists a spectral sequence:

E
s,t
2 = Rsp̄∗(Ht

perv(Rπ∗(IC
Tx (S − x))))⇒ Hs+t (Rp∗(ICTx (S − x)))

For this we use the perverset-structure to obtain a distinguished triangle:

(3.5.3) τ
perv

≤t−1(Rπ∗(IC
Tx (S − x)))→ τ

perv
≤t (Rπ∗(ICTx (S − x)))

→ Ht
perv(Rπ∗(IC

Tx (S − x)))[−t].
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The above spectral sequence is obtained by applyingRp̄∗ to the above distin-
guished triangle. SinceEs,t2 = 0 for t different from 0 or 1 (see (A.3)) we obtain
a long exact sequence:

(3.5.4)

· · · −→ Rn−2p̄∗(H1
perv(Rπ∗(IC

Tx (S − x))))(−1)

∪c1(π)−→ Rnp̄∗(H0
perv(Rπ∗(IC

Tx (S − x))))
−→ Hn(Rp̄∗(Rπ∗(ICTx (S − x))))
−→ Rn−1p̄∗(H1

perv(Rπ∗(IC
Tx (S − x))))(−1)

∪c1(π)−→ Rn+1p̄∗(H0
perv(Rπ∗(IC

Tx (S − x))))→ · · ·
Moreover, for any geometric pointξ of BTx and for any integerm, we have the
identifications:

(3.5.5)

Rmp̄∗(Hn
perv(Rπ∗(IC

Tx (S − x))))ξ ∼= Rmp̄∗(ICTx (Y ))ξ
∼= IHm(Y ) (n = 0,1),

Rmp∗(ICTx (S − x))ξ ∼= IHm(S − x).
The first follows from (A.3) and the second is clear. Therefore, on taking stalks
at ξ , the long exact sequence in (3.5.4) provides theWang exact sequence(see
[K-L] p. 194):

(3.5.6) · · · → IHn−2(Y )(−1)
∪c1(π)−→ IHn(Y )→ IHn(S − x)
→ IHn−1(Y )(−1)

∪c1(π)−→ IHn+1(Y )→ · · ·
The Hard Lefschetz theorem in intersection cohomology shows that the first

and last maps are injective for alln ≤ dimY = dimS − 1. Therefore, the long
exact sequence in (3.5.4) breaks up into short exact sequences for alln ≤ dimY .
In particular it shows that for alln ≤ dimY ,

(3.5.7) Rnp∗(ICTx (S − x)) = Hn(Rp̄∗(Rπ∗(ICTx (S − x))))
is a complement to the image of the map∪c1(π) i.e. in the above range,Rnp∗(ICTx
(S − x)) is the primitive partof Rnp̄∗(ICTx (Y )) for the action ofc1(π).

Observe further thatHn(ICTx (S))x = 0 for all n > dimY . (This follows
from the axioms of intersection cohomology, see (1.4.4)(ii).) One may observe
exactly as in [K-L] p. 194, that one obtains the isomorphism for all (geometric)
pointsξ ∈ BTx :
(3.5.8) Rnp∗(ICTx (S − x))ξ ∼= IHn(S − x) ∼= IHn(S) ∼= Hn(IC(S))x
for all n ≤ dimY .
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Next recall thatx is a fixed point for theTx-action onX. Thereforei∗x(ICTx(S))
is a complex inDb(BTx)whose cohomology sheavesHn(i∗x (ICTx (S))) are con-
stant onBTx . SimilarlyRp∗ICTx (S − x) andRp̄∗ICTx (Y ) belong toDb(BTx).
The constant sheaf onBTx with stalks isomorphic toHn(i∗x IC(S)) is Hn(ICTx

(S))x . Therefore, combining (3.5.7) and (3.5.8), we obtain the identification:

Hn(i∗x ICTx (S)) is the primitive partof Rnp̄∗(ICTx (Y )).

Now consider the cohomological functorF → H ∗(BTx;F), Db(BTx) →
(abelian groups) obtained by taking the cohomology ofBTx with respect to the
complexF .According to [De] Theorem (1.5) (see (1.5.2)), the spectral sequence:

(3.5.9) E
s,t
2 = H ∗(BTx;Ht (F )[s])⇒ H ∗(BTx;F [s + t])

degenerates whenF = Rp̄∗ICTx (Y ). Moreover the differentials are all trivial.
Therefore one may conclude that the differentials in the corresponding spectral
sequence forF = i∗x (ICTx (S)) are also trivial and that it degenerates. Thus, one
obtains the identification:

(3.5.10) H ∗(BTx; i∗x (ICTx (S))) ∼= H ∗(BTx)⊗ i∗xH∗(IC(S)).
In view of (1.7.2) (iii) the last identification holds with the local systemLS in the
place of the constant local system. Now (3.5.1) shows that the same isomorphism
holds and the spectral sequence in (3.5.9) degenerates whereX is the original
variety and with the local systemL in the place ofLS .

It follows from Theorem 1 that there exists an action of the Weyl groupWx

onH ∗(BTx;K) for anyK ∈ DNG(Tx)
b (pt) and that this action is natural inK.

Therefore there exists an action ofWx onH ∗(BTx; τ≤m(ICTx (X;L))x) that is
natural inm. It follows that theWx-action is compatible with the differentials of
the spectral sequence in (3.5.9). Since the above spectral sequence degenerates,
the isomorphism of the abutment with⊕

r,s
E
s,t
2 is one ofWx-modules.

To complete the proof of Proposition (3.5), we must show that there exists an
action ofWx on i∗xH∗(IC(X;L)) such that the second and third isomorphism
of this proposition are equivariant. But this results from the following standard
result below withA = H ∗(BTx), M = H ∗(BTx; i∗xH∗(ICTx (X; L))) and
V = i∗xH∗(IC(X; L)).
(3.6)Lemma. LetA be a positively gradedk-algebra with an action of a finite
groupF and letM be a positively gradedA-module endowed with a compatible
action ofF . If the A-moduleM is free, then there exists a gradedF -stable
subspaceV ofM such that the natural mapA⊗ V → M is an isomorphism.

Proof. Let A+ be the maximal graded ideal ofA. Consider the surjective,F -
equivariant mapp : M → M/A+M. SinceF is a finite group, there exists a
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gradedF -stable subspaceV ofM which is mapped isomorphically toM/A+M
byp. ThenA⊗V → M is an isomorphism, by the graded Nakayama lemma.��

��
Remarks. (i) Observe that exactly the same proof holds in positive characteristics
by replacing the constant sheafQ with Q

l
.

(ii) The existence of the Wang exact sequence as in (3.5.6) is stated in [K-L]
p. 194 without proofs.

(3.7) Corollary . Assume the hypotheses of Theorem 2. Then we obtain the
isomorphisms: (i)

H∗(BNG(Tx);Ri !xICNG(Tx)(X;L))∼= H∗(BNG(Tx);H∗(Ri !xICNG(Tx)(X;L)))
∼= (H∗(BCG(Tx)0;H∗(Ri !xICCG(Tx)

0
(X;L))))Wx

∼= (H∗(BTx;H∗(Ri !xICTx (X;L))))Wx
and

(ii) H∗(BTx;Ri !xICTx (X;L)) ∼= H ∗(BTx)⊗H∗(Ri !xIC(X;L)).
Proof. Recall that

Ri !xIC
NG(Tx)(X;L) ∼= Di∗xD(ICNG(Tx)(X;L)) ∼= Di∗x (ICNG(Tx)(X;L∨)[2d])∼= Di∗x (ICNG(Tx)(X;L∨))[−2d]

whered is the dimension ofX.We applyTheorem 1 (iv) withK = i∗x ICNG(Tx)(X;
L∨),G = NG(Tx) andH = C0

G(Tx). It follows by (3.5) that the hypothesis that
H ∗(BC0

G(Tx);K) be a free module overH ∗(BC0
G(Tx)) is satisfied. Next recall

thatC0
G(Tx)/Tx is unipotent. Therefore one obtains the isomorphism

H∗(BC0
G(Tx);K) ∼= H∗(BTx;K)).

Thus:

(3.7.1)

H ∗(BNG(Tx);Ri !xICNG(Tx)(X;L))
= H ∗(BNG(Tx);D(i∗x ICNG(Tx)(X;L∨)[2d]))
∼= (HomH ∗(BTx))(H∗(BTx; i∗x ICTx (X;L∨)[2d]));H ∗(B(Tx)))Wx
∼= (HomH ∗(BTx))(H∗(BTx;H∗(i∗x ICTx (X;L∨)[2d]));H ∗(BTx)))Wx .

Observe that the dualizing sheaf onDNG(Tx)+ (x; Q) is in fact the constant sheaf
Q. Moreover the complexi∗x ICNG(Tx)(X;L∨) has locally constant cohomology
sheaves onBNG(Tx). Therefore one may readily obtain the quasi-isomorphism

D(H∗(i∗x ICNG(Tx)(X;L∨)))[−2d] ∼= H∗(D(i∗x ICNG(Tx)(X;L∨)[2d]))∼= H∗(Ri !xICNG(Tx)(X;L)).
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Now we apply Theorem 1 (iv) withG = NG(Tx), H = C0
G(Tx) andK =

H∗(i∗x ICNG(Tx)(X;L∨))[2d] (observe that this applies here since

H∗(BC0
G(Tx);H∗(i∗x ICTx (X;L∨))) ∼= H ∗(BC0

G(Tx))⊗H∗(i∗x ICTx (X;L∨)))
to obtain:

(3.7.2)

H ∗(BNG(Tx); H∗(D(i∗x ICNG(Tx)(X;L∨))[2d]))
∼= H ∗(BNG(Tx); D(H∗(i∗x ICNG(Tx)(X;L∨))[2d]))
∼= (HomH ∗(BTx)(H∗(BTx;H∗(i∗x ICTx (X;L∨)[2d]));H ∗(BTx)))Wx

Since the terms in (3.7.1) and (3.7.2) are the same we obtain the isomorphism in
(i). The proof of (ii) is similar and is skipped. ��

Now we are in a position to complete the proof of Theorem 2.

(3.8)Proof of Theorem 2. Let O be a closedG-orbit in X with inclusion map
ψ : O → X and letL denote aG-equivariant local system on the union of all
openG-orbits. Consider the long exact sequence ofH ∗(BG)-modules:

(3.8.1)
· · · → H∗G(O;Rψ !ICG(X;L))→ H∗G(X; ICG(X;L))
→ H∗G(X −O; ICG(X;L))→ · · ·

We will show that this sequence splits into short exact sequences and that the
H ∗(BG)-moduleH∗G(O;Rψ !ICG(X;L)) is isomorphic to(H ∗+2 dim(O)(BTx;
H∗(Ri !xIC(X;L))))Wx for x ε O. Then our assertion will follow by induction
on the number of orbits.

Next we observe that

j ∗x Rψ
!ICG(X;L) ∼= Ri !xICGx (X;L)[2 dim(O)]

whereix : BGx
∼= EGx×

Gx

x → EG×
G
X andjx : EGx×

Gx

x → EG×
G
(G/Gx)

denote the obvious inclusions. (To see this recall the equivalence of derived
categories:

DGx(x)
p∗1−−−→� DG×Gx (G× x) p∗2←−−−� DG(G/Gx)

wherep1 : G×x → x andp2 : G×x → G/Gx are the obvious maps. Then the
complex inDGx(x) that corresponds toRψ !ICG(X;L) is j ∗x (Rψ !ICG(X;L)).
(Use the fact the mapp1 has a (non-equivariant) section.) Next observe thatjx is
a regular closed immersion of codimension dim(O) and the cohomology sheaves
of Rψ !(ICG(X;L)) areG-equivariant and hence locally constant onO. There-
forej ∗x (Rψ !ICG(X;L)) identifies canonically withRi !xICGx (X;L)[2 dim(O)].
See also (1.4.4).)
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Therefore (see (1.6.2) withH = Gx) one obtains the isomorphism:

(3.8.2) H∗G(O;Rψ !ICG(X;L)) ∼= H∗+2 dim(O)(BGx;Ri !xICGx (X;L)).
By (1.5.1)(ii) one may identifyH∗(BGx;Ri !xICGx (X;L)) with

H∗(BNG(Tx);Ri !xICNG(Tx)(X;L)) ∼= H∗(BTx;Ri !xICTx (X;L))Wx .
Moreover (3.7) shows that one may identify the latter with

H∗(BTx;H∗(Ri !xICTx (X;L)))Wx ∼= (H ∗(BTx)⊗ IH ∗x (X;L))Wx .
i.e. we obtain the identification:

IH ∗O,G(X;L) = H∗G(O;Rψ !ICG(X;L))
∼= (H ∗+2 dim(O)(BTx)⊗ IH ∗x (X;L))Wx .

In order to prove the first statement of the theorem, observe that it suffices to
show that the map

H∗G(O;Rψ !ICG(X;L))→ H∗G(X; ICG(X;L))
is injective. For this, observe that, by (3.4), the map

H∗G(O;Rψ !ICG(X;L))pO → H∗G(X; ICG(X;L))pO

is injective. Now the commutative square

H∗G(O;Rψ !ICG(X;L)) −−−→ H∗G(O;Rψ !ICG(X;L))pO


�



�

H∗G(X; ICG(X;L)) −−−→ H∗G(X; ICG(X;L))pO

shows that it suffices to check injectivity of the map

H∗G(O;Rψ !ICG(X;L))→ H∗G(O;Rψ !ICG(X;L))pO.

In view of the above observations, this map may be identified with the map

H∗+2 dim(O)(BTx;H∗(Ri !xICTx (X;L)))Wx
→ H∗+2 dim(O)(BTx;H∗(Ri !xICTx (X;L)))WxpO.

Now the commutative square

H∗(BTx;H∗(Ri !xICTx (X;L)))Wx −−−→ H∗(BTx;H∗(Ri !xICTx (X;L)))WxpO


�



�

H ∗(BTx)⊗H∗(Ri !xIC(X;L)) −−−→ (H ∗(BTx)⊗H∗(Ri !xIC(X;L)))qx
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shows that the top row is indeed injective. (Observe that the right vertical map
exists sinceH ∗(BG)− pO is contained inH ∗(BT )− qx . The left vertical map
and the bottom map are clearly injective. Therefore so is the top horizontal map.)

It remains to obtain the second statement of Theorem 2. LetW 0
x denote

NG0
x
(Tx)/CG0

x
(Tx). NowW 0

x is the kernel of the obvious mapWx → Gx/G
0
x .

This map is surjective: indeed, ifg ∈ Gx , thengTxg−1 is a maximal torus of
G0
x . Thus, changingg in itsG0

x-coset, we may assume thatgTxg−1 = Tx , i.e.g
normalizesTx . It follows that we obtain an exact sequence

1→ W 0
x → Wx → Gx/G

0
x → 1

of groups. Therefore,

(H ∗(BTx)⊗ IH ∗x (X;L))Wx ∼= (H ∗(BTx;H∗(Ri !xICTx (X;L)))W
0
x )Gx/G

0
x

∼= (H ∗(BG0
x;H∗(Ri !xICG

0
x (X;L))Gx/G0

x

where the first isomorphism follows from the short exact sequence above, and
the second one from Theorem 1 (ii) withG = NG0

x
(Tx), H = CG0

x
(Tx), X = x

andK = H∗(Ri !xICNG0
x
(Tx)
(X;L)); one also needs to use the isomorphism

H ∗(BG0
x;H∗(Ri !xICG

0
x (X;L))) ∼= H ∗(BNG0

x
(Tx);H∗(Ri !xICNG0

x
(Tx)
(X;L)),

a consequence of (1.5.1). Finally, sinceBG0
x is simply connected, we have an

isomorphism

H ∗(BG0
x;H∗(Ri !xICG

0
x (X;L))) ∼= H ∗(BG0

x)⊗ IH ∗x (X;L).
And this isomorphism is equivariant forGx/G

0
x by Lemma (3.6).

Proof of Corollary 3. The first assertion is clear. Now the second assertion is
also clear sinceH ∗(BG0

x) is trivial in odd degrees. To obtain the third assertion
one proceeds as follows. One may identifyDGx

b (x)withDTx×Fx
b (x) and one may

replace the sheavesH∗(Ri !xICGx (X;L)) with H∗(Ri !xICTx×Fx (X;L)). Now
Theorem 1 (iii) withX replaced by the pointx, K by H∗(Ri !xICTx×Fx (X;L))
andG by Tx × Fx applies to complete the proof of Corollary 3. ��

4. Spherical varieties and orbit closures in flag manifolds

(4.1) A G-varietyX is spherical if G is a connected reductive group andX
contains a dense orbit of a Borel subgroupB of G. (Usually spherical varieties
are assumed to be normal but we do not require this; see Lemma (4.2) below.)
ForG a torus, we see that any toric variety is spherical.
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Given a spherical varietyX, letπ : X̃→ X denote the normalization. Then
theG-action onX extends to an action oñX making it a spherical variety and
making the mapπ equivariant. Recall that any spherical variety contains only
finitely manyG-orbits; as a consequence, it contains only finitely many fixed
points of a maximal torusT of G.

(4.2)Lemma. LetX denote a spherical variety and letL denote a local system on
the openG-orbit. Letπ : X̃→ X denote the normalization and letπ∗(L) = L̃.
Let IC(X;L) (IC(X̃; L̃)) denote the intersection cohomology complex ofX

with respect toL (of X̃ with respect toL̃, respectively ). Then the intersection
cohomology sheavesHn(IC(X;L)) vanish for all oddn if and only if the sheaves
Hn(IC(X̃; L̃)) vanish for all oddn.

Proof. Recall from (1.7.2) (i) thatRπ∗(IC(X̃; L̃)) ∼= IC(X;L). Now consider
the Leray spectral sequence:

E
s,t
2 = Rsπ∗Ht (IC(X̃; L̃)))⇒ Rs+tπ∗(IC(X̃; L̃)) ∼= Hs+t (Rπ∗(IC(X̃; L̃)))

∼= Hs+t (IC(X;L)).
Sinceπ is a finite map,Es,t2 = 0 for all s > 0 in this spectral sequence;
therefore one obtains the isomorphismπ∗Ht (IC(X̃; L̃)) ∼= E

0,t
2
∼= E0,t∞ =

Ht (IC(X; L̃)). Now the lemma follows readily. ��
(4.3.1) Next we review the local structure of spherical varieties. By the above

lemma we may assumeX is a normal spherical variety. Now we recall the
following from [Br-1] p. 399. Letx ε X; choose a Borel subgroupB of G such
that the orbitBx is open inGx. Set

(4.3.2) XBx = {y ε X | By ⊇ Bx}.
ThenXBx is affine,B-stable and Zariski open inX, andXBx ∩Gx equalsBx.
Set

(4.3.3) P = {g ε G | gXBx = XBx}.
ThenP is a parabolic subgroup ofG containingB; letRu(P ) denote its unipotent
radical. Moreover, there exists a Levi subgroupL ofP , and anL-invariant closed
subvarietyΣ of XBx containingx, such that

(4.3.4) the mapRu(P )×Σ → XBx , (g, x)→ g.x is an isomorphism.

ThenΣ is an affine sphericalL-variety that meetsGx alongLx. Finally, the
isotropy groupLx contains the derived subgroup ofL; in particular,Lx is reduc-
tive. Thus, we can write

(4.3.5) Σ = L×Lx S
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whereS is aLx-spherical affine variety containingx as the unique fixed point,
andL×Lx S denotes the quotient ofL× S by the diagonalLx-action. Then the
natural mapL×Lx S → L/Lx = Lx is a fibration with fiberS. It follows that
S is a slice toGx atx for theB-action onX. BecauseX is normal,Σ andS are
normal as well.

(4.4) Next we recall that any sphericalG-varietyX admits an equivariant
resolution of singularities, i.e., there exists a smoothG-varietyX̃ together with
a proper birationalG-equivariant morphismπ : X̃ → X. Then theG-variety
X̃ is also spherical; if moreoverX is complete, we may arrange so thatX̃ is
projective.

(4.5)Proposition. If X is a complete spherical variety andL is aG-equivariant
local system on the openG-orbit ofX, thenIHn(X;L) = 0 for all oddn.

Proof. We will first use (1.7.2) (ii) to reduce to the case of the constant local
system. We may first assume thatX is normal by (4.2). Next letGxo ∼= G/Gxo

denote the openG-orbit inX. LetX̃ denote the normalization ofX in the function
field k(G/G0

xo
). By (1.7.2)(ii)

IHn(X̃) = ⊕
χ

dim(χ) IHn(X,Lχ)

for all n, where the sum on the right hand side is over all the irreducible characters
of the finite groupGx/G

0
x . Thus, it suffices to considerX with the constant local

system.

Next, letπ : X̃ → X denote aG-equivariant resolution of singularities,
whereX̃ is projective. Then, sinceT acts onX̃ with only finitely many fixed
points, we haveHn(X̃) = 0 for all oddn. (This follows e.g. from Theorem (1.5.3)
since the the left-hand-side of (1.5.3.*) is nowH ∗(BT )(0) ⊗ H ∗(X̃).) Now the
decomposition theorem in intersection cohomology shows thatIHn(X) is a
summand ofHn(X̃) for anyn. The latter is trivial for all oddn; this completes
the proof of the Proposition. ��
(4.6)Lemma. LetX be a spherical variety,L be aG-equivariant local system
on the openG-orbit and letx ∈ X be a fixed point of a maximal torusT . Then
the stalks atx of the cohomology sheavesHn(IC(X;L)) vanish for all oddn.

Proof. By Lemma 4.2, we may assume thatX is normal. Thenx admits an open
G-stable quasi-projective neighborhoodUx (see [Su]). Thus, we may replace
X by the closure ofUx , and assume thatX is projective. Now we conclude by
Theorem (1.5.3) applied toL∨ in the place ofL, together with Proposition (4.5).
(Observe that the fundamental group of the open orbit,π1(Gxo) acts on the stalks
of L through its image inπ1(EG×

G
Gxo) which is finite. ThereforeL is semi-

simple as a local system, and Theorem (1.5.3) applies.) ��
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(4.7)Proof of Theorem 4. We argue by induction on the dimension ofX. So we
may assume that the theorem is true for all spherical varieties of strictly smaller
dimension. Moreover, in view of (4.2), we may assume thatX is normal. Now,
if x is fixed byG, thenHn(IC(X;L))x = 0 for all oddn, by Lemma (4.6).

TheG-equivariant local systemL restricts to aP -equivariant local system
on aP -stable open subvariety ofXBx . Under the isomorphisms in (4.3.4) and
(4.3.5), this corresponds to anLx-equivariant local systemLS on the openLx-
orbit onS. (Observe that the isomorphism in (4.3.4) isL-equivariant, whenL
acts on the left hand side byl(u, s) = (lul−1, ls), l ε L, u ε Ru(P ) ands ε Σ .)
If x is not fixed byG, then dim(S) < dim(X) and (4.3.4), (4.3.5) imply that

(4.7.1) Hn(IC(X;L))x ∼= Hn(IC(S;LS))x,

for all n. Now we conclude by the inductive hypothesis in this case. ��
In the rest of this section we considerthe orbit closures of symmetric sub-

groups in flag manifolds.

(4.8) LetG denote a connected reductive group and letθ be an automorphism
of order two of the algebraic groupG. LetK denote the fixed point subgroup
of θ and letB denote a Borel subgroup ofG. NowK acts on the flag manifold
G/B. It follows from [Sp] and [M-S] that the hypotheses of Theorem 2 are
satisfied by the closures of theK-orbits onG/B. The main result of this section
is that the global odd dimensional intersection cohomology groups of these orbit
closures with respect to the constant local system are trivial. Now one may
apply Theorem 3 (ii) which provides the vanishing of an invariant part of odd
dimensional intersection cohomology sheaves.

(4.9) First recall thatK need not be connected in general; by a theorem of
Steinberg,K is connected ifG is semi-simple and simply connected (see [St].)
The following are now standard examples of the above situation.

Examples(See [R-S] section 10.)

(4.9.1) LetG denote a connected reductive group andB a Borel subgroup
of G. Now letG = G ×G with the involutionθ interchanging the two factors.
ThenK = G and, by the Bruhat decomposition, theK-orbits onG/B × G/B
are parameterized by the Weyl group ofG. In this case each stratum has a fixed
point for the action of a maximal torus ofG and therefore the theorem in (1.5.3)
applies.

(4.9.2) LetG = GLn and letθ be defined byθ(g) = t g−1. Now the fixed
point group ofθ is the orthogonal groupOn. We may also letG = PGLn and
let θ onPGLn be induced by the involutionθ onGLn.

(4.9.3) LetG = SLn and letθ be defined byθ(g) = t g−1. Now the fixed
point group ofθ is the special orthogonal groupSOn.
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(4.9.4) LetG = SL2n and letJ ε G be defined byJ (ei) = −en+i and
J (en+i) = ei , i = 1, ..., n wheree1, ...,e2n is the standard basis ofk2n. Define
θ by θ(g) = J (tg)−1J−1. Now the fixed point groupK is the symplectic group
Sp2n.

The following result is a consequence of [R-S] Theorem 4.6.

(4.10)Proposition. Let Ō denote the closure of aK-orbit inG/B. If O is not
closed, then there exists a minimal parabolic subgroupP ⊃ B (P �= B) and a
K-orbit closureŌ′ ⊂ Ō such that

(i) Ō = π−1(π(Ō′)) and

(ii) the mapπ ′ = π |Ō′ : Ō′ → π(Ō′) is generically finite,

whereπ : G/B → G/P is the projection. Thenπ |Ō : Ō → π(Ō′) is a
projective line bundle. ��
(4.11)Theorem. LetŌ denote the closure of aK-orbit inG/B. NowIHn(Ō) =
0 for all oddn.

Proof. We will prove this theorem using ascending induction on the dimension
of the orbitO, so that the induction starts with a closed orbitO. IdentifyO with
K/(K ∩ gBg−1) for someg ∈ G. BecauseO is projective andB is solvable,
(K ∩ gBg−1)0 is a Borel subgroup ofK0. Thus,O is a finite union of disjoint
copies of the flag manifold ofK0; therefore,IHn(O)) ∼= Hn(O) vanishes for
all oddn.

Next consider aK-orbit closureO inG/B such that for all orbit closures̄O′
properly contained inŌ, IHn(Ō′) = 0 if n is odd. Now choose an orbit closure
Ō′ as in (4.10). Observe thatπ(O) = π(Ō) = π(Ō′) = π(O′) and therefore
π(O) = π(O′).

Consider the proper, generically finite mapπ ′ : Ō′→π(Ō′). Nowπ ′−1
π ′(O′)

= O′ andπ ′∗π ′
∗
(Q) is aK-equivariant local system onπ(O′). Let IC(Ō′)

(IC(π(Ō′);π ′∗π ′∗(Q))) denote the intersection cohomology complex onŌ′
obtained by starting withQ on O′ (onπ(Ō′) obtained by starting withπ ′∗π ′

∗
Q

onπ(O′), respectively.) The decomposition theorem in intersection cohomology
shows thatIC(π(Ō′);π ′∗π ′∗(Q)) is a direct summand ofRπ ′∗(IC(Ō′;π ′∗(Q))).
However the trace mapπ ′∗π ′∗(Q)→ Q shows thatIC(π(Ō′)) is a direct sum-
mand ofIC(π(Ō′);π ′∗π ′∗(Q)). It follows thatIC(π(Ō′)) is a direct summand
of Rπ ′∗IC(Ō′;π ′∗(Q)), whence

IHn(π(Ō′)) is a direct summand ofIHn(Ō′) for all n.

SinceIHn(Ō′) = 0 for all oddn, it follows thatIHn(π(Ō′)) = 0 for all oddn
as well.
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Next recall from (4.10) that̄O = π−1(π(Ō′)) is a projective line bundle over
π(Ō′). Therefore it follows thatIHn(Ō) = 0 for all oddn as well. ��

To complete the proof of Theorem 5, we now apply Theorem 2 to the closure
of aK-orbit inG/B. Then the hypothesis on the existence of attractive slices is
satisfied by [M-S] (6.4). Moreover, each stabilizer is the semi-direct product of
a connected solvable group and a finite group, as shown in [Sp] (4.8). Therefore
Corollary 3 completes the proof of Theorem 5. ��

Appendix

Now we return to the setting of (0.3) and (0.4).

(A.1) Lemma. For a torusT acting on a varietyX with a fixed pointx, the
following conditions are equivalent:

(i) x is attractive, that is, there exists a one parameter subgroupλ : Gm→ T

such that, for anyy in a Zariski open neighborhood ofx, we have limt→0 λ(t)y =
x.

(ii) The weights ofT in the Zariski tangent spaceTxX are contained in an
open half space.

Moreover, if (i) or (ii) holds, thenx admits a unique open affineT -stable neigh-
borhood inX, and the latter admits a closed equivariant embedding intoTxX.

Proof. BecauseX is locally linear,x admits an open affineT -stable neighbor-
hood inX. To prove the equivalence of (i) and (ii), we may replaceX by this
neighborhood, and assume thatX is affine. ThenX admits a closed equivariant
embedding into aT -moduleV .

Now we will prove that (i) implies (ii). Indeed, (i) implies thatX is contained
in the sum of all positive eigen spaces ofV (for the induced action ofGm). Thus,
Gm acts with negative weights on the maximal ideal ofX atx, and (ii) follows.

Next we will prove (ii) implies (i). LetA be the algebra of regular functions
onX and letm be the maximal ideal ofA associated withx. Then there exists
a one parameter subgroupλ such that all weights ofGm in m/m2 (the dual
of TxX) are negative when evaluated onλ. Let gr m be the direct sum of the
mn/mn+1 over all positiven. Then the weights ofgr m are negative, too. Butm
is isomorphic togr m as aT -module, becauseT is linearly reductive. It follows
that limt→0 f (λ(t)y) = 0 for all f ∈ m andy ∈ X. This implies (i).

Now we consider the last assertion: LetXx be the set of ally ∈ X such that
lim t→0 λ(t)y = x. ThenXx is contained in any openT -stable neighborhood
of x in X. If moreoverUx is an affineT -stable neighborhood, thenXx = Ux
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(otherwiseUx −Xx is closed andT -stable, hence contains a closedT -orbit; but
this is absurd because allT -invariant regular functions onUx are constant.)

So we may assume thatX = Xx . Then the algebraA of regular functions on
X is negatively graded, by the action ofλ. Choose aT -stable complementM to
m2 inm. ThenM generates the algebraA (by the graded version of Nakayama’s
lemma). Thus, the corresponding morphismX → M∗ is a closed immersion.
This morphism isT -equivariant, andM is isomorphic tom/m2 whenceM∗ is
isomorphic toTxX. ��
(A.2) Let Gm act linearly on an affine spaceAn with positive weights. Now
the geometric quotient(An − 0)/Gm is aweighted projective spacewhich is a
rationally smooth variety (see [Do] (2.3.6) for example). We will denote this by
P. The quotient mapπ ′ : An−0→ P has fibers all isomorphic toGm. Moreover
one obtains a commutative square

(A.2.1)

An − 0
π̃ ′−−−→ Pn−1

φ′


�



�ψ
′

An − 0
π ′−−−→ P

where the mapsφ′ andψ ′ denote taking the quotients with respect to a suitable
finite group.

Now let Y denote a closed sub-variety ofP and let Ỹ = Pn−1×
P
Y , S ′ =

(An − 0)×
P
Y andS̃ ′ = (An − 0)×

P
S denote their inverse images by the mapsψ ′,

π ′ and the compositionπ ′ ◦φ′. LetS = S̄ ′ (S̃ = ¯̃S ′) denote the closure ofS ′ (S̃ ′,
respectively ). We now obtain another commutative square:

(A.2.2)

S̃ − 0
π̃−−−→ Ỹ

φ



�



�ψ

S − 0
π−−−→ Y

(A.3) Proposition. Assume the above situation.

(i) Now Rnπ!(Q) = Q if n = 1,2 andRnπ∗(Q) = Q if n = 0,1.

(ii) Let L denote a local system on an open smooth subvariety ofY and let
LS denote the pull-back ofL to an open smooth subvarietyS0 of S − 0. Let
IC(Y,L) andIC(S−0,LS) denote the corresponding intersection cohomology
complexes. Then

Hn
perv(Rπ!(IC(S − 0;LS))) = IC(Y ;L) if n = 1,2 and
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Hn
perv(Rπ∗(IC(S − 0;LS))) = IC(Y ;L) if n = 0,1

whereHn
perv denotes theperverse cohomology objects(computed using the per-

verset-structure onY ).

Proof. The first statement is clear since the fibers of the mapπ are isomorphic
to Gm. Now we consider the second statement. LetL be defined on the open
subvarietyY0 of Y . Let L̃ (L̃S̃) denote the pull-back ofL to an open smooth
subvarietyỸ0 of Ỹ (S̃0 of S̃ − 0, respectively ). (We may assume thatY0 is the
quotient ofỸ0 andS0 is the quotient ofS̃0 by the finite groups in (A.2.1).) We
will denote byψ0 : Ỹ0→ Y0 andφ0 : S̃0→ S0 the corresponding finite maps.

Let IC(Ỹ ; L̃) and IC(S̃ − 0; L̃S̃ ), denote the corresponding intersection
cohomology complexes. Now observe that the mapπ̃ is smooth. Therefore

(A.3.1) π̃∗IC(Ỹ ; L̃) = IC(S̃ − 0; L̃S̃ ).
Now we applyRπ! ◦ φ∗ = Rπ! ◦Rφ! = Rψ! ◦Rπ̃! = ψ∗ ◦Rπ̃! to both sides of
(A.3.1). By the projection formula:

(A.3.2) Rπ̃!(IC(S̃ − 0; L̃S̃ )) = IC(Ỹ ; L̃)⊗
Q
Rπ!(Q)

The distinguished triangle

IC(Ỹ ; L̃)⊗
Q
τ≤1Rπ!(Q)→ IC(Ỹ ; L̃)⊗

Q
Rπ!(Q)→ IC(Ỹ ; L̃)⊗

Q
τ≥2Rπ!(Q)

provides us with a long exact sequence inperverse cohomologyusing which one
readily computes

(A.3.3) Hn
perv(Rπ̃!(IC(S̃ − 0; L̃S̃ ))) = IC(Ỹ ; L̃) if n = 1,2 and is trivial

otherwise.

Observe thatψ∗ andφ∗ are t-exact, and therefore preserve perverse objects.
Therefore

(A.3.4)
Hn
perv(Rπ!φ∗(IC(S̃ − 0; L̃S̃ ))) = Hn

perv(ψ∗Rπ̃!(IC(S̃ − 0; L̃S̃ )))
= ψ∗(IC(Ỹ ; L̃)) = IC(Y ;ψ0∗(L̃))

if n = 1,2 and is trivial otherwise.

Now the local systemψ0∗(L̃) = ψ0∗(ψ∗0(L)) equalsL ⊕ L′ for some other
local systemL′. This follows from the observation that the compositionL →
ψ0∗(ψ∗0(L))→ L is the identity. Similarly,φ0∗(L̃S̃ ) = φ0∗(φ∗0(LS)) = LS ⊕L′′S
whereL′′S is another local system onS0. Therefore

φ∗(IC(S̃ − 0; L̃S̃ )) = IC(S − 0;φ0∗(L̃S̃ )) = IC(S − 0;LS)⊕ IC(S;L′′S)
and
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IC(Y ;ψ0∗(L̃)) = IC(Y ;L)⊕ IC(Y ;L′).
Now the left hand-side of (A.3.4) becomesHn

perv(Rπ!IC(S − 0;LS)) ⊕
Hn
perv(Rπ!IC(S − 0;L′′S)) while the right hand side of (A.3.4) becomesIC(Y ;

L)⊕IC(Y ;L′) forn = 1,2. Since the perverset-structure on the smooth stratum
is the usualt-structure and the projection formula shows thatRπ!(IC(S−0;LS))
agrees withIC(Y ;L)⊗ Rπ!(Q) on the smooth stratum, we may conclude that

Hn
perv(Rπ!IC(S−0;LS)) = IC(Y ;L) for n = 1,2 and is trivial otherwise.

This proves the second statement forRπ!. The second statement forRπ∗ now
follows by taking Verdier duals. ��
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