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1. Introduction and statement of results

We consider the nonlinear stationary Schrödinger equation{
−∆u+ V (x)u = g(x, u) for x ∈ R

N ;
u(x) → 0 as |x| → ∞ .

(NS)

This equation appears in several applications from mathematical physics.
For instance, standing waves or traveling waves of nonlinear time dependent
equations of Schrödinger or Klein-Gordon type correspond to solutions of
(NS). Solutions of (NS) can also be interpreted as stationary states of the
corresponding reaction-diffusion equationut = ∆u − V (x)u + g(x, u)
which models phenomena from chemical dynamics.

Depending on the potentialV , the spectrum of the Schrödinger operator
S := −∆+ V onL2(RN ) can be quite complicated. In this paper we deal
with the case where

(V1) V ∈ C(RN ,R) is 1-periodic inxi, i = 1, . . . , N.

In this case the spectrumσ(S) is purely absolutely continuous and bounded
below; cf. [16], section XIII.16, in particular Theorem XIII.100. In re-
cent years this case has found considerable interest. In [7] Coti-Zelati and
Rabinowitz proved the existence of infinitely many solutions of (NS) for
0 < minσ(S), providedg satisfies various growth conditions, of course.
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If 0 lies in a gap ofσ(S) and if the primitive ofg is strictly convex Alama
and Li [2], [3], Buffoni et al. [5] and Jeanjean [11] found solutions using
variational methods. Without the convexity condition the problem becomes
more complicated because one has to deal with a strongly indefinite func-
tional whose gradient is not of the form Fredholm+ compact. With the
help of a special degree theory Troestler and Willem [19] found at least one
solution of (NS). Their result has been improved by Kryszewski and Szulkin
[12] who found one solution under weaker conditions ong, and infinitely
many if g is odd inu. Also interesting is the work of Heinz, K̈upper and
Stuart who considered a parameter dependent situation withV (x) replaced
byV (x)−λ. Forλ 6∈ σ(S) they found solutionsuλ converging towards the
trivial solution 0 asλ approaches a boundary point ofσ(S); cf. [10] and the
references therein.

The goal of this paper is to prove the existence of nontrivial solutions of
(NS) when0 is a boundary point of the continuous spectrum ofS = −∆+V .
This seems to be the first result dealing with the case0 ∈ σcont(S). Let us
state this assumption precisely.

(V2) 0 ∈ σ(S) and there existsβ > 0 such that(0, β] ∩ σ(S) = ∅.
This implies in particular thatV cannot be constant because forV ≡ const
one hasσ(−∆ + V ) = [V,∞). The nonlinearity should satisfy the condi-
tions:

(g1) g ∈ C(RN × R,R) is 1-periodic inxi, i = 1, . . . , N .
(g2) There are constantsa1 > 0 and2 < γ ≤ µ < 2∗ such that

a1|u|µ ≤ γG(x, u) ≤ g(x, u)u for all x ∈ R
N , u ∈ R.

(g3) There are constantsa2 > 0 and2 < p ≤ q < 2∗ such that

|g(x, u)| ≤ a2
(|u|p−1 + |u|q−1) for all x ∈ R

N , u ∈ R.

Here2∗ = 2N/(N − 2) if N ≥ 3, and2∗ = ∞ if N = 1, 2. Our first result
is

Theorem 1.1. Suppose(V1), (V2) and (g1), (g2), (g3) hold. Then(NS) has
a nontrivial (weak) solutionu ∈ H2

loc(R
N ). Moreover,u lies inLt(RN ) for

µ ≤ t ≤ 2∗.

In contrast to the papers mentioned above we do not know whether or not
u lies inH1(RN ). It is an interesting problem whether (NS) has infinitely
many geometrically distinct solutions, that is, solutions which do not just
differ by a translation. So far this is only known for0 < minσ(S); cf. [7].
We shall show the existence of infinitely many solutions under additional
conditions:



On a nonlinear Schrödinger equation with periodic potential 17

(g4) There are constantsa3, ε > 0 such that for allx, u, v

|g(x, u+ v) − g(x, u)| ≤ a3(|u|p−2 + |v|p−2 + |u|q−1)|v|
if |v| ≤ ε.

(g5) g is odd inu: g(x,−u) = −g(x, u) for all x, u.

Theorem 1.2. Suppose(V1), (V2) and (g1) – (g5) hold withp = µ. Then
problem(NS) has infinitely many geometrically distinct solutions which lie
in H2

loc(R
N ) ∩ Lt(RN ), µ ≤ t ≤ 2∗.

The proofs of the theorems are based on variational methods applied to
the functional

Φ(u) =
1
2

∫
RN

(|∇u|2 + V (x)u2) dx−
∫

RN

G(x, u) dx

whereG(x, u) :=
∫ u
0 g(x, t) dt is the primitive ofg. It is well known that

Φ : H1(RN ) → R is of classC1 and that critical points ofΦ are solutions
of (NS). In fact, in the papers mentioned above the authors find critical
points ofΦ in H1(RN ). This does not seem to work in our case where
0 ∈ σ(S). By assumption (V2) we have a splittingX = H1(RN ) = X− ⊕
X+ corresponding to the decomposition ofσ(S) into σ(S) ∩ (−∞, 0] and
σ(S) ∩ [β,∞). We can define a new norm‖ · ‖E onX± by setting

‖u±‖2
E := ±

∫
RN

(|∇u±|2 + V (x)|u±|2) dx for u± ∈ X±.

NowΦ can be written as

Φ(u) =
1
2

(‖u+‖2
E − ‖u−‖2

E

) −
∫

RN

G(x, u) dx

whereu = u− + u+ ∈ X− ⊕X+.
However,‖ · ‖E is not equivalent to theH1-norm since0 ∈ σ(S). Thus

it is reasonable to work with the completionE of H1(RN ) with respect to
‖ · ‖E . Unfortunately,Ψ(u) =

∫
RN G(x, u) dx is not defined onE. The

main idea is to use the geometry ofΦ on H1(RN ) in order to construct
some kind of Palais-Smale sequence and to show that after translations
a subsequence converges in a certain sense to a weak solutionu of (NS).
More precisely, letEµ be the completion ofH1(RN ) with respect to‖·‖µ =(‖ · ‖2

E + | · |2µ
)1/2

, soH1(RN ) ⊂ Eµ ⊂ E. Thenu ∈ Eµ is the limit of a
(PS)∗-sequence ofΦ with respect to the weak topology onEµ. The proof of
Theorem 1.1 concludes with showing thatu 6= 0 andu(x) → 0 as|x| → ∞.
A major step in this argument is to show thatEµ embeds continuously into
Lt(RN ) for µ ≤ t ≤ 2∗ and thatE−

µ embeds continuously intoH2
loc(R

N ).



18 T. Bartsch, Y. Ding

HereEµ = E−
µ ⊕ E+

µ again corresponds to the above splitting ofσ(S).
It is worthwhile to mention that under the conditions of Theorem 1.1 the
functionalΨ is not defined onEµ.

The more rigorous growth conditions required in Theorem 1.2 imply
thatΨ andΦ are defined onEµ. The existence of infinitely many critical
points ofΦ ∈ C1(Eµ) follows from an indirect argument. We first prove an
abstract critical point theorem which yields the existence of an unbounded
sequence of critical values ofΦ providedΦ satisfies certain mountain pass
type assumptions. In order to prove an intersection property (a linking) we
do not need to introduce a new degree theory as in [19] and [12]. Instead we
find a reduction to a finite-dimensional situation where the classical Brouwer
degree applies. In our opinion this approach is simpler and more direct than
those in [19], [12]. The Palais-Smale condition is replaced essentially by
requiring that there exists a discrete subsetB of E+

µ such that an arbitrary
ε-neighborhood ofE−

µ × B contains all but finitely many elements of an
arbitrary Palais-Smale sequence. We then show that this holds for ourΦ
providedΦ has only finitely many critical points (up to translations). A
similar indirect argument can be found in the papers [6] by Coti-Zelati,
Ekeland, Śeŕe and [17], [18] by Śeŕe who were interested in homoclinic
orbits of time periodic Hamiltonian systems. The Palais-Smale condition
used in these papers is slightly weaker than the version we use.

At the end of this introduction we state two results dealing with the case
where0 is a left end point ofσ(S), i.e. we replace (V2) by

(V3) 0 ∈ σ(S) and there existsβ > 0 such that[−β, 0) ∩ σ(S) = ∅.

Theorem 1.3. Suppose(V1), (V3) hold and−g satisfies(g1) – (g3). Then
(NS) has a nontrivial solution inH2

loc(R
N ) ∩ Lt(RN ), µ ≤ t ≤ 2∗.

Theorem 1.4. Suppose(V1), (V3) hold and−g satisfies(g1) – (g5) with
p = µ. Then(NS) has infinitely many geometrically distinct solutions in
H2

loc(R
N ) ∩ Lt(RN ), µ ≤ t ≤ 2∗.

Except for the superlinearity condition (g2) all other conditions are the
same forg or −g. Thus if0 is a left endpoint ofσ(S) we need thatg decays
superlinearly. The proofs of Theorems 1.3 and 1.4 are analogous to those of
1.1 and 1.2 working with−Φ instead ofΦ.

The paper is organized as follows. In Sect. 2 we discuss the spaceEµ and
prove the essential embeddingE−

µ ⊂ H2
loc(R

N ) ∩ Lt(RN ), µ ≤ t ≤ 2∗.
We also prove that a weak solutionu ∈ Eµ of (NS) satisfiesu(x) → 0,
|x| → ∞. In Sect. 3 we prove Theorem 1.1. The abstract critical point
theorem for even functionals is the content of Sect. 4. Finally, in Sect. 5 we
deduce Theorem 1.2 from the abstract critical point theorem.

We thank E. Śeŕe for making us aware (after the paper was accepted for
publication) of his work [6], [17], [18]. We also thank an unknown referee
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for the suggestion to simplify the proof of 2.3 and the reference to the book
[1].

2. Preliminaries

Let −α be a lower bound forσ(−∆+ V ) so that

0 ∈ σ(−∆+ V ) ⊂ (−α, 0] ∪ (β,∞).

SetH = L2(RN ) with inner product〈·, ·〉 and let (Pλ : H → H)λ∈R

denote the spectral family ofS = −∆ + V . SettingH− := P0H and
H+ := (Id − P0)H we have the decompositionH = H− ⊕ H+. The
domain ofS and|S| is D(S) = D(|S|) = H2(RN ) and

|S|u =
{

Su for u ∈ D(S) ∩H+;
−Su for u ∈ D(S) ∩H−.

Observe thatH− ⊂ D(S) because the spectrum ofS is bounded below. The
domain of|S|1/2 is the Hilbert spaceH1(RN ) with the usual scalar product

and associated norm
(|∇u|22 + |u|22

)1/2
. Here and in the sequel we write| · |p

for theLp-norm. LetE be the completion ofH1(RN ) with respect to the
norm

‖u‖E :=
∣∣∣|S|1/2u

∣∣∣
2

=
(∫ ∞

−∞
|ν| d〈Pνu, u〉

)1/2

.

ClearlyE is a Hilbert space with inner product〈u, v〉E = 〈|S|1/2u, |S|1/2v〉.
We have the orthogonal decompositionE = E− ⊕ E+ corresponding to
the decomposition ofσ(S). We shall writeu = u− +u+ with u± ∈ E± for
u ∈ E. Since the spectrum ofS restricted toH+ is contained in(β,∞) it is
bounded away from0, hence the norm‖ · ‖E is equivalent to theH1-norm
onE+:

‖ · ‖E ∼ ‖ · ‖H1 on E+(2.1)

soE+ = H1(RN ) ∩ H+. However, on the subspaceH1(RN ) ∩ H− the
norm‖·‖E is weaker than‖·‖H1 andH1(RN )∩H− = H− is not complete
with respect to‖·‖E . Indeed, since0 ∈ σ(S) is a continuous spectrum point
there is a sequence(uk) in D(S) such that|uk|2 = 1 andSuk → 0, hence
‖uk‖E → 0. SinceH− ⊂ D(S) we have foru ∈ H−

0 ≤ ‖u‖2
E = −〈Su, u〉 = −

∫
RN

(|∇u|2 + V (x)u2) dx.
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Therefore|∇u|2 ≤ c|u|2 for u ∈ H− and by the Sobolev and Ḧolder
inequalities

|u|t ≤ c1|∇u|1−γ
2 |u|γ2 ≤ c2|u|2 for u ∈ H−

where2 ≤ t ≤ 2∗, γ = 2
t · 2∗−t

2∗−2 , with c, c1, c2 positive constants.
For eachn ∈ N we set

E−
n := P−1/nH = P−1/nH

− ⊂ H− ⊂ E−

and

En := E−
n ⊕ E+ ⊂ E.

Since the spectrum ofS restricted toEn is bounded away from0 we have

‖ · ‖E ∼ ‖ · ‖H1 on En.(2.2)

Let

Qn := P−1/n + (Id− P0) : E → En

denote the orthogonal projection. Then we have for anyu ∈ H1(RN ):

Qnu → u asn → ∞, with respect to‖ · ‖E and| · |t, 2 ≤ t < 2∗.
(2.3)

Next we recall theZN -action onH given by the formula

(a ∗ u)(x) := u(a+ x) for a ∈ Z
N , u ∈ H,x ∈ R

N .

Clearly the norms‖ · ‖H1 and| · |t, 2 ≤ t ≤ 2∗, are invariant with respect
to this action. Moreover,S commutes with this action by (V1) and so does
Pλ for eachλ ∈ R. Hence‖ · ‖E is invariant, theQn are equivariant and the
subspacesEn andE± are closed under this action.

We need to introduce yet another norm onE defined by

‖u‖µ :=
(‖u‖2

E + |u|2µ
)1/2

.

Let E−
µ be the completion ofH− with respect to‖ · ‖µ and setEµ :=

E−
µ ⊕E+. ThenEµ is the completion ofH1(RN ) with respect to‖ · ‖µ due

to (2.1). Clearly(Eµ, ‖ · ‖µ) is a Banach space,H1(RN ) ⊂ Eµ ⊂ E and
all norms‖ · ‖E , ‖ · ‖H1 , ‖ · ‖µ are equivalent onE+. It is not difficult to
check that‖ · ‖µ is uniformly convex soEµ is reflexive, hence bounded sets
in Eµ are weakly compact.

Lemma 2.1. E−
µ embeds continuously intoH2

loc(R
N ) hence compactly into

Lt
loc(R

N ) for 2 ≤ t < 2∗. Moreover, it embeds continuously intoLt(RN )
for µ ≤ t ≤ 2∗. Finally Su ∈ L2 for u ∈ E−

µ .
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Proof .Foru ∈ E−
µ let (un)n∈N be a sequence inH− with ‖un −u‖µ → 0,

n → ∞. We first show thatu ∈ H1
loc(R

N ). Given a bounded domain
Ω ⊂ R

N we take a functionη ∈ C∞
0 (RN ) with η ≡ 1 in Ω. Since for

v ∈ H− ⊂ H2(RN )

−∆(ηv)ηv = η2 · (−∆v) · v + v2 · (−∆η)η − 2ηv∇v · ∇η
we get

|∇(ηv)|22 ≤ 〈
Sv, η2v

〉
+

1
2
|∇(ηv)|22 + c|v|2µ

wherec is here and below a generic constant depending onΩ. This implies

1
2
|∇(ηv)|22 ≤ c

(‖v‖µ + |v|µ + |v|2µ
)

and it follows that(un)n is a Cauchy sequence inH1(Ω), sou ∈ H1(Ω).
Next we show thatSu ∈ L2. Sinceinf σ(S) > −α > −∞ we have

|S(un − um)|22 =

0∫
−α

λ2d |Pλ(un − um)|22

≤ −α
0∫

−α

λd |Pλ(un − um)|22

= α
∣∣∣|S|1/2(un − um)

∣∣∣2
2

= α‖un − um‖2
E .

Therefore(Sun)n is a Cauchy sequence inL2 and it follows thatSun → Su
in L2.

In order to seeu ∈ H2
loc(R

N ) we use the Calderon-Zygmund inequality
(cf. [9], Theorem 9.11). Forr > 0, ε > 0, andy ∈ R

N we obtain

‖un − um‖H2(B(y,r))

≤ cr,ε

(
|un − um|L2(B(y,r+ε)) + |S(un − um)|L2(B(y,r+ε))

)
.

This impliesu ∈ H2
loc(R

N ).
Finally we showu ∈ Lt(RN ) for µ ≤ t ≤ 2∗. This is clear fort = µ.

For r > 0, ε > 0 andy ∈ R
N we have

|u|L2∗ (B(y,r)) ≤ c‖u‖H1(B(y,r))

≤ cr,ε
(|Su|L2(B(y,r+ε)) + |u|Lµ(B(y,r+ε))

)
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hence,∫
B(y,r)

|u|2∗
dx

≤ cr,ε


|Su|2∗−2

2

∫
B(y,r+ε)

|Su|2 dx+ |u|2∗−µ
µ

∫
B(y,r+ε)

|u|µ dx


 .

We fix r > 0 and coverRN by ballsB(y, r), y ∈ Y ⊂ R
N , such that for

ε > 0 small, at mostN +1 ballsB(y, r+ ε), y ∈ Y , intersect nontrivially.
It follows that ∫

RN

|u|2∗
dx ≤ c

(
|Su|2∗

2 + |u|2∗
µ

)

sou ∈ L2∗
. By interpolation we getu ∈ Lt for anyt ∈ [µ, 2∗]. ut

Corollary 2.2. Any bounded sequence(uk) inEµ has a subsequence which
converges weakly inEµ and strongly inLt

loc(R
N ) for any2 ≤ t < 2∗.

In the proofs of the results from§1 we obtain weak solutionsu ∈ Eµ of

−∆u+ V (x)u = g(x, u) for x ∈ R
N .(2.4)

By Lemma 2.1 we haveu ∈ H1
loc(R

N ). Moreover, from our assumptions

onV andg it follows thata(x) ≡ −V (x) + g(x, u)/u ∈ L
N/2
loc (RN ). This

impliesu ∈ Lt
loc(R

N ) for anyt < ∞. In addition, usingLp-theory and the
Gagliardo-Nirenberg inequality one can further show thatu ∈ L∞

loc(R
N );

see e.g. [15], Proposition 2.15. Ifg is of classC1 then a classical bootstrap
argument and Schauder estimates instead ofLp-theory show that weak solu-
tions of (2.4) are in fact classical solutions. Now we shall show that a weak
solutionu ∈ Eµ of (2.4) satisfies alsou(x) → 0 as|x| → ∞.

Corollary 2.3. If u ∈ Eµ solves(2.4) thenu(x) → 0 as|x| → ∞.

Proof .By the above arguments and (5.5) of [1] which we may clearly apply
for any ballB(y, r) we have

ess sup
x∈B(y,1)

|u(x)| ≤ K1 · ‖u‖L2(B(y,2)) .

Hence, the Ḧolder inequality yields

‖u‖L∞(B(y,1)) ≤ K2 · ‖u‖Lµ(B(y,2))(2.5)
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for ally ∈ R
N , whereK1 andK2 are constants independent ofy ∈ R

N . Now
we fixε > 0 arbitrarily. Sinceu ∈ Lµ(RN ) we havelimR→∞

∫
|x|≥R |u|µ dx

= 0. We may takeR > 0 so large that‖u‖Lµ({|x|≥R}) < ε. Then fory ∈ R
N

with |y| ≥ R+ 2 we have by (2.5)

‖u‖L∞(B(y,1)) ≤ K2 · ε(2.6)

Sinceε is arbitrary (2.6) shows thatu(x) → 0 as|x| → ∞. ut

3. One nontrivial solution

In this section we prove Theorem 1.1. Thus we assume that (V1), (V2), (g1),
(g2) and (g3) are satisfied. LetΨ : H1(RN ) → R be given byΨ(u) =∫

RN G(x, u) dx. Then

Φ(u) =
1
2

∫
RN

(|∇u|2 + V (x)u2) dx−
∫

RN

G(x, u) dx

=
1
2

(‖u+‖2
E − ‖u−‖2

E

) − Ψ(u)

whereu = u− +u+ according to the splittingE = E− ⊕E+. Observe that
(g2) and (g3) imply p ≤ µ ≤ q. If p < µ thenLp(RN ) does not embed into
Lµ(RN ). Therefore,Ψ is not defined onEµ except whenp = µ. Therefore
we shall use an approximation argument.

For eachn ∈ N we setΦn := Φ|En,Ψn := Ψ |En whereEn = E−
n ⊕E+,

E−
n = P−1/nH, is as in Sect. 2. ClearlyΦn, Ψn ∈ C1(En,R) and

DΨn(u)v =
∫

RN

g(x, u)v dx

DΦn(u)v = 〈Lu, v〉E −
∫

RN

g(x, u)v dx

whereLu = u+ − u−.

Definition 3.1. A sequence(uj)j∈N is said to be a (PS)∗
c-sequence forΦ

with respect to(En, ‖ · ‖E), somec ∈ R, if

– uj ∈ Enj with nj → ∞ asj → ∞;
– Φ(uj) → c asj → ∞;
– ‖DΦnj (uj)‖E → 0 asj → ∞.

Lemma 3.2. If (uj) is a (PS)∗c-sequence forΦ then‖uj‖E and |uj |µ are
bounded or equivalently,‖uj‖µ is bounded. Moreoverc ≥ 0 andc = 0 if
and only if‖uj‖µ → 0.
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Proof .As a consequence of (g2) we obtain

Φ(uj) − 1
2
DΦ(uj)uj =

∫
RN

(
1
2
g(x, uj)uj −G(x, uj)

)
dx

≥ γ − 2
2γ

∫
RN

g(x, uj)uj dx(3.1)

≥ a1(γ − 2)
2γ

|uj |µµ

Settingεj := ‖DΦnj (uj)‖E this implies

|uj |µµ ≤ d(1 + εj‖uj‖E)(3.2)

whered denotes a generic constant independent ofj. Let θ ∈ C∞(R,R) be
such that0 ≤ θ(t) ≤ 1 andθ(t) = 0 if |t| ≤ 1, θ(t) = 1 if |t| ≥ 2. We set
g1(x, t) := θ(t)g(x, t) andg2(x, t) = g(x, t)−g1(x, t) = (1−θ(t))g(x, t).
Then by (g2) and (g3) we obtain withp′ = p

p−1 , q′ = q
q−1

d · |g1(x, t)|q′ ≤ g1(x, t)t and d · |g2(x, t)|p′ ≤ g2(x, t)t.(3.3)

Using the first inquality in (3.1) we see

d · (Φ(uj) + εj‖uj‖E) ≥ |g1(·, uj)|q
′

q′ + |g2(·, uj)|p
′

p′ .

Moreover, the Ḧolder inequality yields∣∣∣∣
∫

RN

g(x, uj)u+
j dx

∣∣∣∣ ≤ d
(
|g1(·, uj)|q′ |u+

j |q + |g2(·, uj)|p′ |u+
j |p

)
≤ d (Φ(uj) + εj‖uj‖E)1/p′ |u+

j |p
+ d (Φ(uj) + εj‖uj‖E)1/q′ |u+

j |q.

(3.4)

By the form ofΦ we have

‖u+
j ‖2

E = DΦ(uj)u+
j +

∫
RN

g(x, uj)u+
j dx

≤ d
(
1 + ‖uj‖1/q′

E + ‖uj‖1/p′
E

)
· ‖u+

j ‖E .

(3.5)

and

‖u−
j ‖2

E ≤ 2Φ(uj) + ‖u+
j ‖2

E .(3.6)

Since1/p′ < 1 and1/q′ < 1 it follows that‖uj‖E is bounded, hence,
applying (3.2) once more|uj |µ is bounded.
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Next, lettingj → ∞ in (3.1) yieldsc ≥ 0. Clearlyc = 0 if ‖uj‖µ → 0.
Now supposec = 0.

‖uj‖2
E = ‖u+

j + u−
j ‖2

E

≤ −2Φ(uj) + 2‖u+
j ‖2

E

= −2Φ(uj) + 2DΦ(uj)u+
j + 2

∫
RN

g(x, uj)u+
j dx

FromΦ(uj) → c = 0 andεj → 0 we now deduce‖uj‖E → 0. Since
|uj |µ → 0 follows from (3.1) we have‖uj‖µ → 0 as claimed. ut

Next we recall a lemma due to P.L. Lions.

Lemma 3.3. Fix r > 0 ands ∈ [2, 2∗). If (un) is bounded inH1(RN ) and
if

sup
y∈RN

∫
B(y,r)

|un|s dx → 0 asn → ∞

thenun → 0 in Lt(RN ) for anyt ∈ (2, 2∗).

A proof of this lemma can be found in [13].

Lemma 3.4. Each (PS)∗c-sequence withc > 0 gives rise to a nontrivial
solution of (NS) which lies inEµ.

Proof .Let(uj) be a (PS)∗c-sequence. By Lemma 3.2 the sequence is bounded
with respect to‖ ·‖µ, hence,‖u+

j ‖H1 is bounded because of (2.1). We claim
that forr > 0 arbitrary there exists a sequence(yj) in R

N andη > 0 such
that

lim inf
j→∞

∫
B(yj ,r)

|u+
j |2 dx ≥ η.(3.7)

Indeed, if not thenu+
j → 0 in Lt(RN ) by Lemma 3.3, for anyt ∈ (2, 2∗).

Moreover, from (3.4) and the Ḧolder inequality we get

Φ(uj) − 1
2
DΦ(uj)u+

j

= −1
2
‖u−

j ‖2
E +

1
2

∫
RN

g(x, uj)u+
j dx−

∫
RN

G(x, uj) dx

≤ 1
2

∫
RN

g(x, uj)u+
j dx

≤ d
(
|u+

j |p + |u+
j |q

)



26 T. Bartsch, Y. Ding

This yieldsc = lim
j→∞

Φ(uj) ≤ 0, a contradiction, thus proving (3.7).

Now we chooseaj ∈ Z
N such that|aj−yj | = min

{|a− yj | : a ∈ Z
N

}
and setvj := aj∗uj = uj(·+aj). Using (3.7) and the invariance ofEnj , E

±

under the action ofZN we see thatvj ∈ Enj , v+
j ∈ E+ and

‖v+
j ‖L2(B(0,r+

√
N/2)) ≥ η

2
.(3.8)

Moreover,‖vj‖E = ‖uj‖E and |vj |µ = |uj |µ, hence‖vj‖µ is bounded.
Corollary 2.2 yields the existence of a subsequence (which we continue to
denote by(vj)) such thatvj → u weakly inEµ andvj → u strongly in
Lt

loc(R
N ), anyt ∈ [2, 2∗). Clearly (3.8) implies‖u+‖L2(B(0,r+

√
N/2)) ≥ η

2 ,
sou 6= 0.

Let v ∈ C∞
0 (RN ) be any test function. As in the proof of Lemma 3.2

we see that∣∣∣∣
∫

RN

g(x, vj)(Id −Qnj )v dx
∣∣∣∣

≤ |g1(·, vj)|q′ |(id−Qnj )v|q + |g2(·, vj)|p′ |(Id−Qnjv|p
≤ d(|(Id−Qnj )v|q + |(Id−Qnj )v|p)

The right hand side converges to0 asj → ∞. Now

〈Lvj , v〉E =
〈
Lvj , Qnjv

〉
E

= DΦ(vj)Qnjv +
∫

RN

g(x, vj)v dx−
∫

RN

g(x, vj)(Id−Qnj )v dx

and therefore, lettingj → ∞, we have∫
RN

(∇u · ∇v + V (x)uv) dx = 〈Lu, v〉E =
∫

RN

g(x, u)v dx.

This shows thatu ∈ Eµ solves−∆u + V (x)u = g(x, u) in the weak
sense. The results of Sect. 2 then show thatu lies inH2

loc(R
N ) ∩ Lt(RN ),

µ ≤ t ≤ 2∗, andu satisfiesu(x) → 0 as|x| → ∞. ut
In order to conclude the proof of Theorem 1.1 it suffices to find a (PS)∗

c-
sequence for somec > 0. This will be done with the help of a linking
theorem due to Kryszewski and Szulkin [12], generalizing a theorem of
Benci and Rabinowitz [4].

Theorem 3.5. Let X be a real Hilbert space and supposeΦ ∈ C1(X,R)
satisfies the hypotheses:
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(i) There exists a bounded selfadjoint linear operatorL : X → X and
a functionalΨ ∈ C1(X,R) which is bounded below, weakly sequen-
tially lower semicontinuous with∇Ψ : X → X weakly sequentially
continuous and such that

Φ(u) =
1
2

〈Lu, u〉 − Ψ(u).

(i) There exists a closed separable L-invariant subspaceY of X and a
positive constantα such that

〈Lu, u〉 ≤ −α‖u‖2 for u ∈ Y

and

〈Lu, u〉 ≥ α‖u‖2 for u ∈ Z := Y ⊥.

(iii) There are constantsκ, ρ > 0 such thatΦ(u) ≥ κ for all u ∈ Z with
‖u‖ = ρ.

(iv) There existsz0 ∈ Z, ‖z0‖ = 1, andR > ρ such thatΦ(u) ≤ 0 for
u ∈ ∂M whereM = {u = y + ζz0 : y ∈ Y, ‖u‖ < R, ζ > 0}.

Then there exists a sequence(uk) such that∇Φ(uk) → 0 andΦ(uk) → c
for somec ∈ [κ, supΦ(M)].

A proof of Theorem 3.5 can be found in [12], Theorem 3.4. Since∇Ψ is
not compact Kryszewski and Szulkin contruct a degree theory which applies
to special pseudo-gradient vector fields forΦ. A somewhat simpler proof
using only the Brouwer degree is possible with the method from Sect. 4
below.

Lemma 3.6. There existsρ > 0 such that

κ := inf
{
Φ(u) : u ∈ E+, ‖u‖E = ρ

}
> 0.

Proof . It follows easily from (g3) that foru ∈ E+

Φ(u) =
1
2
‖u‖2

E −
∫

RN

G(x, u) dx

≥ 1
2
‖u‖2

E − d
(|u|pp + |u|qq

)
.

ut
Lemma 3.7. Fix e ∈ E+ with‖e‖E = 1. Then there existσ > 0 andR > ρ
such that for everyn ∈ N

supΦ|Mn ≤ σ and Φ(u) ≤ 0 for u ∈ ∂Mn

whereMn = {u = u− + ζe : u− ∈ E−
n , ‖u‖E < R, ζ > 0}.
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Proof .Hypothesis (g2) implies foru = u− + ζe

Φ(u) =
ζ2

2
− 1

2
‖u−‖2

E −
∫

RN

G(x, u) dx

≤ ζ2

2
− 1

2
‖u−‖2

E − a1

γ
|u− + ζe|µµ

≤ ζ2

2
− 1

2
‖u−‖2

E − d ζµ

whered > 0 is independent ofn andu. The lemma follows becauseµ > 2.
ut

Lemma 3.8. Φn ∈ C1(En,R) has the formΦn(u) = 1
2 〈Lu, u〉E − Ψ(u)

whereΨ ∈ C1(En,R) is bounded below, weakly sequentially lower semi-
continuous and∇EΨ : En → En is weakly sequentially continuous.

Proof .This follows from the fact (2.2) that‖ · ‖E and‖ · ‖H1 are equivalent
onEn. ut

SettingX := En, Y := E−
n andZ := E+ we have proved thatΦn

satisfies all hypotheses of Theorem 3.5. Consequently there exists a sequence
(vm)m∈N in En such thatDΦn(vm) → 0 andΦn(vm) → cn ∈ [κ, σ] as
m → ∞. Form(n) large we therefore have

‖DΦn(vm(n))‖E + |cn − Φn(vm(n))| <
1
n
.

Thus along a subsequencecnj → c ∈ [κ, σ] anduj := vm(nj) is a (PS)∗c-
sequence as required. This finishes the proof of Theorem 1.1.

4. An abstract critical point theorem

Throughout this section, letX be a reflexive Banach space with the direct
sum decompositionX = X− ⊕X+, u = u− +u+ for u ∈ X, and suppose
thatX− is separable. LetP± denote the projection ontoX±. For a functional
Φ onX we setΦa = {u ∈ X : Φ(u) ≥ a}, Φb = {u ∈ X : Φ(u) ≤ b}
andΦb

a = Φa ∩ Φb. Finally we writeK = {u ∈ X : Φ′(u) = 0} for the set
of critical points.

We consider a functionalΦ satisfying the hypotheses:

(Φ1) Φ ∈ C1(X,R) is even andΦ(0) = 0;
(Φ2) there existκ, ρ > 0 such thatΦ(u) ≥ κ for everyu ∈ X+ with

‖u‖ = ρ;
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(Φ3) there exists a strictly increasing sequence of finite dimensional sub-
spacesYn ⊂ X+ such that

supΦ(Xn) < ∞ whereXn := X− ⊕ Yn,

and an increasing sequence of real numbersRn > 0 with

supΦ(Xn \Bn) < inf Φ(BρX)

whereBn := {u ∈ Xn : ||u|| ≤ Rn} andBρX := {u ∈ X : ‖u‖ ≤
ρ}.

ThusΦ has the typical mountain pass geometry. If the(PS)-condition
would hold thenΦ would have an unbounded sequence of positive critical
values. However, this is not the case in our application. In order to formulate
the hypotheses which do hold we introduce a new notion.

Definition 4.1. Fix an intervalI ⊂ R. A setA ⊂ X is a (PS)I -attractor
if for any (PS)c-sequence(un)n∈N with c ∈ I, and anyε, δ > 0 one has
un ∈ Uε(A ∩ Φc+δ

c−δ) providedn is large enough.

Clearly, a (PS)I -attractor contains all critical points with levels inI. If A is
a (PS)I -attractor so is any set containingA. In applications it is important to
find small (PS)I -attractors. In general there need not exist a smallest (PS)I -
attractor or minimal ones. Of course, if the Palais-Smale condition holds the
set of critical points with values inI is the smallest (PS)I -attractor.

In the sequel we shall writeXw for the spaceX with the weak topology
and similarlyX−

w . It will be convenient to work withXτ := X−
w × X+,

that is,Xτ is the vector spaceX with the product topology ofX−
w ×X+.

Then notions like open,w-open orτ -open refer to the norm topology, the
weak topology or theτ -topology, respectively.

Now we can state the hypotheses which replace the Palais-Smale condi-
tion:

(Φ4) Φ′ : Xτ → X∗
w is continuous, andΦ : Xτ → R is upper semicontin-

uous.
(Φ5) for any compact intervalI ⊂ (0,∞) there exists a (PS)I -attractorA

such that

inf{‖u+ − v+‖ : u, v ∈ A, u 6= v} > 0.

Theorem 4.2. If Φ satisfies(Φ1) – (Φ5) then there exists an unbounded
sequence(cn) of positive critical values.

The proof of Theorem 4.2 will occupy the rest of this section. For a
symmetric subsetA = −A ⊂ X we need the classM(A) of mapsg : A →
X with the properties
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(4.1) g : Aτ → Xτ is τ -continuous and odd;
(4.2) Φ

(
g(u)

) ≤ Φ(u) for everyu ∈ A;
(4.3) eachu ∈ A has aτ -neigborhoodWu ⊂ X such that(id − g)(Wu)

is contained in a finite-dimensional subspace ofX.

We writegen(A) ∈ N0∪{∞} for the Krasnoselski genus of a symmetric
subsetA ofX, that is,gen(A) is the least integerk such that there exists an
odd continuous mapA → Sk−1. If no such map exists thengen(A) := ∞.
Now we define a kind of pseudo-index for the topology of sublevel setsΦc

by setting

ψ(c) := min{gen(g(Φc) ∩ SρX+) : g ∈ M(Φc)} ∈ N0 ∪ {∞}
whereρ is from (Φ2) andSρX

+ = {u ∈ X+ : ‖u‖ = ρ}. From (Φ2) it
follows thatψ(c) = 0 for c < κ since thenΦc ∩SρX

+ = ∅ andgen(∅) = 0.
Therefore Theorem 4.2 is a consequence of the next three lemmas.

Lemma 4.3. If c ≥ supΦ(Xn) thenψ(c) ≥ n.

Lemma 4.4. If there are no critical values in the interval(a, b), 0 < a < b,
thenψ is constant on(a, b).

Lemma 4.5. ψ : [0,∞) → N0 assumes only finite values.

Proof of Lemma 4.3.SetBn := {u ∈ X− ⊕ Yn : ‖u‖ ≤ Rn} and fix
c ≥ supΦ(Xn) = supΦ(Bn). We shall show thatgen(g(Bn)∩SρX+) ≥ n
for any g ∈ M(Φc). Thenψ(c) ≥ n becauseBn ⊂ Φc and because the
genus is monotone. Fixg ∈ M(Φc). SinceBn is τ -compact it follows from
(4.3) that(id − g)(Bn) is contained in a finite-dimensional subspaceF of
X. We may assume thatF+ := P+F ⊃ Yn andF = F− ⊕ F+ with
F− := P−F ⊂ X−. Consider the set

O := {u ∈ Bn ∩ F : ‖g(u)‖ < ρ} ⊂ F

and the map

h : ∂O → F−, h(u) := P− ◦ g(u).
We observe thatg(Bn ∩F ) ⊂ F because(id−g)(Bn) ⊂ F . Thush is well
defined. Moreover,g : Bn ∩F → F is continuous by (4.1) sinceF is finite-
dimensional. In addition, (4.2) implies that0 ∈ O andO ⊂ int(Bn ∩ F ).
ThereforeO is a bounded open neighborhood of 0 inFn := F ∩(X−⊕Yn),
hence,gen(∂O) = dim Fn. From the monotonicity of the genus we obtain

gen
(
∂O \ h−1(0)

) ≤ gen(F−
n \ {0}) = dim F−

n .
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The continuity and the subadditivity yield

gen(∂O) ≤ gen
(
(h−1(0)

)
+ gen(∂O\h−1(0))

It follows that

gen(h−1(0)) ≥ dim Fn − dim F−
n = dim Yn ≥ n.

Finally, h(u) = 0 impliesg(u) ∈ X+ andu ∈ ∂O implies‖g(u)‖ = ρ,
thusg(h−1(0)) ⊂ g(Bn)∩SρX

+. Therefore, using the monotonicity of the
genus once more we obtain the desired inequality

gen(g(Bn) ∩ SρX+) ≥ gen(g(h−1(0))) ≥ gen(h−1(0)) ≥ n.

ut
Proof of Lemma 4.4.Given positive numbersa < b such thatΦ has no
critical values in(a, b) we want to show thatψ is constant on(a, b). We may
assume that there are no critical values inI := [a, b] and fixc < d in (a, b).
By the monotonicity of the genus we haveψ(c) ≤ ψ(d). In order to prove
ψ(d) ≤ ψ(c) we shall construct a mapg ∈ M(Φd) with g(Φd) ⊂ Φc. Then
h◦g ∈ M(Φd) for anyh ∈ M(Φc) becauseid−h◦g = id−g+(id−h)◦g is
τ -locally finite-dimensional as in (4.3) ifid−g andid−h have this property.
This implies

ψ(c) = inf{gen(h(Φc) ∩ SρX+) : h ∈ M(Φc)}

≥ inf{gen(h(g(Φd)) ∩ SρX+) : h ∈ M(Φc)}

≥ inf{gen(h(Φd) ∩ SρX+) : h ∈ M(Φd)}

= ψ(d)

as required. Here we used the monotonicity of the genus in the second line. In
order to constructg ∈ M(Φd) with g(Φd) ⊂ Φc we choose a (PS)I -attractor
A andσ > 0 such that

‖u+ − v+‖ > 2σ for u, v ∈ A, u 6= v.(4.4)

This exists according to(Φ5). We set

B := P+(A) = {u+ : u ∈ A} ⊂ X+

and consider theτ -open set

Uσ := {u ∈ X : ‖u+ − v+‖ < σ for somev ∈ A}

= X− × Uσ(B)
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SinceA is a (PS)I -attractor andUσ(A) ⊂ Uσ there existsα > 0 such that

‖Φ′(u)‖ ≥ 2α for u ∈ Φd
c \ Uσ.(4.5)

For u ∈ Φb
a we choose a pseudo-gradient vectorw(u) ∈ X satisfying

‖w(u)‖ ≤ 2 andΦ′(u)w(u) > ‖Φ′(u)‖. If u ∈ Φd
c\Uσ we therefore have

Φ′(u)w(u) ≥ 2α. Therefore there exists aτ -open neighborhoodNu of u
such that

Φ′(v)w(u) > α for v ∈ Nu, u ∈ Φd
c\Uσ.(4.6)

Here we used the hypothesis (Φ4) thatΦ′ : Xτ → X∗
w is continuous. Simi-

larly, everyu ∈ Φd
c ∩U , hence by (4.4),u ∈ X− ×Uσ(v+) for somev ∈ A,

has aτ -open neighborhoodNu ⊂ X− × Uσ(v+) such that

Φ′(v)w(u) ≥ ‖Φ′(u)‖ for v ∈ Nu, u ∈ Φd
c ∩ Uσ.(4.7)

Finally, if Φ(u) < cwe setNu := X\Φc andw(u) := 0. SinceΦ : Xτ → R

is τ -upper semicontinuous,Nu is τ -open. It follows from results of Dowker
[8] and Michael [14] thatXτ and every subset ofXτ are paracompact.
Thus there exists aτ -locally finite partition of unity(πj)j∈J subordinate
to the covering(Nu : u ∈ Φd) of Φd. Hereπj : Φd → [0, 1] is continuous
with respect to theτ -topology onΦd, hence it is continuous with the norm
topology onΦd. It is not difficult to see that one may construct the mapsπj

such thatπj is also locally Lipschitz continuous with respect to the norm in
Φd.

For j ∈ J we chooseuj ∈ Φd with suppπj ⊂ Nuj and define

V0(u) :=
∑
j∈J

πj(u)w(uj)

and

V : Φd → X, V (u) :=
1
2
(V0(u) − V0(−u)).

ThenV is odd, locally Lipschitz continuous and, in addition, continuous
with the τ -topology onΦd and onX. Moreover, for everyu ∈ Φd there
exists aτ -neigborhoodWu such that(id−V )(Wu) is contained in a finite-
dimensional subspace ofX. We also have

‖V (u)‖ ≤ 2 for all u ∈ Φd;(4.8)

Φ′(u)V (u) ≥ 0 for all u ∈ Φd;(4.9)

Φ′(u)V (u) > α for all u ∈ Φd
c \ Uσ;(4.10)
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Φ′(u)V (u) > 0 for all u ∈ Φd
c ∩ Uσ.(4.11)

Let ϕ : Φd × [0,∞) → Φd, ϕ(x, t) = ϕt(x), be the semiflow associated
to −V , that isdϕt/dt = −V ◦ ϕt for t > 0 andϕ0 = id. For every
u ∈ Φd and everyt > 0 there exists aτ -neighborhoodWu and anε > 0
such that(id−ϕ)(Wu × (t− ε, t+ ε)) is contained in a finite-dimensional
subspace ofX. Since the vector fieldV : (Φd)τ → Xτ is τ -continuous also
ϕ : (Φd)τ × [0,∞) → (Φd)τ is τ -continuous. Now we claim that for every
u ∈ Φd there exists a timeT1(u) > 0 such thatΦ(ϕ(u, T1(u))) < c. If
this has been proved then there also exists aτ -open neighborhoodWu of u
such thatΦ(ϕ(v, T1(u))) < c for v ∈ Wu. As above we choose a partition
of unity (πj : Φd → [0, 1])j∈J subordinate to(Wu : u ∈ Φd) and define
T (u) :=

∑
j∈J πj(u)T1(uj) whereuj is chosen so thatsuppπj ⊂ Wuj . It

is not difficult to check that the map

g : Φd → Φc, g(u) := ϕ(u, T (u))

is well defined and lies inM(Φd). Thus the proof of Lemma 4.4 is finished
once the existence ofT1(u) is established.

We fix u ∈ Φd and supposelim
t→∞Φ(ϕt(u)) ≥ c. SinceA is a (PS)I -

attractor‖Φ′(v)‖ is bounded away from 0 forv outside an arbitrarily small
neighborhood ofA in Φb

a. This implies that there exists a timeT > 0 such
that ϕt(u) ∈ Uσ for all t ≥ T . By (4.4) there existsv ∈ A such that
ϕt(u) ∈ X− × Uσ(v+) for all t ≥ T . By the construction of the pseudo-
gradient vector fieldV it follows for t ≥ T that

d

dt
Φ

(
ϕt(u)

) ≤ − inf
{‖Φ′(uj)‖ : πj

(
ϕt(u)

) 6= 0
}

≤ − inf
{

‖Φ′(uj)‖ : uj ∈ Φd
c ∩X− × Uσ(v+)

}
This cannot be bounded away from 0 becauselim

t→∞Φ(ϕt(u)) ≥ c. So there

exists a sequence(ujk
)k in Φd

c ∩X− ×Uσ(v+) with ‖Φ′(ujk
)‖ → 0. Then

ujk
lies in arbitrarily small (norm) neighborhoods ofA for k large, hence,

ujk
→ v ask → ∞. ThereforeΦ′(v) = 0 andΦ(v) ∈ [c, d] which is

a contradiction to the assumption that there are no critical values in[a, b].
ut

Proof of Lemma 4.5.We work with a comparison functionψd : [0, d] → N0
in order to show the finiteness ofψ. Ford > 0 fixed set

M0(Φd) := {g ∈ M(Φd) : g is a homeomorphism fromΦd to g(Φd)}.
Then we define forc ∈ [0, d]

ψd(c) := min
{

gen(g(Φc) ∩ SρX+) : g ∈ M0(Φd)
}
.
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SinceM0(Φd) ⊂ M(Φd) ↪→ M(Φc) via restrictiong 7→ g|Φc we have
ψ(c) ≤ ψd(c). Thus it suffices to showψd(c) < ∞ for c < d. Clearly
ψd(c) = 0 for c < κ by (Φ3) becauseid ∈ M0(Φd). We claim that for any
c ∈ [κ, d) there existsδ > 0 such thatψd(c + δ) ≤ ψd(c − δ) + 1. This
implies the finiteness ofψd(c) for c ∈ [0, d). We proceed as in the proof of
Lemma 4.4. ForI := [κ/2, d] there exists a (PS)I -attractorA andσ > 0
such that

‖u+ − v+‖ > 6σ for u, v ∈ A, u 6= v.(4.12)

SettingB := P+(A) andUσ := X− ×Uσ(B) there existsα > 0 such that

‖Φ′(u)‖ ≥ 2α for u ∈ Φd
κ/2 \ Uσ.(4.13)

Next we construct a pseudo-gradient vector fieldV : Φd → X. For u ∈
Φd

κ/2 \ Uσ we choosew(u) ∈ X with ‖w(u)‖ ≤ 2 andΦ′(u)w(u) ≥
‖Φ′(u)‖ ≥ 2α > α. This impliesΦ′(v)w(u) > α for v in someτ -
neighborhoodNu of u. If Φ(u) < κ/2 then we setNu := X \ Φκ/2 and
w(u) = 0. If u ∈ Φd

κ/2 ∩ Uσ we setNu := Uσ andw(u) := 0. Let (πj)j∈J

be aτ -locally finite partition of unity subordinated to theτ -open covering
(Nu : u ∈ Φd) ofΦd. As before the mapsπj : Φd → [0, 1] are Lipschitz con-
tinuous with the norm onΦd and continuous with theτ -topology onΦd. Now
we defineV0(u) :=

∑
j∈J πj(u)w(uj) andV (u) := 1

2(V0(u) − V0(−u))
and letϕt : Φd → Φd, t ≥ 0, be the semiflow associated to−V . We claim
that there existsδ > 0 such that

ϕ1(Φc+δ) ⊂ Φc−δ ∪ U3σ(4.14)

whereU3σ := X−×U3σ(B). Postponing the proof of (4.14) we first deduce
ψd(c + δ) ≤ ψd(c − δ) + 1. Chooseg ∈ M0(Φd) such thatψd(c) =
gen(g(Φc−δ) ∩ SρX+). Theng ◦ ϕ1 ∈ M0(Φd) so that

ψd(c+ δ) ≤ gen(g ◦ ϕ1(Φc+δ) ∩ SρX+)

≤ gen(g(Φc−δ ∪ U3σ) ∩ SρX+)

≤ gen(g(Φc−δ) ∩ SρX+) + gen(g(U3σ))

≤ ψd(c− δ) + 1.

Here we used the standard properties of the genus and in addition thatg(U3σ)
is homeomorphic toU3σ which in turn is homotopy equivalent to the discrete
setB by (4.12). The homotopy equivalenceg(U3σ) → B is odd hence
gen(g(U3σ)) ≤ gen(B) ≤ 1.

It remains to prove (4.14). We argue indirectly and suppose there exists
a sequenceun ∈ Φc+1/n with ϕ1(un) 6∈ Φc−1/n ∪ U3σ. Forn > 2/α with
α from (4.13) there existstn ∈ (0, 1) such thatϕtn(un) ∈ Uσ. Thus there
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exists0 ≤ rn < sn ≤ 1 with ϕrn(un) ∈ ∂Uσ, ϕsn(un) ∈ ∂U3σ and
ϕt(un) ∈ U3σ \Uσ for t ∈ (rn, sn). This implies‖ϕrn(un) − ϕsn(un)‖ ≥
2σ hence,sn − rn ≥ σ because‖V (u)‖ ≤ 2. Now (4.13) yields

c− 1
n
< Φ(ϕsn(un))

< Φ(ϕrn(un)) − σα

< c+
1
n

− σα

for anyn ∈ N. This contradiction finishes the proof of (4.14) hence the
proof of Lemma 4.5. ut

5. Proof of Theorem 1.2

As in Sect. 3 the solutions of (NS) will be obtained as critical points of the
functional

Φ(u) =
1
2

∫
RN

(|∇u|2 + V (x)u2) dx−
∫

RN

G(x, u) dx

=
1
2
(||u+||2E − ||u−||2E) − Ψ(u).

From (g4) it follows thatΦ is defined on the Banach spaceX := Eµ. Let K
be the set of critical points ofΦ and observe that foru ∈ K\{0}

Φ(u) − 1
2
Φ′(u)u =

∫
RN

(
g(x, u)u−G(x, u)

)
> 0

by (g2), hence

K ⊂ Φ0 and K ∩X− = {0}.(5.1)

Let F ⊂ K consist of arbitrarily chosen representatives of the orbits of
K under the action ofZN . Sinceg is odd by assumption (g5) we may assume
that F = −F . As a consequence of the invariance ofΦ under the group
action∗ we obtain

(ZN ∗ u1) ∩ (ZN ∗ u2) = ∅ if u1, u2 ∈ K with Φ(u1) 6= Φ(u2).
(5.2)

It is not difficult to verify thatΦ satisfies (Φ1) – (Φ4). In order to apply
Theorem 4.2 we need to check (Φ5). Let [r] denote the integer part ofr for
anyr ∈ R. Along the lines of the proof of [12], Proposition 4.2 (see also
[7]), one can easily establish the following lemma.
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Lemma 5.1. Let the assumptions of Theorem 1.2 be satisfied and assume
that

inf
K\{0}

Φ > α > 0.(5.3)

Let (un) ⊂ Eµ be a(PS)c-sequence. Then eitherun → 0 (corresponding
to c = 0); or c ≥ α and there arel ≤ [c/α], vi ∈ F\{0}, i = 1, · · · , l,
a subsequence denoted again by(un), and l sequences(ain)n in Z, i =
1, · · · , l such that

||un −Σl
i=1ain ∗ vi||µ → 0, asn → ∞,

|ain − ajn| → ∞ asn → ∞, if i 6= j,

and
Σl

i=1Φ(vi) = c.

Now suppose (NS) has only finitely many geometrically distinct solutions in
Eµ, that is,F is finite. It follows from (5.1) thatα := 1

2 minΦ(K\{0}) > 0.
Given a compact intervallI ⊂ (0,∞) with d := max I we setl := [d/α]
and

[F , l] := {Σj
i=1ki ∗ vi; 1 ≤ j ≤ l, ki ∈ Z

N , vi ∈ F}.
As a consequence of Lemma 5.1 we see that[F , l] is a (PS)I -attractor. It is
easy to check that

inf{||u+ − v+|| : u, v ∈ [F , l], u 6= v} > 0(5.4)

(see e.g. [7]). Therefore (Φ5) is also satisfied and Theorem 4.2 yields the
existence of an unbounded sequence of critical values ofΦ. HenceF cannot
be finite and Theorem 1.2 is proved.
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