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1 Introduction

The inductive limit construction for C∗ -algebras has been of great importance
over the years. It has not only served as a source of many interesting examples,
but has also shed light on the structure of many naturally occurring C∗ -algebras.
In recent years, there has been an explosion of results concerned with writ-
ing C∗ -algebras as inductive limits of well understood “building blocks,” and
obtaining complete isomorphism invariants of a K-theoretic nature, which are
simple and computable, for such algebras.
Although these results are impressive by any standard, there are some

drawbacks to the theory and the approach taken, which has been primarily to
consider inductive limits of direct sums of matrix algebras over commutative
C∗ -algebras (approximately homogeneous or AH algebras), or more generally
inductive limits of subhomogeneous C∗ -algebras (approximately subhomoge-
neous or ASH algebras.) The �rst problem is that such an inductive system
for a given C∗ -algebra is not at all canonical, and an isomorphism between the
limits of two such systems need not be induced in any reasonable way from
an (ordinary) intertwining of the inductive systems when the base spaces are
more than one dimensional. Secondly, one quickly runs into di�cult and prob-
ably intractable topology problems with higher-dimensional base spaces. And
third and most important, there is (so far) no reasonable intrinsic characteriza-
tion of which C∗ -algebras can be written as inductive limits of this form. This
is even a problem for AF algebras (inductive limits of �nite-dimensional C∗ -
algebras), which also have no good intrinsic description (by this we mean
a characterization su�cient to immediately yield the results of [BtK], for
example.)
This paper begins an attempt to bypass some of these di�culties while at the

same time expanding the class of C∗ -algebras considered. One of the principles



344 B. Blackadar, E. Kirchberg

coming out of the work on AH algebras is that in considering inductive systems
of C∗ -algebras, asymptotic behavior is all that matters; exact good behavior at
each step is not necessary. (This is also very much in the spirit of the E-theory
of Connes and Higson.) In the AH algebra case this principle is primarily
applied to intertwinings of inductive systems. However, it is also possible,
and interesting, to relax the requirements on the connecting maps themselves,
requiring them only to be asymptotically additive, ∗-preserving, and multi-
plicative. We therefore consider generalized inductive systems of C∗ -algebras,
where the connecting maps only asymptotically preserve the structure of the
algebras (see Sect. 2 for a precise de�nition.) It then turns out that a large and
natural class of C∗ -algebras can be written as generalized inductive limits of se-
quences of �nite-dimensional C∗ -algebras; we call such algebras MF algebras.
We show that a separable C∗ -algebra is MF if and only if it has a quasidiagonal
extension by the compact operators K. The MF algebras are also precisely the
separable C∗ -algebras which can be placed at in�nity in a continuous �eld over
N∪{∞}, with the �bers at the points of N �nite-dimensional matrix algebras.
(This is the inspiration for the name “MF algebra,” which stands for “matricial
�eld” or “M. Fell,” who was the �rst to consider such algebras and propose
that they are interesting objects for study. See also [Le].) Every C∗ -subalgebra
of an MF algebra is MF, and every separable C∗ -algebra is a quotient of an MF
algebra.
An even more interesting class of algebras is obtained by considering gen-

eralized inductive limits of sequences of �nite-dimensional C∗ -algebras with
completely positive (and asymptotically multiplicative) contractive connecting
maps. It is shown that these algebras, called NF algebras, are precisely the
nuclear MF algebras, and therefore the NF algebras are exactly the separa-
ble nuclear (weakly) quasidiagonal C∗ -algebras. There is good cause to be-
lieve that every su�ciently �nite separable nuclear C∗ -algebra is NF, further
justifying the terminology NF as “nuclear �nite.” (“Su�ciently �nite” may
mean stably �nite or the existence of a faithful densely de�ned semi�nite
trace.) Every nuclear C∗ -subalgebra of an NF algebra is NF, and every separa-
ble nuclear C∗ -algebra is a quotient of an NF algebra (in this respect they
are quite unlike AF algebras). Every inductive limit (even in the general-
ized sense of systems with completely positive asymptotically multiplicative
connecting maps) of NF algebras is NF. In particular, every ASH algebra
is NF.
There is another characterization of NF algebras which is closely related to

the concept of nuclearity. Recall that a C∗ -algebra A is nuclear if the identity
map on A can be approximately factored by completely positive contractions
through matrix algebras (see 5.1.1). We show that a separable C∗ -algebra is
an NF algebra if and only if the identity map on A can be approximately fac-
tored by completely positive almost multiplicative contractions through matrix
algebras. Thus the NF algebras form a very natural class of nuclear C∗ -
algebras, the ones in which not only the complete order structure but also
the multiplication can be approximately modeled in �nite-dimensional C∗ -
algebras. (In fact, it is a bit surprising that such algebras were not studied
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in the 1970’s when most of the structure work on nuclear C∗ -algebras was
done.)
We also consider a slightly more restrictive class of C∗ -algebras, the strong

NF algebras, which are inductive limits of sequences of �nite-dimensional C∗ -
algebras with connecting maps complete order embeddings (and, of course,
asymptotically multiplicative.) We show that a C∗ -algebra is a strong NF
algebra if and only if the identity map on A can be approximated by com-
pletely positive idempotent �nite-rank maps from A to A. We will show in
a subsequent paper [BKb] that most, but not all, NF algebras are strong NF
algebras, including all simple NF algebras and all ASH algebras.
MF, NF, and strong NF inductive systems are also canonical or intrin-

sic in a certain sense: any two MF [resp. NF, strong NF] inductive systems
for a C∗ -algebra are asymptotically equivalent, in a sense made precise in
Sect. 2. Thus these systems can be used to calculate invariants in a nice way
for the limit algebras. Unfortunately, it is much more di�cult to calculate the
K-theory, and even the trace space and ideal structure, for generalized
inductive limits than for usual limits. Nonetheless, the point of view of gener-
alized systems of �nite-dimensional C∗ -algebras is a potentially useful one
in describing and proving completeness of K-theoretic invariants. Such an
inductive system provides a “combinatorial” description of the algebra (as
opposed to the “topological” description of AH algebras now being used).
One can even use this combinatorial description to de�ne a version of �Cech
cohomology. In fact, a nice way of doing �Cech cohomology for a space
(commutative C∗ -algebra) is to write the algebra as an inductive limit of a
suitable NF system and apply a certain algorithm to the system. We will in-
vestigate K-theory invariants and �Cech cohomology for NF algebras in future
work.
The paper is organized as follows. Sect. 2 gives the de�nition of a general-

ized inductive system and construction of the inductive limit, along with some
general results about such limits and intertwinings between them. In Sect.3, the
principal results about MF algebras are established. Sect. 4 contains facts about
completely positive maps and complete order embeddings, which are used in
Sect. 5 to examine the structure of NF algebras and in Sect. 6 to prove the
results about strong NF algebras. Section 7 contains some additional results
about ideals and traces, along with some open problems.

2 Generalized inductive systems

2.1 De�nitions and basic constructions

De�nition 2.1.1. A generalized inductive system of C∗ -algebras is a sequence
(An) of C∗-algebras; with coherent maps �m;n :Am → An for m ¡ n; such that
for all k and all x; y ∈ Ak; � ∈ C; and all � ¿ 0; there is an M such that; for
all M 5 m ¡ n;
(1) ‖�m;n(�k;m(x) + �k;m(y))− (�k;n(x) + �k;n(y))‖¡ �
(2) ‖�m;n(��k;m(x))− ��k; n(x)‖¡ �
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(3) ‖�m;n(�k;m(x)∗)− �k;n(x)∗‖¡ �
(4) ‖�m;n(�k;m(x)�k;m(y))− �k;n(x)�k;n(y)‖¡ �
(5) supr ‖�k; r(x)‖¡∞:

A system satisfying (1) [resp. (4)] is called asymptotically additive [resp.
asymptotically multiplicative]. A generalized inductive system in which all
�m;n are linear is called a linear generalized inductive system; if all the �m;n
also preserve adjoints; the system is called ∗-linear. A system is contractive
if all the connecting maps are contractions.

We will see that at least if all the An are �nite-dimensional, there is no loss
of generality in assuming that all the connecting maps are ∗-linear.
In this paper, we will consider only generalized inductive systems indexed

by N; however, an obvious modi�cation of the de�nition of a generalized
inductive system and the construction of the inductive limit will work over
an arbitrary directed index set. We will also only consider generalized induc-
tive systems of C∗ -algebras, but in the same way one can de�ne generalized
inductive systems and limits of Banach spaces, Banach algebras, or Banach
∗-algebras by leaving out conditions (3) and/or (4) where irrelevant.

2.1.2. Suppose (An; �m;n) is a generalized inductive system of C∗ -algebras. To
de�ne the inductive limit C∗ -algebra A, �rst form the set-theoretic direct limit
L (recall that L is the quotient of the disjoint union of the An where an element
of Am is identi�ed with its image in later An’s.) If x ∈ Am, denote its image in
L by �m(x). Set d(�m(x); �m(y)) = lim supn ‖�m;n(x)−�m;n(y)‖. It is easy to
verify that d is a pseudometric; let A be the completion of L with respect to d.
Then A has a natural induced structure as a C∗ -algebra. For example, to de�ne
�m(x) + �m(y) in A (we use �m also to denote the natural map from Am into
A), note that 〈�n(�m;n(x)+�m;n(y))〉 is a Cauchy sequence in A as n→∞; let
�m(x)+�m(y) be the limit. Multiplication, scalar multiplication, and adjoint are
de�ned similarly; the norm is de�ned by ‖�m(x)‖ = lim supn ‖�m;n(x)‖. One
readily checks that A is a C∗ -algebra. The construction is somewhat simpler if
the system is linear, since then as a Banach space A = lim→ (An; �m;n) in the

usual sense. If the system is contractive, then ‖�m(x)‖ = limn ‖�m;n(x)‖ =
inf n ‖�m;n(x)‖ for all x ∈ Am.
2.1.3. A more concrete description of the construction of the inductive limit of
(An; �m;n) is as follows. Let

∏
An be the full C

∗ -direct product of the An, i.e.
the set of bounded sequences 〈xn〉; with xn ∈ An, with pointwise operations and
sup norm; and let ⊕An be the C∗ -direct sum, the set of sequences converging
to zero in norm. Then

∏
An is a C

∗ -algebra and ⊕An is a closed two-sided
ideal; let � be the quotient map from

∏
An to (

∏
An)=(⊕An). Each element

x of Am naturally de�nes an element �m(x) = �(〈�m;n(x)〉) of (
∏
An)=(⊕An).

The closure of the set of all such elements (for all m) is a C∗ -subalgebra of
(
∏
An)=(⊕An) naturally isomorphic to A = lim→ (An; �m;n). Thus a C

∗ -algebra
which is an inductive limit of a generalized inductive system (An; �m;n) can be
embedded in (

∏
An)=(⊕An).
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Remark 2.1.4. An even slightly more general type of inductive system can be
considered, where the connecting maps are only asymptotically coherent. The
abstract inductive limit construction in this setting is a bit obscure, but the
inductive limit can be readily constructed as in 2.1.3.

Recall that a unital C∗ -algebra A is �nite if for all x ∈ A; x∗x = 1 implies
xx∗ = 1. This is equivalent to left invertible elements being (right) invertible.
A is stably �nite if Mk(A) is �nite for all k. If A is nonunital, we say A is
�nite [resp. stably �nite] if its unitization A+ is �nite [resp. stably �nite].

Proposition 2.1.5. Let (An; �m;n) be a generalized inductive system; with A =
lim→ (An; �m;n). If each An is commutative [resp. �nite; stably �nite]; then A

is commutative [resp. �nite; stably �nite].

Proof. If each An is commutative, then (
∏
An)=(⊕An) is obviously commuta-

tive. If each An is �nite, we may assume An is unital without loss of generality,
since (

∏
An)=(⊕An) imbeds in (

∏
A+n )=(⊕A+n ). Suppose x ∈ (

∏
An)=(⊕An) is

left invertible, with left inverse y. If 〈xn〉 and 〈yn〉 are sequences in
∏
An rep-

resenting x and y respectively, then ‖ynxn−1‖ → 0, and so xn is left invertible
for su�ciently large n, and its left inverse zn is actually x−1n by �niteness of
An. Furthermore, 〈zn〉 is a bounded sequence which represents y, so xy = 1 and
(
∏
An)=(⊕An) is �nite. If Mk(An) is �nite for all n, then the same argument

shows that Mk((
∏
An)=(⊕An)) ∼= (

∏
Mk(An))=(⊕Mk(An)) is �nite.

2.2 Continuous �elds

For future reference, we digress to note a close connection between the
“corona” algebras used above and continuous �elds of C∗ -algebras (cf. [Dx,
Sect. 10]). We �rst need two de�nitions.

De�nition 2.2.1. Let P be the set of all polynomials in a sequence of non-
commuting variables 〈Xn〉 and their formal adjoints X ∗n ; with coe�cients in
Q+Qi. (Each element of P contains only �nitely many Xn). P is countable;
let 〈f1; f2; : : :〉 be a �xed enumeration. If A is a complex ∗-algebra and 〈xn〉
is a sequence of elements of A; denote by fj(〈xn〉n) the element of A obtained
by evaluating fj on the elements {xn; x∗n : n ∈ N}.
De�nition 2.2.2. A product

∏∞
n=r An is called a tail of

∏∞
n=1 An; denote the

natural homomorphism from
∏∞
n=1 An to

∏∞
n=r An by �r . A product

∏s
n=r An

is called a segment or truncated tail of the product; denote the natural ho-
momorphism from

∏∞
n=1 An to

∏s
n=r An by �

s
r .

Proposition 2.2.3. Let (An) be a sequence of C∗-algebras; and let A be a
separable C∗-algebra. Then the following are equivalent:
(i) A can be embedded in (

∏
An)=(⊕An)

(ii) There is a continuous �eld of C∗-algebras 〈B(t)〉 over N ∪ {∞}; with
B(t) a segment of

∏
An for t ∈ N; with disjoint segments for di�erent t; and

with B(∞) ∼= A.
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(iii) A can be embedded in (
∏
B(t))=(⊕B(t)); where each B(t) is a seg-

ment of
∏
An; with disjoint segments for di�erent t; and such that; for every

x ∈ A and sequence 〈x(t)〉 ∈∏B(t) representing x; limt→∞ ‖x(t)‖ exists and
equals ‖x‖.
Proof. (i)⇒ (ii): Suppose A is embedded as a subalgebra of (

∏
An)=(⊕An).

Let {xi} be a countable dense set in A. For each i; let 〈xin〉 be a sequence in∏
An representing xi. Then there are disjoint segments [rm; sm] in N such that,

for fj ∈ P (2.2.1), | ‖fj(〈xi〉i)‖− ‖�smrm(〈fj(〈xin〉i)〉n)‖ |¡ m−1 for 15 j 5 m.
Set B(m) =

∏sm
n=rmAn. The �elds 〈yj〉, where yj(m) = �smrm(〈fj(〈xin〉i)〉n) and

yj(∞) = fj(〈xi〉i), along with the sequences converging to zero, generate a
continuous �eld with the desired properties.

(ii)⇒ (iii): Given a �eld as in (ii), for each x ∈ A = B(∞), any continuous
cross section x(t) with x(∞) = x gives an element of ∏t∈NB(t), and any two
such sequences for x di�er by an element of ⊕B(t), so x gives a well-de�ned
element of (

∏
t∈NB(t))=(⊕t∈NB(t)); this map is an isometric ∗-isomorphism

on A.

(iii)⇒ (i): Note that
∏
B(t) [resp. ⊕B(t)] is isomorphic to ∏n∈S An [resp.

⊕n∈S An] for some in�nite subset S of N.
∏
n∈S An embeds in

∏
n∈NAn by

setting the other coordinates to zero; this embedding drops to an embedding
of (
∏
n∈S An)=(⊕n∈S An) into (

∏
n∈NAn)=(⊕n∈NAn).

2.3 Uniform boundedness

We next record some simple facts about uniform boundedness and the behavior
of �nite-dimensional subspaces under linear generalized inductive limits.

Proposition 2.3.1. Let A=lim→ (An; �m;n); with each �m;n linear and bounded.

Then supn ‖�m;n‖¡∞ for all m; and �m : An → A is bounded.

Proof. Follows easily from the Banach-Steinhaus Theorem, regarding the maps
�m;n as maps from Am into

∏
An.

Proposition 2.3.2. Let S be a �nite-dimensional normed vector space; and
� ¿ 0. Then there exist a �nite number of elements {x1; : : : ; xn} ∈ S of norm
1 such that; if � : S → Z is a linear map from S to a normed vector space
Z; then ‖�‖¡ (1 + �)[max ‖�(xj)‖]:
Proof. Follows easily from compactness of the unit sphere of S.

De�nition 2.3.3. Let A and B be C∗-algebras; and S a subset of A; and � ¿ 0.
A map � : A→ B is approximately multiplicative within � on S if; for every
x; y ∈ S;

‖�(x)�(y)− �(xy)‖¡ �‖x‖ ‖y‖ :
� is approximately isometric within � on S if (1−�)‖x‖¡‖�(x)‖¡(1+�)‖x‖
for all x ∈ S.
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Proposition 2.3.4. Let (An; �m;n) be a contractive linear generalized inductive
system; S a �nite-dimensional subspace of Ak; and � ¿ 0. Then there is an
M = k such that; for all M 5 m ¡ n; �m;n is approximately isometric and
approximately multiplicative within � on �k;m(S).

Proof. This follows easily from 2.3.2.

2.4 Asymptotic intertwinings

Finally, we discuss asymptotic intertwinings between generalized inductive
systems.

De�nition 2.4.1. Let (An; �m;n) and (Bn;  m; n) be generalized inductive systems
of C∗-algebras. An asymptotic map from (An; �m;n) to (Bn;  m; n) is a pair of
increasing sequences 〈rn〉 and 〈sn〉 and maps �n : Arn → Bsn ; such that

(1) for every k; every x ∈ Ak; and � ¿ 0 there exists an M such that for
all M 5 m ¡ n;

‖ sm; sn ◦ �m ◦ �k; rm(x)− �n ◦ �k; rn(x)‖¡ � :

(2) The induced map from ∪�n(An) to ∪ n(Bn) extends to a bounded
∗-homomorphism � from A = lim→ (An; �m;n) to B = lim→ (Bn;  m; n).

An asymptotic intertwining between (An; �m;n) and (Bn;  m; n) is a pair of
increasing sequences 〈rn〉 and 〈sn〉 and maps �n : Arn → Bsn and �n : Bsn →
Arn+1 such that both the �n and �n are asymptotic maps; and for every k;
every x ∈ Ak; y ∈ Bk; and � ¿ 0 there is an M such that; for all M 5 m ¡ n;

(3) ‖�n ◦  sm; sn ◦ �m ◦ �k; rm(x)− �k; rn+1(x)‖¡ �

(4) ‖�n ◦ �rm+1 ; rn ◦ �m ◦  k; sm(x)−  k; sn(x)‖¡ �

In condition (2), the requirement that � be a ∗-homomorphism just means that
the �n are asymptotically ∗-linear and multiplicative in the obvious sense. The
requirement that � be bounded; however; is awkward to state directly in the
general case; but under special circumstances this condition is easily checked
(cf. 2:4:2; 5:1:6): Sometimes asymptotic multiplicativity is automatic (5:1:6).
The ∗-homomorphisms induced by an asymptotic intertwining are ∗-iso-

morphisms which are mutual inverses.

Proposition 2.4.2. Let (An; �m;n) and (Bn;  m; n) be ∗-linear generalized induc-
tive systems. Let 〈�n〉 be a sequence of ∗-linear maps satisfying condition (1)
of 2:4:1: Suppose there are subspaces Sn of Arn with ∪�rn(Sn) dense in A; and
a constant K; such that; for each m;
(1) ‖�n ◦ �rm; rn|sm‖5 K for all su�ciently large n
(2) The �n are asymptotically multiplicative in the sense that; for each m

and each x; y ∈ Sm; and � ¿ 0; there is an N such that; whenever N 5 n;

‖�n([�m; rn(x)][�m; rn(y)])− [�n ◦ �m; rn(x)][�n ◦ �m; rn(y)]‖¡ �

Then 〈�n〉 is an asymptotic map.
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Proposition 2.4.3. Let (An;  m; n) be a linear generalized inductive system; with
each  m; n bounded. Let �n;n+1 : An → An+1 be a bounded linear map for each
n; and de�ne �m;n : Am → An by composition. If �n = ‖�n;n+1 −  n; n+1‖
satis�es

∑
�n ¡ ∞; then (An; �m;n) is a generalized inductive system; and

lim→ (An; �m;n) and lim→ (An;  m; n) are isomorphic.

Proof. It is routine to verify that (An; �m;n) is a generalized inductive system
(use the fact that ‖�m;n‖ and ‖ m; n‖ are uniformly bounded – cf. 2.3.1), and
it is easily checked that rn = sn = n; �n = idAn ; �n = �n;n+1 give an asymptotic
intertwining.

3 MF algebras

3.1 Quasidiagonality

We briey review the notion of quasidiagonality for sets of operators and for
C∗ -algebras. For a more complete discussion of this important and somewhat
mysterious concept, see [Hm] and [Vo3].

De�nition 3.1.1. A set S of operators on a (separable; in�nite-dimensional)
Hilbert space is quasidiagonal if there is an increasing sequence 〈pn〉 of �nite-
rank projections with pn → 1 strongly and ‖pna− apn‖ → 0 for all a ∈ S.
If S is quasidiagonal; then so is C∗(S)+K using the same sequence of pro-
jections. Any subset of S is also quasidiagonal. A C∗ -algebra B containing K
is quasidiagonal if and only if there is an approximate identity of projections
for K which is quasicentral for B.

De�nition 3.1.2. A C∗-algebra A is quasidiagonal (called weakly quasi-
diagonal in some references such as [Hw]) if it has a faithful representa-
tion as a quasidiagonal algebra of operators. A is strongly quasidiagonal if
every representation of A is quasidiagonal.

By Voiculescu’s Theorem [Vo1], if A is separable and quasidiagonal, then
every faithful representation of A on a separable Hilbert space not containing
any nonzero compact operator is quasidiagonal.
A C∗ -algebra A has a quasidiagonal essential extension by K if there is a

quasidiagonal C∗ -algebra of operators B, containing K, with B=K ∼= A. A is a
quasidiagonal C∗ -algebra if and only if it has a split quasidiagonal essential
extension by K.

Proposition 3.1.3. Let A be a C∗-algebra. Then A has an essential quasi-
diagonal extension by K if and only if A can be embedded in (

∏
Mkn)=(⊕Mkn)

for some sequence 〈kn〉.
Proof. If B is a C∗ -algebra of B(H) containing K with B=K ∼= A; and B is
a quasidiagonal set of operators with respect to projections 〈pn〉, set qn =
pn − pn−1 and kn = rank qn. If x ∈ B, set �(x) = 〈qnxqn〉 ∈

∏
Mkn . � drops
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to a ∗-homomorphism from B to (
∏
Mkn)=(⊕Mkn) whose kernel is exactly K.

Conversely, if A is a C∗ -subalgebra of (
∏
Mkn)=(⊕Mkn), choose a sequence of

orthogonal projections 〈qn〉 on a Hilbert space H, adding up to the identity,
with rank qn = kn. If � : A →

∏
Mkn is a (set-theoretic) cross section for the

identity map on A, for x ∈ A let �(x) be the block diagonal operator which
on qnH is �(x)n. Then B = �(A) + K is a C∗ -subalgebra of B(H) which is
quasidiagonal with respect to 〈pn〉, where pn =

∑n
j=1 qj, and B=K ∼= A.

Proposition 3.1.4. [Vo2, Theorem 1] Let A be a C∗-algebra. Then A is
quasidiagonal if and only if; for every x1; : : : ; xn ∈ A and � ¿ 0; there
is a �nite-dimensional C∗-algebra B and a completely positive contraction
� : A → B such that ‖�(xi)‖ = ‖xi‖ − � and ‖�(xixj) − �(xi)�(xj)‖ ¡ � for
15 i; j 5 n.

See [Sa] for a generalization.

3.2 De�nition and the main theorem

In this section, we prove the theorem giving a number of equivalent char-
acterizations of inductive limits of generalized inductive systems of �nite-
dimensional C∗ -algebras.

De�nition 3.2.1. A separable C∗-algebra is an MF algebra if it can be
written as the inductive limit of a generalized inductive system of �nite-
dimensional C∗-algebras.

Theorem 3.2.2. Let A be a separable C∗-algebra. Then the following are
equivalent:
(i) A is an MF algebra
(ii) A is isomorphic to lim→ (An; �m;n) for a ∗-linear generalized inductive

system of �nite-dimensional C∗-algebras
(iii) A can be embedded as a C∗-subalgebra of (

∏
Mkn)=(⊕Mkn) for some

sequence 〈kn〉
(iv) A has an essential quasidiagonal extension by the compact operators K
(v) There is a continuous �eld of C∗-algebras 〈B(t)〉 over N ∪ {∞} with
B(∞) ∼= A and B(n) �nite-dimensional for n ¡∞.
(vi) There is a continuous �eld of C∗-algebras 〈B(t)〉 over N ∪ {∞} with
B(∞) ∼= A and B(n) = Mkn for n ¡∞.

The proof of 3.2.2 requires the following extension of the Hahn-Banach
theorem:

Lemma 3.2.3. Let X be a (real or complex) normed vector space; and Y a
�nite-dimensional subspace; of dimension d. Then there is a bounded projec-
tion P from X onto Y; of norm 5 d.

Proof. If {�1; : : : ; �d; f1; : : : ; fd} is an Auerbach system for Y [LT, 1.c.3], i.e.
�j ∈ Y; fk ∈ Y ∗ with ‖�j‖ = ‖fj‖ = 1 and fj(�k) = �jk for all j; k; extend fj
to gj ∈ X ∗ with ‖gj‖ = 1, and set P(x) =

∑
jgj(x)�j.



352 B. Blackadar, E. Kirchberg

Actually, there is always a projection of norm 5
√
d, but this is much harder

to prove (cf. [Ps, 1.14].)

Proof of 3.2.2. The only implication we must prove which is not almost im-
mediate is (iii) ⇒ (ii). (ii)⇒ (i) and (vi)⇒ (v) are trivial; (i)⇒ (iii) is the
construction of 2.1.3, and (iii)⇔ (v) is a special case of 2.2.3. (iii)⇔ (iv) is
3.1.3.
(v) ⇒ (vi) is easy since in a continuous �eld the �bers at any isolated

points may be enlarged without destroying the continuity of the �eld (throw in
sections nonzero only at those points), and any �nite-dimensional C∗ -algebra
can be embedded in a full matrix algebra.
For the proof of (iii)⇒ (ii), suppose A is a C∗ -subalgebra of (

∏
Mkn)=

(⊕Mkn). To begin with, choose a dense sequence {x1; x2; : : :} in A, and a ∗-
linear (not necessarily bounded) map � from A to

∏
Mkn such that � ◦� is the

identity map on A. [� exists by elementary linear algebra; it can be chosen ∗-
preserving by replacing � by (�+�∗)=2, where �∗(x) = (�(x∗))∗]. Inductively
de�ne �nite-dimensional C∗ -algebras An and ∗-linear maps �n : An → A and �n :
A → An+1 as follows. Let A1 = Mk1 , and �1 any

∗-linear map from A1 to
A. Suppose A1; : : : ; Am, �1; : : : ; �m, and �1; : : : ; �m−1 have been de�ned. Let Sm
be the ∗-subspace of A generated by �m(Am); {�m(x)�m(y) : x; y ∈ Am}, and
{x1; : : : ; xm}. Sm is �nite-dimensional; let dm = dim Sm. Since � is isometric and
multiplicative modulo sequences converging to zero, there is an rm such that
�rm ◦ � (cf. 2.2.2) is approximately isometric and approximately multiplicative
within 2−m−1=dm on Sm. By the same argument, there is then an sm such that
�smrm ◦ � (cf. 2.2.2) is approximately isometric and approximately multiplicative
within 2−m=dm on Sm. (In particular, it is injective.) Set Am+1 =

∏sm
n=rmMkn

and �m = �smrm ◦ �. Since dim �m(Sm) 5 dm, there is a ∗-linear projection !m
of norm 5 dm from Am+1 onto �m(Sm) (3.2.3); let �m+1 = �−1m ◦!m. Then
‖�m+1‖5 (1− 2−m)−1dm 5 2dm.
Now set �m;m+1 = �m ◦ �m : Am → Am+1, and �m;n by composition. Then

�m;n = �n−1 ◦�m. We must show that (An; �m;n) is a generalized inductive sys-
tem. Since the �m;n are ∗-linear, we only need to show conditions (4) and (5)
of 2.1.1. For (5), note that by construction ‖�m;n(x)‖5 (1 + 2−n)‖�m(x)‖, so
for each m; n we have ‖�m;n‖¡ 2‖�m‖: For (4), let x; y ∈ Ak . If k ¡ m ¡ n,
then

‖�k;m+1(x)�k;m+1(y)− �m(�m(�k;m(x))�m(�k;m(y))‖
¡ 2−md−1m ‖�m(�k;m(x))‖ ‖�m(�k;m(y))‖

‖�k;n+1(x)�k;n+1(y)− �n(�n(�k;n(x))�n(�k;n(y))‖
¡ 2−nd−1n ‖�n(�k;n(x))‖ ‖�n(�k;n(y))‖

and �n(�k;n(x)) = �m(�k;m(x)) = �k(x); �n(�k;n(y)) = �m(�k;m(y)) = �k(y),
and ‖�m+1‖5 2dm, so we have

‖�m+1(�k;m+1(x)�k;m+1(y))− �k(x)�k(y)‖¡ 2−m+1‖�k(x)‖ ‖�k(y)‖
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and therefore

‖�m+1; n+1(�k;m+1(x)�k;m+1(y))− �k;n+1(x)�k;n+1(y)‖
¡ [(1 + 2−n)2−m+1 + 2−n=dn ]‖�k(x)‖ ‖�k(y)‖

which su�ces to show (4).
The maps 〈�n〉 obviously give an asymptotic map from the generalized

inductive system (An; �m;n) to the constant system (A; id). The maps 〈�n〉 give
an asymptotic map in the reverse direction by 2.4.2, taking the subspace Sn
in the n’th copy of A. The maps 〈�n〉 and 〈�n〉 clearly give an asymptotic
intertwining between (An; �m;n) and (A; id). Thus A ∼= lim→ (An; �m;n).

This completes the proof of Theorem 3.2.2.

3.3 Properties of MF algebras

Corollary 3.3.1. Every C∗-subalgebra of an MF algebra is MF.

Recall that a C∗ -algebra A is residually �nite-dimensional if A has a sepa-
rating family of �nite-dimensional representations. A C∗ -algebra in which every
irreducible representation is �nite-dimensional (in particular, every commutative
C∗ -algebra and every unital subhomogeneous C∗ -algebra) is residually �nite-
dimensional. But there are many other such C∗ -algebras: for example, C∗(G)
is residually �nite-dimensional for many (discrete) groups G, including free
groups [Ch2] and more generally free products of abelian groups [GM], [ExL].

Proposition 3.3.2. Every residually �nite-dimensional C∗-algebra is an MF
algebra.

Proof. If A embeds in B =
∏
Mkn , it also embeds in

∏∞
n=1 Bn, where Bn ∼= B,

and therefore in the corona algebra of a product of matrix algebras.

In fact, a residually �nite-dimensional C∗-algebra is quasidiagonal by 3.1.4.

Proposition 3.3.3. Every separable C∗-algebra is a quotient of an MF
algebra.

Proof. By [GM], every separable C∗-algebra is a quotient of a residually �nite-
dimensional C∗-algebra.

Not every MF algebra is residually �nite-dimensional – many AF algebras
are not residually �nite-dimensional.
The next proposition gives an alternate proof for 3.3.3:

Proposition 3.3.4. If A is any separable C∗-algebra; then CA = C0((0; 1]; A) ∼=
A⊗ C0((0; 1]) and SA = C0((0; 1); A) ∼= A⊗ C0(R) are MF algebras.
Proof. CA is quasidiagonal by [Vo2], and SA is a C∗ -subalgebra of CA.

Proposition 3.3.5. If A is an MF algebra; then A can be embedded in
(
∏
An)=(⊕An); where each An is �nite-dimensional and; for every x ∈ A; every

representing sequence 〈xn〉 for x satis�es limn→∞ ‖xn‖ = ‖x‖:
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Proof. This is a special case of 2.2.3(iii).

Proposition 3.3.6. If A and B are MF algebras; then A⊗�B is an MF algebra
for some cross norm �. If one of them is nuclear; then A ⊗ B = A ⊗min B is
an MF algebra.

Proof. Let A ⊆ (
∏
An)=(⊕An) and B ⊆ (

∏
Bn)=(⊕Bn) as in 3.3.5. If x ∈ A

and y ∈ B; choose representing sequences 〈xn〉 ∈
∏
An and 〈yn〉 ∈

∏
Bn, and

let �(x ⊗ y) be the image of 〈xn ⊗ yn〉 in [
∏
(An ⊗ Bn)]=[⊕(An ⊗ Bn)]. Then

�(x⊗y) is independent of the representing sequences chosen for x and y, and
� extends to a ∗-homomorphism of the algebraic tensor product A � B into
[
∏
(An ⊗ Bn)]=[⊕(An ⊗ Bn)]. Furthermore,

‖�(x ⊗ y)‖ = lim sup ‖xn ⊗ yn‖ = lim ‖xn‖ ‖yn‖ = ‖x‖ ‖y‖
by 3.3.5, so the induced seminorm on A�B is a C∗ -cross seminorm. The fact
that a C∗ -cross seminorm is a norm follows from the argument in [Tk, Chapter
IV, Sects. 1–4]; if A or B is nuclear, this also follows easily from [B11, 3.3].

Corollary 3.3.7. If A is MF; then every separable C∗-algebra strong Morita
equivalent to A is MF.

Proof. Any separable C∗ -algebra strong Morita equivalent to A is stably iso-
morphic to A, and hence can be embedded in A ⊗ K, which is MF by 3.3.6
(actually, if A is MF, it is easily seen directly that A⊗ K is MF).

Not every separable C∗ -algebra is an MF algebra:

Proposition 3.3.8. Every MF algebra is stably �nite.

Proof. This is a special case of 2.1.5.

So there are even type I C∗ -algebras (e.g. the Toeplitz algebra) which are not
MF. It is unknown whether every stably �nite type I C∗ -algebra is MF. Every
residually stably �nite type I C∗ -algebra is MF [Sp].
There seem to be no known examples of a stably �nite separable C∗ -algebra

which is not MF, but C∗r (F2) is a candidate [Vo3]. C
∗
r (G) for a property (T)

group G which is not residually �nite dimensional (such groups have apparently
been constructed by Gromov) is perhaps a better candidate.
An MF algebra can fail to be strongly quasidiagonal: the examples of [Bn]

and [BD] are MF but not quasidiagonal in their natural representations. An MF
algebra can even fail to be (weakly) quasidiagonal [Ws, Prop. 5].

3.4 Inductive limits and continuous �elds of MF algebras

Proposition 3.4.1. Let 〈B(t)〉 be a continuous �eld of separable C∗-algebras
over N ∪ {∞}. If each B(t) for t ∈ N is an MF algebra; then B(∞) is an
MF algebra.
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Proof. Choose a dense sequence 〈xk〉 in B(∞). For each t ∈ N choose a
sequence 〈Bm(t)〉 of �nite-dimensional C∗ -algebras such that B(t) embeds in
(
∏
mBm(t))=(⊕mBm(t)) as in 3.3.5. For each k, choose a continuous �eld 〈yk(t)〉

in 〈B(t)〉 with yk(∞) = xk , and then for each k and t in N choose a repre-
senting sequence 〈ykm(t)〉 ∈

∏
mBm(t) for yk(t). For fj as in 2.2.1, for each n

choose a tn ∈ N such that

| ‖fj(〈yk(tn)〉k)‖ − ‖fj(〈xk〉k)‖ |¡ n−1

for 15 j 5 n, and then choose mn such that

| ‖fj(〈ykmn(tn)〉k)‖ − ‖fj(〈yk(tn)〉k)‖ |¡ n−1

for 1 5 j 5 n. Set A(n) = Bmn(tn) for n ∈ N and A(∞) = B(∞). Then the
�elds 〈zj(n)〉, where zj(n) = fj(〈ykmn(tn)〉k) for n ∈ N and zj(∞) = fj(〈xk〉k),
along with the sequences converging to zero, generate a continuous �eld as in
3.2.2(v).

Corollary 3.4.2. Let 〈B(t)〉 be a continuous �eld of separable C∗-algebras
over a �rst countable locally compact Hausdor� space X . Then

{t ∈ X : B(t) is an MF algebra}

is a closed subset of X .

Corollary 3.4.3. Let 〈An〉 be a sequence of MF algebras. Then any separable
C∗-subalgebra of (

∏
An)=(⊕An) is an MF algebra.

Proof. Combine 3.4.1 and 2.2.3.

Corollary 3.4.4. Let (An; �m;n) be a generalized inductive system of C∗-
algebras; with A = lim→ (An; �m;n). If each An is an MF algebra; then A is

an MF algebra.

Although extensions of MF algebras are not in general MF (e.g. the Toeplitz
algebra); continuous �elds of MF algebras are MF:

Corollary 3.4.5. Let 〈B(t)〉 be a continuous �eld of separable C∗-algebras
over a second countable locally compact Hausdor� space X; and let A be the
C∗-algebra de�ned by the �eld. If B(t) is an MF algebra for a dense set of
t; then B(t) is MF for all t and A is an MF algebra.

Proof. A is separable since X is second countable and each B(t) is separable.
Suppose B(tn) is MF for a dense sequence 〈tn〉 in X (with isolated points
repeated in�nitely often). Then A embeds in (

∏
nB(tn))=(⊕nB(tn)). The result

now follows from 3.4.3. It also follows from 3.4.2 that each B(t) is MF.

Note that for A to be MF in 3.4.5, it is not necessary for the B(t) to be MF
(3.3.4).
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4 Completely positive maps and complete order embeddings

In this section, we recall and/or establish some general facts about completely
positive maps and complete order embeddings which will be needed in Sects.
5 and 6. A good general reference is [Pa].

4.1 Completely positive maps

Recall that if � : A → B is a map between C∗ -algebras (or self-adjoint sub-
spaces of C∗ -algebras), then � induces a map �(n) from Mn(A) to Mn(B) in the
obvious way. � is positive if �(A+) ⊆ B+; � is n-positive if �(n) is positive,
and � is completely positive if � is n-positive for all n. A unital 2-positive map
is automatically a contraction. Compositions and pointwise limits of n-positive
[resp. completely positive] maps are n-positive [resp. completely positive]. If A
and B are C∗ -algebras, with B unital, and � is a completely positive contraction
from A to B, then � extends (uniquely) to a unital completely positive map
from A+ to B.
A complete order embedding from A to B is a completely positive isometry

� from A into B such that �−1 is a completely positive map from �(A) to A.
A surjective complete order embedding is a complete order isomorphism.
Note that for a completely positive map � to be a complete order embed-

ding, it is not su�cient in general that � be isometric (we are indebted to V.
Paulsen for this observation.) It is su�cient (and also necessary) that � be
completely isometric.
Completely positive maps are natural and important, largely because of the

characterization given by Stinespring’s Theorem, which we recall in the form
we will use. First we establish some useful notation:

De�nition 4.1.1. Let � : A→ B be a map; and p a projection in B. Write �p
for the map from A to pBp de�ned by �p(x) = p�(x)p. �p is the compression
of � to p (or to pBp). If � is n-positive [resp. completely positive]; then �p
is n-positive [resp. completely positive].

Theorem 4.1.2. (Stinespring [St]) Let A be a unital C∗-algebra; and � a
completely positive unital map from A to B(H). Then � is the compression
of a homomorphism; i.e. there is a Hilbert space H̃ containing H and a
∗-homomorphism � : A→ B(H̃) such that � = �p; where p is the projection
of H̃ to H. H̃ and � are canonically associated with �; and are minimal in
the sense that if Ĥ is any Hilbert space containing H; and � : A→ B(Ĥ) is a
∗-homomorphism whose compression to H is �; then there is an isometric map
of H̃ onto the smallest subspace of Ĥ which contains H and is invariant under
�; such that the restriction of � to H̃ is �. If A and H are �nite-dimensional;
then H̃ is �nite-dimensional.

Outline of proof. De�ne a pre-inner product on the algebraic tensor product
A⊗H by 〈a⊗�; b⊗�〉 = 〈�(b∗a)�; �〉. Let H̃ be the completion; and embed H
into H̃ by sending � to 1⊗ �. Let �(x)(a⊗ �) = xa⊗ �. If (Ĥ; �) is as above,
map H̃ to Ĥ by sending a⊗ � to �(a)�.
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Corollary 4.1.3. Let � be a completely positive contraction between C∗-
algebras A and B. If x ∈ A; then �(x∗x) = �(x)∗�(x); and if �(x∗x) =
�(x)∗�(x); then �(yx) = �(y)�(x) for all y ∈ A.

Proof. We may assume A is unital, B = B(H); and � is unital. �(x∗x) =
�(x)∗�(x) if and only if �(x)p = p�(x)p:

Corollary 4.1.4. A complete order isomorphism between C∗-algebras is a ∗-
isomorphism.

Proof. Let � : A→ B be a completely positive surjective isometry, with com-
pletely positive inverse �−1. Then if x ∈ A and y = �(x); we have

y∗y = �(�−1(y∗y))= �(�−1(y)∗�−1(y)) = �(x∗x)= �(x)∗�(x) = y∗y

so �(x∗x) = �(x)∗�(x). The result now follows from 4.1.3.

4.1.3 and 4.1.4 are actually true for 2-positive maps [Ch1].

Corollary 4.1.5. Let � : A → B be a completely positive contraction; and
x ∈ A; ‖x‖ = 1. If �(x) is unitary in B; or if x = 0 and �(x) is a projection
in B, then �(xy) = �(x)�(y) and �(yx) = �(y)�(x) for all y ∈ A.

Proof. If 05 x 5 1 and �(x) is a projection, then �(x)= �(x2)= �(x)2 =
�(x). If �(x) is unitary, then 1 = �(x)∗�(x)5 �(x∗x)5 1. So in both cases
�(yx) = �(y)�(x) for all y. In both cases we also have �(x)�(x∗) = �(xx∗),
so �(xy) = [�(y∗x∗)]∗ = [�(y∗)�(x∗)]∗ = �(x)�(y) for all y.

We then get the following variant of 4.1.4.

Corollary 4.1.6. Let A and B be C∗-algebras. Assume B is unital and that
every extreme point of the unit ball of B is unitary (cf. [Pd, 1.4.7].) If � is
a completely positive isometry from A onto B; then A is unital and � is a
∗ -isomorphism. (In particular; �−1 is completely positive.)

Proof. � and �−1 send extreme points of the unit ball to extreme points of the
unit ball, so the unit ball of A contains extreme points and hence A is unital
[Pd, 1.4.7]. Let x be a unitary in A. Then �(x) is extreme in the unit ball of
B, hence unitary, and so � is multiplicative on x in the sense of 4.1.5. Thus
� is multiplicative on all of A since the unitaries in A span A.

Corollary 4.17 (cf. [Cr]). For any d ¿ 0 and � ¿ 0 there is a � ¿ 0 such
that; whenever A is a C∗-algebra; D is a �nite-dimensional C∗-subalgebra of A
with dim(D)5 d; H is a Hilbert space; q is a projection in B(H), and � : A→
B(H) is a completely positive contraction with �q approximately multiplicative
within � on D (2:3:3); then there is a completely positive contraction  from
A to B(H) with  q exactly multiplicative on D and ‖�−  ‖¡ �.
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Proof. By replacing A;D by A+; D+ if necessary, we may assume A is unital,
D contains the unit of A, and � is unital. If �q is approximately multiplicative
within �, then �(D) approximately commutes within � with q. There is then
a projection q′ ∈ B( H̃), commuting with �(D); with ‖q − q′‖ ¡ �′; with �′

depending on d and � [BKR, Sect. 2]. Then there is a unitary u ∈ B(H̃) with
‖u − 1‖ ¡ 2�′ and q′ = uqu∗ [B1 3, 4.3.2 and 4.6.5]. Set �(x) = u∗�(x)u
and  = �p. ‖� −  ‖ ¡ 4�′ ¡ � if � is small enough (depending on d.)
�(D) commutes with q, and hence �q is multiplicative on D.  q = �q since q
commutes with p (because q5 p).

Finally, we have Arveson’s extension theorem (a generalization of the
Hahn-Banach Theorem for states) which gives a strong form of injectivity
for �nite-dimensional C∗ -algebras (and, more generally, type I factors.) For
another generalization of the Hahn-Banach Theorem, see 3.2.3.

Proposition 4.1.8. [Ar] Let B be a �nite-dimensional C∗-algebra; and let
Y ⊆ X be operator systems. They any completely positive contraction from
Y to B can be extended to a completely positive contraction from X to B.
In particular; if � is a complete order embedding from B into an operator
system X; then there is a completely positive idempotent contraction from X
onto �(B).

4.2 Complete order embeddings

Proposition 4.2.1. [CE 2, 3.1] Let A be a C∗ -algebra; ! a completely positive
idempotent map from A to A. Then !(A) is completely order isomorphic to
a C∗ -algebra B; with multiplication given by x · y = !(xy); where xy is the
product in A. If C is the C∗ -subalgebra of A generated by !(A); then ! |C
is a ∗-homomorphism from C onto B.

Proposition 4.2.2. [CE 1, 4.1] Let A and B be C∗-algebras; and � a complete
order embedding of B into A. If C is the C∗-subalgebra of A generated by
�(B); then the map �−1 : �(B) → B extends to a ∗-homomorphism from C
onto B.

Proposition 4.2.3. Let A be an operator space; �: A → A a completely pos-
itive �nite-rank contraction. Set S = {x ∈ A : �(x) = x}. Then there is
an idempotent completely positive contraction from A onto S. So if A is a
C∗-algebra; then S is completely order isomorphic to a (�nite-dimensional)
C∗-algebra.

Proof. Let C = �(A), and let 
 be the set of all completely positive con-
tractions from A to C which are the identity on S. Then 
 is a nonempty
compact convex set in the topology of pointwise convergence (since C is �nite-
dimensional.) Let T: 
→ 
 be de�ned by T (!) = � ◦!. Then T has a �xed
point  by the Schauder �xed-point theorem. If x ∈ A, then �( (x)) =  (x),
so  (x) ∈ S, and hence  ( (x)) =  (x) since  is the identity on S. The last
statement follows from 4.2.1.



Generalized inductive limits of �nite-dimensional C∗ -algebras 359

De�nition 4.2.4. A map � between C∗-algebras A and B is supermultiplica-
tive if; for all x1; : : : ; xn ∈ A; ‖�(x1)�(x2) : : : �(xn)‖= ‖�(x1x2 : : : xn)‖:
Proposition 4.2.5. A complete order embedding of one C∗-algebra into an-
other is supermultiplicative.

Proof. Follows immediately from 4.2.2, since the ∗ -homomorphism extending
�−1 is norm-decreasing.

The converse is true in the �nite-dimensional case, and there is also an
approximate version:

Proposition 4.2.6. Let A and B be �nite-dimensional C∗-algebras; and � :
A → B a completely positive supermultiplicative contraction. Then � is a
complete order embedding.

Proof. The proof is a simpli�ed version of the proof of 4.2.8 below, taking
� = � = 0.

Corollary 4.2.7. If B1; : : : ; Bm are �nite-dimensional C∗-algebras with B =
B1 ⊕ : : : ⊕ Bm′ and � = �1 ⊕ : : : ⊕ �m is a complete order embedding of a
matrix algebra into B; then at least one �j is a complete order embedding.

Proposition 4.2.8. Let d ¿ 0 and � ¿ 0. Then there is a � ¿ 0 such
that; whenever A is a �nite-dimensional C∗-algebra with dim(A) 5 d and
matrix units {erij : 1 5 i; j 5 kr; 1 5 r 5 n}; B is a �nite-dimensional
C∗-algebra; and � is a completely positive contraction from A to B with
‖�(er12)�(er23) : : : �(erkr−1; kr )‖= 1− � for all r; then there is a complete order
embedding  from A to B with ‖ − �‖¡ �.

Proof. Fix A and � ¿ 0, and let � be as above for some �; 0 ¡ � ¡ 1: To
simplify notation, set yrij = �(erij) for each i; j; r; then (y

r
ij)
∗ = yrji. For each

r let pr be the spectral projection of yr12y
r
23 : : : y

r
kr−1; kr y

r
kr ; kr−1 : : : y

r
32y

r
21 corre-

sponding to the largest eigenvalue [=(1− �)2]. Then pr-0, and
(1− �)2pr 5 pryr12y

r
23 : : : y

r
j−1; jy

r
j; j−1 : : : y

r
21pr 5 pr

for 1¡ j 5 kr; since by 4.1.3

yr12y
r
23 : : : y

r
kr−1; kr y

r
kr ; kr−1 : : : y

r
21 5 yr12 : : : y

r
kr−2; kr−1y

r
kr−1; kr−2 : : : y

r
21

5 : : :5 yr12y
r
21 5 (yr11)

2

So if zr11 = pry
r
11; z1j = pry

r
12y

r
23 : : : y

r
j−1; j for 1¡ j 5 kr , then zr1j is approxi-

mately a partial isometry with range projection pr . The support projections are
also approximately orthogonal since

zr∗1j z
r
1j 5 yrj; j−1y

r
j−2; j−1 : : : y

r
21y

r
12 : : : y

r
j−1; j 5 (yrjj)

2 5 yrjj

by 4.1.3, and
∑

j; r y
r
jj 5 1. Thus, if zrij = z

r∗
1i z

r
1j, then {zrij; 1−

∑
j; r z

r
jj} forms a

set of approximate matrix units of type A⊕C in B within �1 [BKR, 2.2], where
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�1 may be made as small as desired by making � su�ciently small. Then by
[BKR, 2.3] this set of approximate matrix units can be moved by not more
than a small �2 to yield a set of exact matrix units {frij; q} in B generating a
unital subalgebra isomorphic to A⊕ C. q approximately commutes with �(A)
within �3, and ‖frij − (1− q)yrij(1− q)‖¡ �3 for all i; j; r, where �3 can also
be made small by choosing � su�ciently small. If we set �(erij) = f

r
ij, then �

is an injective ∗-homomorphism from A to (1−q)B(1−q), and if  = �+�q,
then  is a complete order embedding which can be made as close as desired
to � by choosing � small enough.

Remark 4.2.9. In 4.2.8, the requirement that B be �nite-dimensional can be
relaxed to only require that B have real rank zero, by making a slight mod-
i�cation in the selection of the projection pr . It appears that the result may
be true with no restrictions on B, but the proof would be considerably more
complicated.

Recall that every complete order embedding of one �nite-dimensional
C∗ -algebra into another is a direct sum of an injective, ∗-homomorphism and
another completely positive contraction:

Proposition 4.2.10. [CE 2, 7.1] Let A and B be �nite-dimensional C∗-alge-
bras; and � a complete order embedding of A into B. Then there is a pro-
jection h in B such that � = �h + �1−h and such that �h is an injective
∗-homomorphism from A to hBh. (Conversely; any completely positive con-
traction with an injective ∗-homomorphism as a direct summand is a complete
order embedding.)

As a corollary, we get a version of 4.1.7 for complete order embeddings:

Corollary 4.2.11. For any d ¿ 0 and � ¿ 0 there is a � ¿ 0 such that;
whenever A is a �nite-dimensional C∗-algebra; D is a C∗-subalgebra of A
with dim(D) 5 d; H is a �nite-dimensional Hilbert space; q is a projection
in B(H); and �: A → B(H) is a completely positive contraction with �q a
complete order embedding on A which is approximately multiplicative within
� on D; then there is a completely positive contraction  from A to B(H)
with  q a complete order embedding on A which is exactly multiplicative on
D and ‖�−  ‖¡ �:

Proof. Let d ¿ 0 and � ¿ 0, and choose � as in 4.1.7. Suppose A;D;H; q, and
� are as above. Let h5 q be such that �q = (�q)h+(�q)1−h and (�q)h = �h is
an injective ∗-homomorphism. Then � = �h+�1−h, and �1−h is a completely
positive contraction from A to (1 − h)B(H)(1 − h) ∼= B((1 − h)H) such that
(�1−h)q−h = �q−h = (�q)q−h is approximately multiplicative within � on D,
so there is a completely positive contraction � from A to (1− h)B(H)(1− h)
such that �q−h is exactly multiplicative on D, with ‖� − �1−h‖ ¡ �. Then
 = �h + � has the desired properties.
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4.3 CP-maps and states
There is a one-one correspondence between completely positive maps from a
C∗ -algebra A to Mn and positive linear functionals on Mn(A) [Pa, Sect. 5],
given as follows: if � : A → Mn, set s�((aij)) = n−1

∑
i; j(�(aij)ij), and if

s : Mn(A) → C, set (�s(a))ij = s(a ⊗ eij). (If A has a unit and � is unital,
then s� is unital, but if s is a state then �s is not necessarily unital.) This
correspondence is a homeomorphism for the weak-∗ topologies (topology of
pointwise convergence.) As a consequence, many results about states have
analogs for completely positive maps into matrix algebras. We will need one
such result. We �rst describe the result for states, which is probably well known
but does not seem to be explicitly written in the literature.

Proposition 4.3.1. Let A be a C∗-algebra; J a closed 2-sided ideal. Let R =
{s ∈ S(A): s|J is a state on J}: Then the weak-∗ closure of R in S(A) is
{s: s(J⊥) = 0}. If J is an essential ideal in A; then R is dense in S(A).
Proof. This follows immediately from [Dx, 3.4.2], taking the set (�i) to be
the set of irreducible representations of A which are nonzero on J .

De�nition 4.3.2. An increasing approximate identity 〈pi〉 for a C∗-algebra is
almost idempotent if pipj = pi for i ¡ j.

An increasing approximate identity of projections is almost idempotent. Every
�-unital C∗ -algebra has an almost idempotent approximate identity, which can
be easily constructed from a strictly positive element by functional calculus.

Proposition 4.3.3. Let 〈pi〉 be an almost idempotent approximate identity in
a C∗-algebra B. Then {s ∈ S(B): s(pi) = 1 for su�ciently large i} is weak-∗
dense in S(B).

Proof. If s ∈ S(B), then s(pi) → 1: If s(pi) ¿ 0, de�ne si ∈ S(B) by si(x)
= s(pi)−1s(p

1=2
i xp

1=2
i ). Then si → s, and si(pj) = 1 for i ¡ j.

Proposition 4.3.4. Let J be an essential ideal in a C∗-algebra A; and let 〈pi〉
be an almost idempotent approximate identity for J. Then {s ∈ S(A): s(pi) =
1 for some i} is weak-∗ dense in S(A).
Proof. Combine 4.3.1 and 4.3.3.

Corollary 4.3.5. Let J be an essential ideal in a unital C∗-algebra A; and 〈pi〉
an almost idempotent approximate identity for J. If B is a �nite-dimensional
C∗-algebra; let CP1(A; B) be the set of all completely positive unital maps
from A to B. Then {� ∈ CP1(A; B) : �(pi) = 1 for some i} is dense in
CP1(A; B) in the topology of pointwise convergence.

Proof. This almost follows immediately from 4.3.4. We may assume B is a
matrix algebra Mn by considering each central summand separately. If � ∈
CP1(A; B); write s� ∈ S(Mn(A)) as a limit of si; where si(pi ⊗ 1) = 1. Then
�si → �. However, �si is not necessarily unital. But �si(pi) = �si(1) → 1,
so for su�ciently large i; �si(pi) is invertible, and if  i is de�ned by  i(x) =
�si(pi)

−1=2�si(x)�si(pi)
−1=2, then  i ∈ CP1(A; B) and  i → �.
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Corollary 4.3.6. Let J be an essential ideal in a C∗-algebra A; and 〈pi〉 an
almost idempotent approximate identity for J. If B is a �nite-dimensional C∗-
algebra; let CPc(A; B) be the set of all completely positive contractions from
A to B. Then {� ∈ CPc(A; B): �(pi) = 1 for some i} is dense in CPc(A; B) in
the topology of pointwise convergence.

Proof. CPc(A; B) is in natural 1-1 correspondence with CP1(A+; B).

5 Nuclearity and NF algebras

5.1 Generalized inductive systems and nuclearity

We �rst recall the de�nition and most important properties of nuclear C∗ -
algebras, summarized in the following proposition, which is an amalgamation
of several important and deep theorems:

Proposition 5.1.1. Let A be a C∗-algebra. The following are equivalent:

(i) The identity map on A can be approximated in the point-norm topology by
completely positive �nite-rank contractions from A to A; i.e. given x1; : : : ; xn ∈
A and � ¿ 0; there is a completely positive �nite-rank contraction �: A→ A
with ‖xi − �(xi)‖¡ � for 15 i 5 n

(ii) The identity map on A can be approximated in the point-norm topology
by completely positive contractions through �nite-dimensional C∗-algebras
[matrix algebras]; i.e. given x1; : : : ; xn ∈ A and � ¿ 0; there is a �nite-
dimensional C∗-algebra [matrix algebra] B and completely positive contrac-
tions � : A → B and � : B → A such that ‖xi − � ◦ �(xi)‖ ¡ � for 1 5
i 5 n

(iii) For every C∗-algebra B; the algebraic tensor product A�B has a unique
C∗-cross norm

(iv) A∗∗ is an injective von Neumann algebra

(v) A is C∗-amenable; i.e. every derivation from A into a dual normal A-
bimodule is inner.

A C∗ -algebra with these properties is called nuclear.
The class of nuclear C∗ -algebras includes all type I C∗ -algebras and

is closed under inductive limits, tensor products, and crossed products by
amenable groups. For more about nuclear C∗ -algebras, and attributions and
proofs of the various parts of 5.1.1, see [La] and its references.
In order to deal with inductive limits of NF algebras, we need the next two

facts:

Lemma 5.1.2. Let (An; �m;n) be a generalized inductive system of C
∗ -algebras;

with the �m;n complete order embeddings. If each An is nuclear; then A is
nuclear.
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Proof. Let x1; : : : ; xk ∈ A and � ¿ 0. Choose n large enough that there are
y1; : : : ; yk ∈ An with ‖xj − �n(yj)‖ ¡ �=3 for 1 5 j 5 k. Choose a �nite-
dimensional C∗ -algebra B and completely positive contractions �: An → B and
� : B → An such that ‖yj − � ◦ �(yj)‖ ¡ �=3 for all j. Extend the completely
positive contraction � ◦ �−1n : �n(An) → B to a completely positive contraction
!: A → B by 4.1.8. Then � = �n ◦ � ◦ ! is a completely positive �nite-rank
contraction from A to A, and

‖xj − �(xj)‖5 ‖xj −�n(yj)‖+ ‖yj − � ◦ �(yj)‖+ ‖� ◦ �(yj)− � ◦!(xj)‖¡ �

for all j, so A is nuclear.

Proposition 5.1.3. Let (An; �m;n) be a generalized inductive system of C∗-
algebras; with the �m;n completely positive contractions. If each An is nuclear;
then A is nuclear.

Proof. Let Bn = A1 ⊕ : : :⊕ An,  n; n+1 = idBn ⊕ �n;n+1: Bn → Bn+1, and de�ne
 m; n for m ¡ n by composition; then (Bn;  m; n) is a generalized inductive
system with each Bn nuclear and each  m; n a complete order embedding, so
B = lim→ (Bn;  m; n) is nuclear, and A is a quotient of B.

Using nuclearity, we can obtain approximate cross sections for the embed-
ding maps in a generalized inductive system of nuclear C∗ -algebras:

Proposition 5.1.4. Let (An; �m;n) be a generalized inductive system with the
�m;n completely positive contractions; and A = lim→ (An; �m;n). Suppose A is

nuclear (e.g. suppose each An is nuclear). Then there are completely positive
contractions n : A→ An such that �n ◦ n converges to idA in the point-norm
topology; and such that the n are asymptotically multiplicative; i.e. given
{x1; : : : ; xk} ⊆ A and � ¿ 0; then n is approximately multiplicative within �
on {x1; : : : ; xk} for all su�ciently large n.
Proof. Regard A as a C∗ -subalgebra of (

∏
An)=(⊕An) in the standard way,

and let � : A → ∏
An be a completely positive contractive cross section for

the quotient map � :
∏
An → (

∏
An)=(⊕An) [CE 1]. Let m be � followed

by projection of
∏
An onto the m’th coordinate Am. Since � is isometric and

multiplicative modulo sequences converging to zero, the properties of the n
follow.

Proposition 5.1.5. Let (An; �m;n) and (Bn;  m; n) be generalized inductive sys-
tems for a nuclear C∗-algebra A; with each An and Bn separable and each
�m;n and  m; n a completely positive contraction. Then the systems are asymp-
totically equivalent as in 2:4:1; with the maps �n and �n completely positive
contractions.

Proof. Let n : A→ An and �n : A→ Bn be cross sections as in 5.1.4. One can
then inductively de�ne �n : Arn → Bsn to be �sn ◦�rn for su�ciently large sn, and
then �n: Bsn → Arn+1 by �n = rn+1 ◦ sn for su�ciently large rn+1. If sn and rn+1
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are chosen su�ciently large at each stage, the �n and �n give an asymptotic
intertwining between the systems. The technical details are straightforward but
messy, and are left to the reader.

It is worth noting that when intertwining generalized inductive systems with
completely positive contractions, asymptotic multiplicativity is automatic:

Proposition 5.1.6. Let (An; �m;n) and (Bn;  m; n) be ∗-linear generalized in-
ductive systems of C∗-algebras; with all �m;n and  m; n completely pos-
itive contractions. If (�n) and (�n) are sequences of completely positive
linear contractions satisfying (1), (3), and (4) of 2:4:1; then the �n and
�n are automatically asymptotically multiplicative and form an asymptotic
intertwining.

Proof. The induced maps � and � are complete order isomorphisms between
A and B, hence are C∗ -isomorphisms by 4.1.4.

5.2 Characterization of NF algebras

De�nition 5.2.1. A separable C∗-algebra A is an NF algebra if A is iso-
morphic to the inductive limit of a generalized inductive system (An; �m;n)
where the An are �nite-dimensional and the �m;n are completely positive con-
tractions. Such a system is called an NF system for A. If each �m;n is a
complete order embedding; the system is called a strong NF system and A is
called a strong NF algebra.

Theorem 5.2.2. Let A be a separable C∗-algebra. The following are equiva-
lent:
(i) A is an NF algebra
(ii) A is a nuclear MF algebra
(iii) A is nuclear and can be embedded as a C∗-subalgebra of (

∏
Mkn)=

(⊕Mkn) for some sequence 〈kn〉
(iv) A is nuclear and has an essential quasidiagonal extension by the com-
pact operators K
(v) A is nuclear and (weakly) quasidiagonal
(vi) The identity map on A can be approximated in the point-norm topol-
ogy by completely positive approximately multiplicative contractions through
�nite-dimensional C∗-algebras; i.e. given x1; : : : ; xm ∈ A and � ¿ 0; there is a
�nite-dimensional C∗-algebra B and completely positive contractions �: A→
B and �: B→ A such that ‖xi−� ◦ �(xi)‖¡ � and ‖�(xixj)− �(xi)�(xj)‖¡ �
for all i; j.
(vii) A is nuclear and there is a continuous �eld of C∗-algebras 〈B(t)〉 over
N ∪ {∞} with B(∞) ∼= A and B(n) �nite-dimensional for n ¡∞.
(viii) A is nuclear and there is a continuous �eld of C∗-algebras 〈B(t)〉 over
N ∪ {∞} with B(∞) ∼= A and B(n) = Mkn for n ¡∞.
Proof. (i)⇒ (ii): An NF algebra is obviously MF, and is nuclear by 5.1.2.

(ii); (iii); (iv); (vii); and (viii) are equivalent by 3.2.2.
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(iv) ⇒ (v): A nuclear C∗ -algebra which has a quasidiagonal extension by the
compacts is itself quasidiagonal by [DHS, 4.2].
(One could also use 3.1.4 to show (vi)⇒ (v).)

(v)⇒ (iv) is trivial.

(iii)⇒ (vi) and (vi)⇒ (i) are the most involved steps.

(iii) ⇒ (vi): Suppose A is a C∗ -subalgebra of (
∏
Mkn)=(⊕Mkn) for some se-

quence 〈kn〉; and let �:
∏
Mkn → (

∏
Mkn)=(⊕Mkn) be the quotient map. � has

a completely positive contractive cross section � : A→∏
Mkn by nuclearity of

A (� is actually a complete order embedding). Let x1; : : : ; xm ∈ A and � ¿ 0.
By nuclearity of A, choose a �nite-dimensional C∗ -algebra D and completely
positive contractions �: A→ D and  : D→ A such that ‖xj− ◦�(xj)‖ ¡ �=2
for 15 j 5 m. Since � is multiplicative modulo sequences converging to zero,
there is an r such that �r ◦ � : A →

∏∞
n=rMkn (2.2.2) is approximately multi-

plicative within � on {x1; : : : ; xm}.  = �r ◦ � is a complete order embedding
from A into

∏∞
n=rMkn . By 4.1.8 �◦−1 : (A)→ D extends to a completely pos-

itive contraction � from
∏∞
n=rMkn to D. Let pi be the projection in

∏∞
n=rMkn

which is 1 in the �rst i places and 0 elsewhere; then 〈pi〉 is an approximate
identity for the essential ideal

⊕∞
n=rMkn of

∏∞
n=rMkn . Thus by 4.3.6 there is

a completely positive contraction from
∏∞
n=rMkn to D supported on some pi

and approximating �, i.e. there is an s ¿ r and a completely positive (unital)
contraction ! from B =

∏s
n=rMkn to D such that ‖!◦�sr ◦�(xj)−�(xj)‖¡�=2

for 15j5m. Set � = �sr ◦ �: A→ B and � =  ◦ !: B→ A. Then

‖� ◦ �(xj)− xj‖5 ‖ ◦ ! ◦ �sr ◦ �(xj)−  ◦ �(xj)‖+ ‖ ◦ �(xj)− xj‖¡ �

for 15 j 5 m, and � is approximately multiplicative within � on {x1; : : : ; xm}
since �r ◦ � is.
(vi) ⇒ (i): De�ne a sequence An of �nite-dimensional C

∗ -algebras and com-
pletely positive contractions �n;n+1 : An → An+1 inductively as follows. Let
{x1; x2; : : :} be a dense set in A; let �1 : A → A1 and �1 : A1 → A be
completely positive contractions with ‖x1 − �1 ◦ �1(x1)‖ ¡ 1=2, for some
�nite-dimensional C∗ -algebra A1. Suppose A1; : : : ; An; �1;2; : : : ; �n−1; n have been
de�ned, with �m : A → Am and �m : Am → A. Let �n+1 : A → An+1 and
�n+1 : An+1 → A be completely positive contractions with An+1 a �nite-
dimensional C∗ -algebra, such that �n+1 ◦ �n+1 is within 2−n of the identity
on {x1; : : : ; xn} and on the unit ball of �n(An) and the subspace spanned
by {xy : x; y ∈ �n(An)}, and such that �n+1 is approximately multiplica-
tive within 2−n on this set. Set �n;n+1 = �n+1 ◦ �n : An → An+1, and if
m ¡ n; de�ne �m;n : Am → An by composition. We have the following
inequalities:

‖�j − �j+1 ◦ �j; j+1‖ = ‖�j − (�j+1 ◦ �j+1) ◦ �j‖5 2−j
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for any j, and so for m ¡ n,

‖�m−1 − �n−1 ◦ �m−1; n−1‖
5 ‖�m−1 − �m ◦ �m−1; m‖+ ‖�m ◦ �m−1; m − �m+1 ◦ �m;m+1 ◦ �m−1; m‖
+ : : :+ ‖�n−2 ◦ �n−3; n−2 ◦ : : : ◦ �m−1; m
−�n−1 ◦ �n−2; n−1 ◦ · · · ◦ �m−1; m‖

5
n−m+1∑
j=0

2−m−j+1 ¡ 2−m+2

and thus for k ¡ m ¡ n;

‖�m−1 ◦ �k;m−1 − �n−1 ◦ �k;n−1‖
= ‖�m−1 ◦ �k;m−1 − �n−1 ◦ �m−1; n−1 ◦ �k;m−1‖¡ 2−m+2 :

Also, if  1;  2 are any contractive maps between normed algebras B and C,
and u; v ∈ B; then

‖ 1(u) 1(v)−  2(u) 2(v)‖
5 ‖ 1(u)[ 1(v)−  2(v)]‖+ ‖[ 1(u)−  2(u)] 2(v)‖
5 2‖ 1 −  2‖ ‖u‖ ‖v‖ :

We claim that (An; �m;n) is a generalized inductive system, i.e. is asymp-
totically multiplicative. For any k and x; y ∈ Ak , and k ¡ m ¡ n, we have,
setting z = �k;m−1(x), w = �k;m−1(y) for notational simplicity:

‖�k;n(x)�k;n(y)− �m;n(�k;m(x)�k;m(y))‖
5 ‖[�n ◦ �n−1(�k;n−1(x))][�n ◦ �n−1(�k;n−1(y))]

−�n([�n−1 ◦ �k;n−1(x)][�n−1 ◦ �k;n−1(y)])‖
+‖�n([�n−1 ◦ �k;n−1(x)][�n−1 ◦ �k;n−1(y)])
−�n([�m−1 ◦ �k;m−1(x)][�m−1 ◦ �k;m−1(y)])‖

+‖�n([�m−1(z)][�m−1(w)])− �n(�m ◦ �m([�m−1(z)][�m−1(w)]))‖
+‖�n(�m ◦ �m([�m−1(z)][�m−1(w)]))
−�n(�m([�m ◦ �m−1(z)][�m ◦ �m−1(w)]))‖

+‖�n(�m(�k;m(x)�k;m(y)))− �n(�n−1 ◦ �m;n−1(�k;m(x)�k;m(y)))‖
5 (2−n+1 + 2 · 2−m+2 + 2−m+1 + 2−m+1 + 2−m+2)‖x‖ ‖y‖
5 9 · 2−m+1‖x‖ ‖y‖ :

This su�ces to show that the �m;n are asymptotically multiplicative.
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The maps �n and �n de�ne an asymptotic intertwining in the sense of
2.4.2 between the system (An; �m;n) and the constant system (A; id), taking the
subspace Sn in the n’th copy of A to be �n(An). Thus the inductive limits are
isomorphic.

Contrast condition 5.2.2(vi) with the condition of 3.1.4. The separable
quasidiagonal C∗ -algebras form a class containing the NF algebras and con-
tained in the MF algebras, and distinct from either (for example, C∗(F2) is
quasidiagonal but not NF, and the example of [Ws, Prop. 5] is MF but not
quasidiagonal.)

5.3 Properties of NF algebras

Although a C∗-subalgebra of an NF algebra need not be NF because it is not
necessarily nuclear, we have:

Corollary 5.3.1. A nuclear C∗-subalgebra of an NF algebra is NF.

Corollary 5.3.2. Every nuclear residually �nite-dimensional C∗-algebra (in
particular; every subhomogeneous C∗-algebra) is an NF algebra.

Corollary 5.3.3. If A is any separable nuclear C∗-algebra; then CA and SA
(3:3:4) are NF algebras.

Corollary 5.3.4. Every separable nuclear C∗-algebra is a quotient of an NF
algebra.

Proof. A is a quotient of CA. As an alternate proof, by [Kb] A is a quotient
of a C∗ -subalgebra B of a UHF algebra by an AF ideal J ; B is MF by 3.3.1
and nuclear since it is an extension of A by J .

Corollary 5.3.5. Let (An; �m;n) be a generalized inductive system of C∗-
algebras; with each �m;n a completely positive contraction. If each An is an
NF algebra; then A is an NF algebra.

Proof. Combine 5.1.3 and 3.4.4.

Remark 5.3.6. 5.1.4 can be used to give a simple proof of 5.3.5 from 5.1.3
without using 3.4.4: given x1; : : : ; xk ∈ A and � ¿ 0, choose n so that �n ◦ n
is almost the identity and n is almost multiplicative on x1; : : : ; xk , and choose
�: An → B and �: B → An to be completely positive contractions with � ◦ �
almost the identity and � almost multiplicative on n(x1); : : : ; n(xk); then �◦n :
A→ B and �n ◦ �: B→ A are maps as in 5.2.2(vi).

Corollary 5.3.7. Every ASH algebra is NF.

Not every NF algebra is ASH, since an ASH algebra is residually stably �nite
and an NF algebra is not necessarily residually stably �nite by 5.3.4. The
examples of [Bn], [BD], and [DL] are residually stably �nite and NF, but not
ASH; the ones from [Bn] and [BD] are also not quasidiagonal in their natural
representations, hence are not strongly quasidiagonal C∗ -algebras. See [Sa] for
related examples.
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Corollary 5.3.8. Let (An; �m;n) be an NF system; and A = lim→ (An; �m;n). Then

there are asymptotic cross sections n as in 5:1:4:

Proposition 5.3.9. Any two NF systems for an NF algebra are asymptot-
ically equivalent as in 2:4:1; with the maps �n and �n completely positive
contractions.

Proof. This is a special case of 5.1.5.

The next proposition is of interest in constructing “good” NF systems with
respect to AF C∗ -subalgebras.

Proposition 5.3.10. Let A be an NF algebra; and let 〈Bn〉 be an increas-
ing sequence of �nite-dimensional C∗-subalgebras of A. Then there is an
NF system (An; �m;n) for A and C∗-subalgebras Cn of An; with Cn ∼= Bn;
such that �n;n+1 is exactly multiplicative on Cn; �n; n+1(Cn) ⊆ Cn+1; and
�n(Cn) = Bn.

Proof. Fix an NF system (Dn;  m; n) for A, and let n : A→ Dn be as in 5.1.4.
First do the following construction inductively on n. Let {erij(n)} be a set

of matrix units for Bn, and set dn = dimBn. Choose �n 5 2−n such that,
whenever {frij} and {grij} are matrix units for copies of Bn inside a unital
C∗ -algebra D, with ‖frij − grij‖ ¡ 4�n for all i; j; r; there is a unitary u ∈ D
with ‖u− 1‖¡ 2−n and grij = u

∗friju for all i; j; r.
Then choose �n 5 �n, �n 5 �n−1, such that whenever C and D are �nite-

dimensional C∗ -algebras with C containing (a copy of) Bn, and � : C → D is a
completely positive contraction which is approximately multiplicative within �n
on Bn, there is a completely positive contraction �: C → D with ‖�−�‖¡ �n
and � exactly multiplicative on Bn (4.1.7).
Next choose �n 5 �n=2 such that whenever {� rij} are approximate matrix

units within �n of type Bn in a C
∗ -algebra �, then there are exact matrix units

{frij} in � with ‖� rij − frij‖¡ �n=2dn [BKR, 2.3].
Then choose kn ¿ kn−1 such that { k;m ◦k(erij(n))} is a set of approximate

matrix units within �n, and that ‖ k;m ◦ k(erij(n)) − m(erij(n))‖ ¡ �n, for all
kn 5 k ¡ m. By replacing kn by k ¿ kn and kn by  kn; k ◦ kn if necessary,
we may assume that  kn;m is approximately multiplicative within �n=2dn on
{kn(erij(n))} for all m ¿ kn.

Set An = Dkn . By the choice of �n there are exact matrix units {frij(n)} in
An, of type Bn, with ‖frij(n) − kn(erij(n))‖ ¡ �n=2dn. Let Cn be the span of
{frij(n)}. This completes the �rst inductive construction.

We now do a second inductive construction. Fix n.  kn; kn+1 is ap-
proximately multiplicative on {kn(erij(n))} within �n=2dn, and since
‖frij(n) − kn(erij(n))‖¡ �n=2dn, it follows that  kn; kn+1 is approximately mul-
tiplicative on Cn within �n. Thus there is a completely positive contraction
�n; n+1: An → An+1 with ‖�n; n+1 −  kn; kn+1‖¡�n, and �n; n+1 exactly multiplica-
tive on Cn. Let {frij(n)} be the matrix units for Cn de�ned above. Let ! be
the embedding of Bn into Cn+1 which is the composition of the inclusion



Generalized inductive limits of �nite-dimensional C∗ -algebras 369

of Bn into Bn+1 and the map sending erij(n + 1) to frij(n + 1), and set
grij(n) = !(e

r
ij(n)). Then

‖�n; n+1(frij(n))− grij(n)‖
5 ‖�n; n+1(frij(n))−  kn; kn+1(frij(n))‖
+‖ kn; kn+1(frij(n))−  kn; kn+1(kn(erij(n)))‖
+‖ kn; kn+1(kn(erij(n)))− kn+1(erij(n))‖

+‖kn+1(erij(n))− grij(n)‖¡ �n +
�n
2
+ �n +

�n+1
2
5 4�n

So there is a un ∈ An+1 such that ‖un−1‖¡ 2−n and grij(n) = u∗n �n; n+1(frij(n))un
for all i; j; r. Set �n;n+1 = (ad un)◦�n; n+1. Then �n;n+1 is a completely positive
contraction from An to An+1, and ‖�n;n+1−  kn; kn+1‖¡ 3 · 2−n. This completes
the second inductive construction.
De�ne �m;n: Am → An for m ¡ n by composition. Then (An; �m;n) is an

NF system with inductive limit isomorphic to A by 2.4.3, and the Cn have the
right properties with respect to the �m;n.

6 Strong NF algebras

6.1 Properties of strong NF algebras

Recall the de�nition of a strong NF algebra from 5.2.1.

Theorem 6.1.1. Let A be a separable C∗-algebra. The following are equiva-
lent:
(i) A is a strong NF algebra.
(ii) There is an increasing sequence 〈Sn〉 of �nite-dimensional ∗-subspaces
of A; each completely order isomorphic to a ( �nite-dimensional) C∗-algebra;
with dense union.
(iii) Given x1; : : : ; xn ∈ A and � ¿ 0; there is a �nite-dimensional C∗-algebra
B; a complete order embedding � of B into A; and elements b1; : : : ; bn ∈ B
with ‖xi − �(bi)‖¡ � for 15 i 5 n.
(iv) The identity map on A can be approximated in the point-norm topology
by idempotent completely positive �nite-rank contractions from A to A; i.e.
given x1; : : : ; xn ∈ A and � ¿ 0; there is an idempotent completely positive
�nite-rank contraction !: A→ A with ‖xi − !(xi)‖¡ � for 15 i 5 n.
(v) The identity map on A can be approximated in the point-norm topol-

ogy by completely positive approximately multiplicative retractive contrac-
tions through �nite-dimensional C∗-algebras; i.e. given x1; : : : ; xn ∈ A and
� ¿ 0; there is a �nite-dimensional C∗-algebra B and completely positive
contractions � : A → B and � : B → A with � ◦ � = idB (� is then auto-
matically a complete order embedding); such that ‖xi − � ◦ �(xi)‖ ¡ � and
‖�(xixj)− �(xi)�(xj)‖¡ � for all i; j.
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(vi) Same as (v) with the “approximately multiplicative” condition on �
deleted.
(vii) Given x1; : : : ; xn ∈ A and � ¿ 0; there is a �nite-dimensional C∗-algebra
B and completely positive contractions � : A → B and � : B → A with �
a complete order embedding; such that ‖xi − � ◦ �(xi)‖ ¡ � and ‖�(xixj) −
�(xi)�(xj)‖¡ � for all i; j.
(viii) Same as (vii) with the “approximately multiplicative” condition on �
deleted.

Proof. (i)⇒ (ii)⇒ (iii); (v)⇒ (vi)⇒ (viii), and (v)⇒ (vii)⇒ (viii)⇒ (iii)
are obvious.
(iii) ⇒ (iv): Let x1; : : : ; xn ∈ A and � ¿ 0. There is a �nite-dimensional

C∗ -algebra B, elements b1; : : : ; bn ∈ B, and a complete order embedding �
of B into A with ‖xi − �(bi)‖¡ �=2 for 1 5 i 5 n by (iii). There is an
idempotent completely positive contraction ! from A onto �(B) by 4.1.8. Then,
for 15 i 5 n,

‖!(xi)− �(bi)‖ = ‖!(xi − �(bi))‖5 ‖xi − �(bi)‖¡ �=2

and so ‖!(xi)− xi‖¡�.
(iv) ⇒ (v): Let x1; : : : ; xn ∈ A and � ¿ 0. Fix K = max(‖xi‖); K = 1=2.

Let !: A→ A be an idempotent completely positive �nite-rank contraction such
that ‖xi − !(xi)‖ ¡ �=2K 5 � for all i. !(A) becomes a �nite-dimensional
C∗ -algebra B with the multiplication de�ned in 4.2.1; let � be the identity
map on B, regarded as a complete order isomorphism of B onto !(A), and
� = �−1 ◦ !. By the way the multiplication in B is de�ned in 4.2.1, we have
�(xi)�(xj) = �−1(!(!(xi)!(xj))), and since �−1 is an isometry and ! is a
contraction we have

‖�(xixj)− �(xi)�(xj)‖
= ‖!(xixj)− !(!(xi)!(xj))‖
5 ‖xixj − !(xi)!(xj)‖

5 ‖xi(xj − !(xj))‖+ ‖(xi − !(xi))!(xj)‖¡ K
�
2K

+
�
2K
K = � :

(vii)⇒ (i): This is almost identical to the proof of 5.2.2((vi)⇒ (i)). The
only change is that �n;n+1 cannot be chosen to be �n+1 ◦ �n since this is not
necessarily a complete order embedding. However, if each �n is chosen to be a
complete order embedding, then by 4.2.8 �n+1 can be chosen so that �n+1 ◦ �n
is so close to being supermultiplicative on a set of matrix units that there is a
complete order embedding �n;n+1 with ‖�n;n+1 − �n+1 ◦ �n‖ ¡ 2−n. The �nal
estimates in the proof must be slightly modi�ed. Details are left to the reader.

Remarks 6.1.2. (a) Condition 6.1.1(iii) could be taken as the de�nition of
a “strong NF algebra in the local sense.” One then has that a strong NF
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algebra in the local sense is a strong NF algebra. Similarly, one could de-
�ne an AF [resp. AH, ASH] algebra in the local sense to be a C∗ -algebra
A with the property that, for any x1; : : : ; xn ∈ A and � ¿ 0, there is a �nite-
dimensional [resp. locally homogeneous, subhomogeneous] C∗ -algebra B; ele-
ments b1; : : : ; bn ∈ B, and a ∗-homomorphism �: B→ A with ‖xi −�(bi)‖¡ �
for 1 5 i 5 n. An AF algebra in the local sense is an AF algebra [Bt,
2.2], and this is true also for AH algebras over the circle [El, 4.3]; but
it is not known in general whether an AH [ASH] algebra in the local
sense is an AH [ASH] algebra. (See [BtK] and [DL, 1.2] for other partial
results.)

(b) The proof of 6.1.1((iv) ⇒ (v)) shows that if {�n; �n} is a sequence of
maps as in (vi), with �n ◦ �n → idA in the point-norm topology, then the �n
are automatically asymptotically multiplicative in the sense of (v).

(c) The map � in (v) is not in general approximately multiplicative; in fact,
it appears likely that if the � can be chosen approximately multiplicative
in (v), then A is an AF algebra (this is easily seen to be true if A is
commutative.)

Corollary 6.1.3. Let (An; �m;n) be a generalized inductive system; where each
�m;n is a complete order embedding. If each An is a strong NF algebra; then
A = lim→ (An; �m;n) is a strong NF algebra.

Proof. A clearly satis�es 6.1.1(iii).

An important feature implicit in the proof of 6.1.1 is the existence of cross
sections for a strong NF system in a stronger sense than in 5.1.4 or 5.3.9:

Proposition 6.1.4. Let (An; �m;n) be a strong NF system; and A =
lim→ (An; �m;n). Denote the induced map from An to A by �n; �n is a complete

order embedding. There is a sequence n : A→ An of completely positive con-
tractions such that n ◦�n = idAn . (�n ◦ n) converges to idA in the point-norm
topology; and the n are asymptotically multiplicative on A. The n can be
chosen to be coherent in the sense that there are completely positive contrac-
tions n;m : An → Am for m ¡ n; with n;m ◦�m;n = idAm ; n;m ◦ m; k = n; k ; and
m = n;m ◦ n for all k ¡ m ¡ n.

Proof. By 4.1.8 there is an idempotent completely positive contraction !n+1; n
from An+1 onto �n;n+1(An) for each n; set n+1; n = �−1n; n+1 ◦ !n+1; n. For
m ¡ n; set n;m = m+1; m ◦ m+2; m+1 ◦ : : : ◦ n; n−1. For �xed m, de�ne m
to be �−1n ◦ n;m for each n ¿ m; this de�nes m unambiguously on the dense
subspace

⋃
n�n(An) of A. m is a contraction, hence extends to A; and the exten-

sion is a completely positive idempotent contraction, also denoted m. (�n ◦ n)
converges to idA since the �n(An) are nested and their union is dense in A.
Asymptotic multiplicativity comes from the way the multiplication is de�ned
in 4.2.1.
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Proposition 6.1.5. Any two strong NF systems for a strong NF algebra are
asymptotically equivalent as in 2:4:1; with the maps �n and �n complete order
embeddings.

Proof. This is almost the same as the proof of 5.1.5. However, the �n
and �n de�ned in that proof are not necessarily complete order embed-
dings; they are only completely positive contractions. But the �n and �n,
if chosen properly, are almost supermultiplicative in the sense of 4.2.8, and
can thus be slightly perturbed to complete order embeddings, with the per-
turbed maps still giving an asymptotic intertwining. Details are left to the
reader.

Proposition 6.1.6. Let A be a strong NF algebra. Then there is an increasing
sequence (Ck) of C∗-subalgebras of A; with dense union; such that each Ck
is a residually �nite-dimensional strong NF algebra. If A is not residually
�nite-dimensional (in particular; if A is in�nite-dimensional and simple); then
the sequence (Ck) can be chosen to be strictly increasing.

Proof. Let (An; �m;n) be a strong NF system for A. Fix k: For n = k; in-
ductively de�ne Ck;n by taking Ck; k = Ak and Ck;n the C∗-subalgebra of An
generated by �n−1; n(Ck;n−1) for n ¿ k. Then Ck = [

⋃
n¿k �n(Ck;n)]

− is a C∗-
subalgebra of A which is a strong NF algebra. For k ¡ n; the map n; n−1|Ck; n
is a homomorphism from Ck;n onto Ck;n−1 by 4.2.1; so by composition, if
k 5 m ¡ n; n;m|Ck; n is a homomorphism from Ck;n onto Ck;m. Thus, by letting
n → ∞, for k 5 m; the map m|Ck is a homomorphism from Ck onto Ck;m.
Thus Ck is residually �nite-dimensional. �k(Ak) ⊆ Ck ⊆ Ck+1 for all k; so ∪Ck
is dense in A.

Note that Ck;n is strictly larger than Dk;n = C∗(�k;n(Ak)) in general, so Ck is
strictly larger than Dk = C∗(�k(Ak)). Dk is also residually �nite-dimensional
(since it is a C∗-subalgebra of Ck); but it is not obvious that it is nuclear.
If it is, it is a strong NF algebra by [BKb]. It appears that Dk should be a
generalized inductive limit of the Dk;n; where the connecting map from Dk;n
to Dk;n+1 is �n;n+1|Dk; n followed by a conditional expectation of Ck;n+1 onto
Dk;n+1.

Although a C∗-subalgebra of a strong NF algebra is not necessarily a strong
NF algebra, even if it is nuclear (it will be shown in [BKb] that every NF
algebra can be embedded in a strong NF algebra, but not every NF algebra is
strong NF), we have the following two results:

Proposition 6.1.7. A hereditary C∗-subalgebra of a strong NF algebra is
strong NF.

Proof. Let A be a strong NF algebra, and B a hereditary C∗-subalgebra.
Let 〈pi〉 be an almost idempotent approximate identity for B (4.3.2). If
(An; �m;n) is a strong NF system for A, with approximate cross sections n
as in 6.1.4, choose n1 so that �n1 ◦ n is approximately the identity and
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n1 is approximately multiplicative within �1 on p1; and let q1 be the sup-
port projection of 1(p1) in An1 and B1 = q1A1q1. Now choose n2 such that
�n2 ◦ n2 is approximately the identity and n2 is approximately multiplica-
tive within �2 on �n1 (An1 ) ∪ {p2}; and de�ne q2 and B2 as above. Then if
� = �n1 ; n2 |B1 ; then �q2 : B1 → B2 (4.1.1) is very close to being supermul-
tiplicative, and so can be slightly perturbed to a complete order embedding
 1;2 by 4.2.8. Continue inductively to obtain a system (Bn;  m; n); which is
a strong NF system with inductive limit isomorphic to B if �n → 0 rapidly
enough.

Proposition 6.1.8. Every NF algebra is a quotient of a strong NF algebra.
Hence every separable nuclear C∗-algebra is a quotient of a strong NF
algebra.

Proof. This is similar to the argument of 5.1.3. Let A be an NF algebra,
and (An; �m;n) an NF system for A. Let Bn = A1 ⊕ : : : ⊕ An = Bn−1 ⊕ An,
and  n; n+1 = idBn ⊕ �n;n+1 : Bn → Bn+1. Then  n; n+1 is a complete order
embedding. If  m; n is de�ned by composition for m ¡ n, then (Bn;  m; n) is
asymptotically multiplicative, and hence is a strong NF system. A is a quo-
tient of the inductive limit in the obvious way. The last statement follows
from 5.3.4.

We will give an improved version of 6.1.8 in [BKb].
The next proposition might be helpful in showing that certain NF algebras

are strong NF:

Proposition 6.1.9. Let (An; �m;n) be an NF system for an (NF) C∗-algebra
A. Suppose that for all n ¿ 1; �n; n+1 is a complete order embedding on the
image of �n−1; n. Then A is a strong NF algebra.

Proof. It follows that �n gives a complete order embedding �n of �n−1; n(An−1)
into A; whose image is �n−1(An−1): �−1n : �n−1(An−1) → An extends to a
completely positive contraction �n : A → An by 4.1.8; set �n = �n ◦ �n.
Then �n is a completely positive �nite rank contraction from A to A. If
Sn = {x ∈ A : �n(x) = x}; then �n−1(An−1) ⊆ Sn; and Sn is completely or-
der isomorphic to a �nite-dimensional C∗-algebra by 4.2.3, so A is strong NF
by 6.1.1(iii).

Finally, we have a version of 5.3.10 for strong NF algebras:

Proposition 6.1.10. Let A be a strong NF algebra; and let 〈Bn〉 be an increas-
ing sequence of �nite-dimensional C∗-subalgebras of A. Then there is a strong
NF system (An; �m;n) for A and C∗-subalgebras Cn of An; with Cn ∼= Bn; such
that �n;n+1 is exactly multiplicative on Cn and �n(Cn) = Bn.

The proof is identical to the proof of 5.3.10 with 4.2.11 used in place of 4.1.7
and 6.1.4 in place of 5.1.4.
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6.2 Approximately homogeneous C∗-algebras

Although the results of this section will be improved in [BKb], it is appropriate
to give direct proofs in the cases of greatest interest.

Proposition 6.2.1. Every separable commutative C∗-algebra is a strong NF
algebra. Every separable continuous trace C∗-algebra (in particular; every
separable homogeneous C∗-algebra) over a compact space is a strong NF
algebra.

Proof. Because of 6.1.7 it su�ces to show that if A is a stable homogeneous
C∗-algebra over a compact metrizable space X; then A is strong NF. We will
show that A satis�es 6.1.1(iii). First, such an algebra is de�ned by a locally
trivial continuous �eld of elementary C∗-algebras over X; with �bers isomorphic
to K [Dx, 10.10.10]. Choose a �nite open cover U of X such that the �eld
is trivial on each open set in U, and �x a trivialization for each open set. If
a1; : : : ; an ∈ A and � ¿ 0, choose a �nite open cover V = {V1; : : : ; Vm} which
re�nes U and such that a1; : : : ; an vary in value (in K) in norm by less than �=4
on each Vk; for each of the trivializations chosen for the sets in U. We may
assume no Vk is contained in the union of the others; let xk ∈ Vk\

⋃
j-kVj. Fix

a trivialization �k for each Vk; as the restriction of one of the trivializations
from U. �k may be regarded as a ∗-isomorphism from C0(Vk;K) onto the
corresponding ideal of A. Choose a partition of unity {fk} subordinate to V;
then fk(xk) = 1. Then the element cjk = fkaj is well de�ned in A, and is
in the ideal corresponding to Vk . If djk = �−1k (cjk), we can choose a �nite-
dimensional C∗-subalgebra Bk of K and elements b1k ; : : : ; bnk ∈ Bk such that
‖bjk − djk(xk)‖¡ �=4 for 1 5 j 5 n. Set B = B1 ⊕ : : : ⊕ Bm. B is a �nite-
dimensional C∗-algebra. De�ne � : B → A by �(z1; : : : ; zm) =

∑m
k=1 �k(fkzk);

where fkzk is the function in C0(Vk;K) whose value at x is fk(x)zk . � is
a complete order embedding since each fk attains the value 1, and we have
‖aj − �(bj1; : : : ; bjm)‖¡� for 15 j 5 n.

This argument can be somewhat simpli�ed in the commutative case.

Corollary 6.2.2. Every AH algebra is a strong NF algebra.

Proof. The class of strong NF algebras is closed under taking direct sums.
Every AH algebra, de�ned to be a usual inductive limit of a sequence of C∗-
algebras, each of which is a �nite direct sum of homogeneous C∗-algebras, can
be written as a usual inductive limit of such algebras with injective connecting
maps, so the result follows from 6.1.3.

Remarks 6.2.3. (a) In [BKb], we will show that there are NF algebras which
are not strong NF (in particular, the examples of [Bn] and [BD, Ex. 20, 23]
are NF but not strong NF), but that many types of NF algebras, including all
prime antiluminal NF algebras and all ASH algebras, are strong NF.
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(b) Not every strong NF algebra is ASH, since an ASH algebra is residually
stably �nite, and in fact residually strong NF since a quotient of an ASH
algebra is ASH. There is a strong NF algebra with O2 as a quotient (6.1.8),
and there is a residually stably �nite strong NF algebra which is not residually
strong NF [BKb]. The example in [DL] is a sub-AF algebra, hence NF, and
therefore strong NF by [BKb]; it is easily seen to be residually strong NF also,
although it is not ASH.

(c) We are still lacking a complete description of which NF algebras are strong
NF. In particular, we do not know for which A we have that CA and=or SA
are strong NF (cf. 5.3.3.)

7 Other structure and open problems

7.1 Ideals

In this section, “ideal” means “closed two-sided ideal.”
If (An; �m;n) is a generalized inductive system with inductive limit A; it is

desirable to describe the ideals of A in terms of the inductive system. Unfor-
tunately, this is not as easy, even for strong NF systems, as it is in the case
of ordinary (∗-linear and multiplicative) systems.
One observation is easy: if Jn is an ideal in An, and �n;n+1 maps Jn into

Jn+1 for each n; then it is easily veri�ed that the closure of ∪�n(Jn) is an ideal
of A. These are the ideals which are well behaved with respect to the inductive
system. To work backwards from ideals of A is more di�cult since not every
ideal arises this way.

De�nition 7.1.1. If (An; �m;n) is a generalized inductive system with inductive
limit A; and J is an ideal of A; then J is compatible with (An; �m;n) if
(1) Jn = �−1n (�n(An)∩ J ) is an ideal of An for each (or for all su�ciently

large) n and
(2) ∪�n(Jn) is dense in J .

If A is a [strong] NF algebra; then J is a [strong] NF ideal if it is compatible
with some [strong] NF system for A.

If (An; �m;n) is an ordinary inductive system, then it is well known that every
ideal of A is compatible with (An; �m;n) (cf. [Bt, 3.1], [Bl 1, 4.5]). For general-
ized inductive systems this is far from the case. In fact, every NF algebra (e.g.
every commutative C∗-algebra) has an NF system (Bn;  m; n) with Bn a single
full matrix algebra. For if (An; �m;n) is an NF system for an NF algebra A, then
there is an embedding �n of An into a matrix algebra Bn = Mkn and a conditional
expectation !n from Bn onto �n(An). If  m; n = �n ◦ �m;n ◦ �−1m ◦ !m : Bm → Bn,
then (Bn;  m; n) is also an NF system for A.

More interestingly, this phenomenon can also occur among strong NF
algebras:
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Example 7.1.2. Let An = Mn, with

�n;n+1

 t11 · · · t1n
...

...
tn1 · · · tnn

 =


t11 · · · t1n 0
...

...
...

tn1 · · · tnn 0
0 · · · 0 tnn


This system is asymptotically multiplicative, and the limit is isomorphic
to K+C1.

We will show in [BKb] that every prime (primitive) strong NF algebra has a
strong NF system of the form (Mkn ; �m;n).

Note that even though every ideal in an NF algebra is itself an NF algebra,
not every ideal is an NF ideal. For if J is an NF ideal in A; compatible with the
NF system (An; �m;n), then �m;n induces a completely positive contraction  m; n
from Am=Jm to An=Jn, and it is easily checked that (An=Jn;  m; n) is an NF system
with inductive limit A=J; so A=J is an NF algebra. This proves one direction
of the following conjecture, and with 5.3.4 shows that not every ideal in an
NF algebra is an NF ideal (since e.g. O2 is a quotient of an NF algebra).

Conjecture 7.1.3. An ideal J in a [strong] NF algebra A is a [strong] NF
ideal if and only if A=J is a [strong] NF algebra.

The following conjecture seems likely, especially if 7.1.3 is true:

Conjecture 7.1.4. If A is a [strong] NF algebra; then the [strong] NF ideals
of A form a lattice; and there is a [strong] NF system (An; �m;n) for A such
that every [strong] NF ideal of A is compatible with (An; �m;n).

Such a system could be called an “ideal” [strong] NF system. We can show
that every commutative C∗-algebra has an ideal strong NF system (and that
every ideal is a strong NF ideal).
We say that A is residually [strong] NF if every quotient of A is [strong]

NF. It would follow from 7.1.3 and 7.1.4 that a residually [strong] NF algebra
has a good [strong] NF system compatible with every ideal of A; as for com-
mutative C∗-algebras. We show in [BKb] that a separable nuclear C∗-algebra
is residually strong NF if and only if it is strongly quasidiagonal (3.1.2).
An extension of NF algebras is not necessarily NF (e.g. the Toeplitz

algebra). It appears that a split extension of [strong] NF algebras is [strong]
NF. One instance is almost trivial to prove: if A is [strong] NF, then so is A+.

De�nition 7.1.5. An extension 0→ J �→ A �→ A=J → 0 is approximately split
if; for every x1; : : : ; xn ∈ A=J and � ¿ 0; there is a completely positive con-
tractive cross section � : A=J → A for � which is approximately multiplicative
within � on {x1; : : : ; xn}.
Conjecture 7.1.6. An approximately split extension of [strong] NF algebras
is [strong] NF.

An extension does not have to be approximately split to be NF: for example,
0→ C0((0; 1))→ C([0; 1])→ C2 → 0:
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The following simple fact about approximately split extensions is of interest,
since quotients of NF algebras are not in general NF.

Proposition 7.1.7. Let 0 → J �→ A �→ A=J → 0 be an approximately split
extension of C∗-algebras. If A is an NF algebra; then so is A=J .

Proof. Let x1; : : : ; xm ∈ A=J; of norm 1; and � ¿ 0; and let � be a com-
pletely positive contractive cross section for � which is approximately multi-
plicative within �=2 on {x1; : : : ; xn}. Let B be a �nite-dimensional C∗-algebra
and �: A → B and � : B → A completely positive contractive maps with � ◦ �
approximately the identity within � and � approximately multiplicative within
�=2 on {�(x1); : : : ; �(xn)}. Then � ◦ � : A=J → B and � ◦ � : B → A=J satisfy
the conditions of 5.2.2(vi).

The conclusion of 7.1.7 is trivial (from 5.3.1) if the exact sequence splits, for
then A=J is isomorphic to a subalgebra of A.

7.2 Traces

As with ideals, identifying the tracial states on an NF algebra from an NF
system is more di�cult than for usual inductive systems. In this section, for
simplicity we consider only unital NF systems and algebras. (Note that any
unital NF algebra has a unital NF system.)
Suppose (An; �m;n) is a unital NF system with inductive limit A. Let n be

the approximate cross section de�ned in 5.1.4; n may be taken to be unital. If
�n is a tracial state on An, let �n = �n ◦n. Then �n is a state on A which is not
in general tracial; but if � is any weak-∗ limit of the sequence 〈�n〉; then � is a
tracial state on A. Such a trace is said to be induced from the inductive system.
Since �nite-dimensional C∗-algebras have tracial states, we have proved.

Proposition 7.2.1. Every unital NF algebra has at least one tracial state.

This also follows from 5.2.2(iii), or [Vo3, 2.4], or from 3.3.8 and the deep
results of [Ha].
If (An; �m;n) is an ordinary system, then every tracial state on A is induced

from the system. It is not all obvious that this is true for a generalized inductive
system, since if � is a trace on A, then �◦�n is not in general a trace on An. It is
not clear that a general NF algebra has a single inductive system which induces
all traces, or even that every tracial state on an NF algebra is induced from
some NF system. These are problems requiring study because of the relevance
of traces in determining orderings on K-theoretic invariants.

7.3 Open questions

We summarize the principal open questions arising from the work of this paper.

Question 7.3.1. Is every stably �nite separable nuclear C∗-algebra an NF
algebra?

The best way to approach this problem is to gain an understanding of how
the multiplication in a general nuclear C∗-algebra can be recovered from the
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factorizations of 5.1.1(ii). These factorizations determine the complete order
structure in an evident way [in fact, any separable nuclear C∗-algebra can be
written as a complete order space as an inductive limit of �nite-dimensional
C∗-algebras with completely positive connecting maps by the method of the
proof of 5.2.2((vi)⇒(i))], and hence in theory determine the multiplication by
4.1.4; however, it is not well understood how to do this in practice. Such an
understanding would be very important also in other aspects of the study of
nuclear C∗-algebras.
A less ambitious question which is perhaps simpler is:

Question 7.3.2. Is every separable nuclear C∗-algebra which has a faithful
densely de�ned semi�nite trace an NF algebra?

To prove this, it would be su�cient (and also necessary) to show that
every separable nuclear C∗-subalgebra of the hyper�nite II1 factor, in its nat-
ural representation, is a quasidiagonal algebra of operators. (It is known that
the hyper�nite II1 factor itself is not quasidiagonal, and has non-quasidiagonal
separable C∗-subalgebras which are not nuclear.)

Question 7.3.3. Can every NF algebra be embedded in an AF algebra?

It would su�ce to show this for strong NF algebras, since by [BKb] every
NF algebra can be embedded in a strong NF algebra. Many special cases
are known, e.g. [Pm], [Sp]. There is an obvious strategy for approaching this
question using Stinespring’s theorem, which unfortunately seems to lead to
di�cult technical problems.

Question 7.3.4. Are there computable K-theoretic type invariants which clas-
sify [strong] NF algebras; or natural subclasses; up to isomorphism or up to
shape equivalence?

Obvious subclasses to consider are the simple algebras and=or the algebras of
real rank zero.
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