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Abstract. The polar decomposition, a well-known algorithm for decomposing
real matrices as the product of a positive semidefinite matrix and an orthogonal
matrix, is intimately related to involutive automorphisms of Lie groups and the
subspace decomposition they induce. Such generalized polar decompositions, de-
pending on the choice of the involutive automorphism σ , always exist near the iden-
tity although frequently they can be extended to larger portions of the underlying
group.
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In this paper, first of all we provide an alternative proof to the local existence
and uniqueness result of the generalized polar decomposition. What is new in our
approach is that we derive differential equations obeyed by the two factors and solve
them analytically, thereby providing explicit Lie-algebra recurrence relations for the
coefficients of the series expansion.

Second, we discuss additional properties of the two factors. In particular, when
σ is a Cartan involution, we prove that the subgroup factor obeys similar optimality
properties to the orthogonal polar factor in the classical matrix setting both locally
and globally, under suitable assumptions on the Lie group G.

1. Introduction

It is well known in linear algebra that any N × N matrix A can be decomposed
into the product

A = HU, (1.1)

where U and H are two N × N matrices, the first unitary and the second Hermi-
tian positive semidefinite [10]. Furthermore, if A is invertible, then H is positive
definite. The decomposition (1.1) is called polar decomposition and was intro-
duced in 1902 by Autonne [3] as a matrix analog of the polar form of a complex
number

z = reiθ , r ≥ 0, 0 ≤ θ < π.

The popularity of the polar decomposition is mainly due to the best approximation
properties of its factors. It is proved in [6] that

min{‖A − Q‖: Q∗Q = I } = ‖A − U‖,
where ‖ · ‖ is any unitary invariant norm, a property saying that U is the best
unitary (orthogonal in the real case) approximant to A in any unitary invariant
norm. Optimality results for the factor H are discussed in [8].

It is well known that when A is real, the matrix U is orthogonal and H is
symmetric. In the remaining part of this section, we shall restrict ourselves to the
case when A is real and invertible, A ∈ G ⊂ GL(R, N ), hence H is positive
definite. We recall that

AAT = HUU T H T = H 2,

from which it follows that H is the (unique) positive definite square root of the
matrix AAT and, consequently,

U = H−1 A = (AAT)−1/2 A.

In a recent investigation of symmetric spaces and their connection with numer-
ical analysis [15], the authors observed that a number of techniques in numeri-
cal analysis can be related to involutive automorphisms (defining subgroups of a
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given group) and symmetric spaces, the polar decomposition being one of such
techniques, as we shall see in this paper. In other words, the polar decomposition is
equivalent to decomposing a group element in the product of a term in a symmetric
subspace and a term in a subgroup of the given Lie group.

There exist a number of papers on the polar decomposition in Lie groups and
its generalization to semigroups (Ol’shanskii decomposition), many of them rather
recent. A proof of the existence and uniqueness of the polar decomposition in a
large portion of a Lie group G can be found, for instance, in [12].

In this paper, we present an alternative proof to the local existence and unique-
ness of the polar decomposition in a Lie group G. We derive differential equations
obeyed by the two factors and solve them analytically, thereby obtaining Lie-
algebra recurrence relations for the coefficients of the series expansion of each
factor. We show that the subgroup factor is expanded in odd powers of time only,
a result of interest in the context of numerical analysis applications, such as the
development of numerical integrators for ODEs, and finally prove optimality re-
sults for semisimple Lie groups with right-invariant metrics inherited from the
Killing–Cartan form.

The paper is organized as follows. In Section 2 we introduce background theory
on symmetric spaces and Lie triple systems. The main results of this paper are
presented in Sections 3–5. The differential equations for the generalized polar
factors and the resulting recurrence relations are introduced in Section 3, where we
also show that the subgroup factor expands in odd powers of time only. In Section 4
we prove local optimality properties of the subgroup factor as an approximant to the
original Lie-group element. Section 5 is devoted to the extension of the optimality
result to a global result, under suitable conditions on the Lie group G. This section
is based on notes kindly provided to us by E. van den Ban, although any errors are
of course ours. In Section 6 we discuss various applications to computations and,
finally, Section 7 is devoted to conclusions.

2. Background Theory

Let G be a connected Lie group and σ : G → G an involutive automorphism, i.e.,
σ �= id and σ 2 = id. Let Gσ denote the set of fixed points of σ :

Gσ = {x ∈ G: σ(x) = x},

and let Gσ denote the set of anti-fixed points of σ :

Gσ = {x ∈ G: σ(x) = x−1}.

The set Gσ is a subgroup of G and may be disconnected, so that Gσ
e denotes its

connected component including the identity. The set Gσ does not have a group
structure, but is a symmetric space when endowed with the nonassociative multi-
plication x · y = xy−1x . We recall that a symmetric space is a manifold endowed
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with a differentiable multiplication · obeying the following conditions:

(i) x · x = x ;
(ii) x · (x · y) = y;

(iii) x · (y · z) = (x · y) · (x · z);

and, moreover,

(iv) every x has a neighborhood U such that x · y = y implies y = x for all y
in U .

The involutive automorphism σ can be lifted to the Lie algebra g of G and this lift
will be denoted by dσ . Let X ∈ g and consider x = exp(t X). Then

dσ(X) := d

dt

∣∣∣∣
t=0

σ(exp(t X)), ∀ X ∈ g. (2.1)

Consider the spaces

k = {X ∈ g: dσ(X) = X}
of fixed points of dσ , and

p = {X ∈ g: dσ(X) = −X}
of anti-fixed points of dσ . The space k is a subalgebra of g, while p is a Lie triple
system, namely, a vector space that is closed under the double commutator ad2.
One has

g = p ⊕ k, (2.2)

(direct sum), thus every Lie-algebra element X can be uniquely written as two
components, one being fixed under σ and the other being anti-fixed. This is called
a generalized Cartan decomposition. The projection in each subspace is given by
the formula

X = 1
2 (X + dσ(X)) + 1

2 (X − dσ(X)), (2.3)

where X + dσ(X) ∈ k and X − dσ(X) ∈ p. Note also that if K ∈ k, then
exp(t K ) ∈ Gσ . By a similar token, P ∈ p implies that exp(t P) ∈ Gσ .

As an example let GL(N ) be the group of N × N invertible real matrices.
Consider the map

σ(x) = x−T , x ∈ GL(N ). (2.4)

It is clear that σ is an involutive automorphism of GL(N ). Then, from above, the
set Gσ = {x ∈ GL(N ): σ(x) = x−1} is a symmetric space. The set Gσ is the
set of invertible symmetric matrices. The symmetric space Gσ is disconnected.
Its connected component containing the identity matrix I is the set of symmetric
positive definite matrices. Similarly, Gσ is the set of orthogonal matrices and
is a subgroup of GL(N ) and Gσ

e corresponds to orthogonal matrices with unit
determinant (the Lie group SO(N )).



Generalized Polar Decompositions on Lie Groups with Involutive Automorphisms 301

We compute dσ making use of (2.1). Given X ∈ gl(N ):

dσ(X) = d

dt

∣∣∣∣
t=0

σ(exp(t X)) = d

dt

∣∣∣∣
t=0

(I + t X +O(t2))−T (2.5)

= d

dt

∣∣∣∣
t=0

(I + t XT +O(t2))−1 = d

dt

∣∣∣∣
t=0

(I − t XT +O(t2))

= −XT , (2.6)

hence we deduce that

k = {X ∈ gl(N ): dσ(X) = X} = so(N ),

the classical algebra of skew-symmetric matrices, while

p = {X ∈ gl(N ): dσ(X) = −X}

is the classical set of symmetric matrices. This set is not a subalgebra of gl(N ) (the
commutator of two symmetric matrices is not a symmetric matrix) but is closed
under ad2 (the double commutator of symmetric matrices is a symmetric matrix)
and is a Lie triple system.

The decomposition (2.3) is nothing other than the canonical decomposition of
a matrix into its skew-symmetric and symmetric part

X = 1
2 (X + dσ(X)) + 1

2 (X − dσ(X)) = 1
2 (X − XT) + 1

2 (X + XT).

However, as mentioned in the Introduction, the above procedure is very general.
If G is a subgroup of the matrix group GL, we may choose a matrix S such
that S2 = I and define an automorphism on G as σ(g) = SgS, which leads
to dσ(X) = SX S. This type of “inner” automorphisms on GL is discussed in
Section 6.

As yet another example one can choose G = Diff(M),1 the group of dif-
feomorphisms of a manifold M , and set σ(ϕ) = RϕR−1, with R an involutive
diffeomorphism of M onto M . If F denotes a vector field, so that ϕ = exp(t F),
then the sets Gσ (resp., Gσ ) correspond precisely to the vector fields that possess
R as a reversing symmetry (irony of a sort, this is a symmetric space!) (resp. R
as a symmetry). The existence of the polar decomposition in a general Lie-group
context implies that, given R, every diffeomorphism2 can be written as the com-
position of two flows, one possessing R as a symmetry and the other possessing

1 The group of diffeomorphisms of a manifold does not have the structure of a Lie group, and the
exponential map is not onto, even in very small neighborhoods of the identity map [2],[5]. However,
our procedure here is intended to be formal and we assume that it is possible to verify the convergence
of the formulas presented here by other means. Under these premises, we assume that Diff(M) is
essentially a Lie group.

2 See footnote 1.
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R as a reversing symmetry. Such a decomposition has fundamental implications
in the numerical analysis of differential equations and numerical integration of
systems with symmetries and reversing symmetries, an issue that has long been
under the spotlight of researchers in the field of numerical analysis and dynamical
systems (see, for instance, [14] and references therein). An application to vector
fields with polynomial coefficients is discussed in Section 6.

For those who are interested in further reading on symmetric spaces and Lie
triple systems, we refer to [7] and [13].

3. Generalized Polar Decomposition in Lie Groups

Given a generic Lie group G, we wish to write z ∈ G as z = xy, where x ∈ Gσ

and y ∈ Gσ . We call the decomposition z = xy a generalized polar decomposition
of z, in analogy to the terminology of linear algebra.

Theorem 3.1. Let z = exp(t Z) ∈ G, where Z = K + P , dσ(K ) = K , and
dσ(P) = −P , is the decomposition of Z in k ⊕ p. Then, for sufficiently small
t , z admits a differentiable generalized polar decomposition z = xy where x =
exp(X (t)) ∈ Gσ , with X (t) ∈ p and y = exp(Y (t)) ∈ Gσ , where Y (t) ∈ k.
Moreover, such a decomposition is locally unique.

Proof. Set

P = 1
2 (Z − dσ(Z)), K = 1

2 (Z + dσ(Z)),

so that Z = K + P and dσ(P) = −P and dσ(K ) = K . Let

X (t) = t X1 + t2 X2 + t3 X3 + · · · ,
Y (t) = tY1 + t2Y2 + t3Y3 + · · · ,

where the Xi ’s are in p and the Yi ’s are in k. Imposing

exp(t Z) = exp(X (t)) exp(Y (t))

and making use of the BCH formula, one could derive the following formal con-
ditions:

X1 = P, Y1 = K ,

X2 = − 1
2 [P, K ], Y2 = 0,

X3 = − 1
6 [K , [P, K ]], Y3 = − 1

12 [P, [P, K ]],

etc. As we shall see later, all the Xi ’s and Yi ’s can be algorithmically calculated
and are uniquely determined in terms of P and K .

In what follows, we derive the Cauchy problem obeyed by X , find its solution
as a series expansion, and prove that, in case G is finite dimensional (with more
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generality, when the adjoint operator ad is bounded), such a series converges for t
sufficiently close to zero. The convergence of Y (t) will follow from that of X and
by the BCH formula.

Differentiating exp(t Z) = exp(X) exp(Y ) and multiplying by exp(−t Z) on the
right, we derive

d expX X ′ = Z − Adexp(X) d expY Y ′.

We apply to both sides the operator Adexp(−X), resulting in

Adexp(−X) d expX X ′ = Adexp(−X) Z − d expY Y ′.

Recall that Adexp(V ) = exp(adV ), hence the equality

e−u − 1

−u

∣∣∣∣
u=adX

X ′ = exp(ad−X )(K + P) − d expY Y ′.

Our goal is to decompose the above expression in k ⊕ p. To this end, observe that
d expY Y ′ ∈ k since Y, Y ′ ∈ k and k is a subalgebra of g. Next, we analyze the term
exp(ad−X )(K + P). Recall that

exp(ad−X )(K + P) =
∞∑

k=0

(−1)k

k!
adk

X (K + P),

hence the term adk
X (K ) is in k for even k while it is in p for odd values of k.

Conversely, we have ad2m+1
X (P) ∈ k, and ad2m

X (P) ∈ p for m = 0, 1, 2, . . . . In
summary,

exp(ad−X )(K + P) = (− sinh u(K ) + cosh u(P))︸ ︷︷ ︸
∈p

+ (cosh u(K ) − sinh u(P))︸ ︷︷ ︸
∈k

,

u = adX .

A similar procedure applies to the term e−u − 1/ − u|u=adX X ′: since X, X ′ ∈ p:,

e−u − 1

−u

∣∣∣∣
u=adX

X ′ = 1

2

(
e−u − 1

−u
+ eu − 1

u

)∣∣∣∣
u=adX

X ′

︸ ︷︷ ︸
∈p

+ 1

2

(
e−u − 1

−u
− eu − 1

u

)∣∣∣∣
u=adX

X ′

︸ ︷︷ ︸
∈k

= 1

u
sinh u

∣∣∣∣
u=adX

X ′ − 1

u
(cosh u − 1)

∣∣∣∣
u=adX

X ′.

Now, since X evolves in p, it must depend only on terms that are in p. As a
consequence,

1

u
sinh u

∣∣∣∣
u=adX

X ′ = − sinh u

∣∣∣∣
u=adX

(K ) + cosh u

∣∣∣∣
u=adX

(P).
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Inverting the operator on the left-hand side, we deduce that X obeys the differential
equation

X ′ = −[X, K ] + u
cosh u

sinh u

∣∣∣∣
u=adX

(P),

X (0) = 0. (3.1)

Note that

u
cosh u

sinh u
= 1 +

∞∑
k=1

c2ku2k, |u| < π,

is the series expansion of the function u coth(u), with coefficients

c2k = 22kB2k

(2k)!
, k = 1, 2, . . . ,

Bk being the kth Bernoulli number [1].
Equation (3.1), in tandem with the series expansion X (t) =∑∞

k=1 t k Xk , implies
that the terms Xk obey the recurrence relation

(k + 1)Xk+1 = −[Xk, K ] +
∑
�≥1

2�≤k

c2�

∑
�1 ,...,�2�>0

�1+···+�2�=k

[X�1 , [X�2 , . . . , [X�2�
, P]]],

k = 1, 2, . . . ,

X1 = P, (3.2)

as can be easily verified by comparison of powers of t .
We do not report here the proof of convergence of X (t), since the existence of

such a decomposition is a well-established result. However, for completeness, the
convergence of X (t) is proved in the Appendix.

For completeness’ sake, we derive a differential equation obeyed by Y (t).
Matching terms in k, we obtain

−1

u
(cosh u − 1)X ′ = cosh u(K ) − sinh u(P) − d expY Y ′,

where u = adX , which, after some simple algebra, reduces to

d expY Y ′ = K + (csch u − coth u)(P), u = adX .

Using the series expansion of csch(u) and coth(u), and inverting the d expY oper-
ator, we find

Y ′ = d exp−1
Y

(
K − 2

∞∑
k=1

(22k − 1)B2k

(2k)!
u2k−1

∣∣∣∣
u=adX

(P)

)
,
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in tandem with the initial condition Y (0) = 0. Note that, in this formulation, solving
for Y (t) requires the knowledge of the function X (t). In [19] the recurrence relation
for Y (t) is derived following a different approach, solving an implicit differential
equation for Y that does not require the direct knowledge of X but only that of Z
and −dσ(Z) = P − K . More specifically,

Y1 = K ,

Y2n = O, n = 0, 1, 2, . . . , (3.3)

2(2n + 1)Y2n+1 = −2
n∑

q=1

∑
k≥1
k≤q

1

(2k + 1)!

∑
k1 ,...,k2k >0

k1+···+k2k=2q

× [Yk1 , . . . , [Yk2k , Y2(n−q)+1], . . .]

−
n∑

m=1

2(n − m) + 1

(2m)!
ad2m

Z Y2(n−m)+1

−
2(n−1)∑

q=0

2(n−1)−q∑
j=0

(−1)2n−q− j−1( j + 1)

(2n − q − j − 1)!
ad2n− j−q−1

Z

×
∑

k≥1
k≤q+1

1

(k + 1)!

∑
j1 ,..., jk >0

j1+···+ jk=q+1

[Yj1 , . . . , [Yjk , Yj+1] . . .]

−
∑
�≥1
�≤n

1

(2�)!

∑
�1 ,...,�2�>0

�1+···+�2l=2n

[Y�1 , . . . , [Y�2�
, P − K ], . . .]. (3.4)

Let z = xy be the differentiable generalized polar decomposition of z defined
by σ . Note that

σ(x) = σ exp(X (t)) = exp(dσ(X (t))) = exp(−X (t)) = x−1,

and, by a similar token,

σ(y) = y.

It follows that

zσ(z)−1 = xyσ(xy)−1 = xyy−1x = x2,

hence

x = (zσ(z)−1)1/2.

In particular, setting Z = P + K , one has

x = exp(X (t)), X (t) = 1
2 bch(t (P + K ), t (P − K )), (3.5)

where bch(·, ·) is the operator of the BCH formula, so that

exp(V ) exp(W ) = exp(bch(V, W )),
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for all V, W ∈ g of sufficiently small norm (see [18]). Furthermore,

y = x−1z = (zσ(z)−1)−1/2z. (3.6)

Equations (3.5) and (3.6) are derived in [12] as the polar factors in the polar decom-
position of z. Lawson’s method of proof is based on generalizing an application
of the Bony–Brezis theorem [9].

The first terms (up to t6) in the expansion of X and Y are displayed below:

X = Pt − 1
2 [P, K ]t2 − 1

6 [K , [P, K ]]t3

+ ( 1
24 [P, [P, [P, K ]]] − 1

24 [K , [K , [P, K ]]])t4

+ ( 7
360 [K , [P, [P, [P, K ]]]] − 1

120 [K , [K , [K , [P, K ]]]]

− 1
180 [[P, K ], [P, [P, K ]]])t5

+ (− 1
240 [P, [P, [P, [P, [P, K ]]]]] + 1

180 [K , [K , [P, [P, [P, K ]]]]]

− 1
720 [K , [K , [K , [K , [P, K ]]]]] + 1

720 [[P, K ], [K , [P, [P, K ]]]]

+ 1
180 [[P, [P, K ]], [K , [P, K ]]])t6 +O(t7),

Y = K t − 1
12 [P, [P, K ]]t3 + ( 1

120 [P, [P, [P, [P, K ]]]]

+ 1
720 [K , [K , [P, [P, K ]]]] − 1

240 [[P, K ], [K , [P, K ]]])t5 +O(t7).

Proposition 3.2. Let xy be the differentiable generalized polar decomposition
of z = exp(t Z), where Z = P + K as in Theorem 3.1. The function Y (t), such
that y = exp(Y (t)), is an odd function of t .

Proof. Let exp(t Z) = exp(X (t)) exp(Y (t)) be the generalized polar decompo-
sition of z according to Theorem 3.1. Taking the inverse on both sides, we find
exp(−t Z) = exp(−Y (t)) exp(−X (t)), a term that we write as

exp(−t Z) = exp(−Y (t)) exp(−X (t)) exp(Y (t)) exp(−Y (t)).

Clearly, exp(−Y (t)) ∈ Gσ . Set

x̃ = exp(−Y (t)) exp(−X (t))(exp(Y (t)) = y−1x−1 y.

Since σ(x̃) = σ(y−1)σ (x−1)σ (y) = y−1xy = x̃−1, we deduce that x̃ ∈ Gσ ,
hence z−1 = x̃ y−1 is the generalized polar decomposition of z−1. On the other
hand,

exp(−t Z) = exp(X (−t)) exp(Y (−t)),

and because of the uniqueness of the generalized polar decomposition, we conclude
that exp(Y (−t)) = exp(−Y (t)), from which the assertion follows by taking the
logarithm of both sides.
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Corollary 3.2.1. Given z = xy as in Theorem 3.1, then we also have

z = ỹ x̃,

with ỹ ∈ Gσ and x̃ ∈ Gσ . Moreover, ỹ = y and x̃ = exp(−X (−t)).

Proof. As above, one has exp(−t Z) = exp(−Y (t)) exp(−X (t)). Next, we make
use of Proposition 3.2, hence exp(−Y (t)) = exp(Y (−t)). Replacing t with −t , we
find z = exp(t Z) = exp(Y (t)) exp(−X (−t)) = yx̃ , where x̃ = exp(−X (−t)),
which concludes the proof.

4. Local Optimality Results

We have mentioned that the orthogonal factor in the polar decomposition of matri-
ces has certain optimality properties, namely it is the best orthogonal approximant
to a given matrix in any unitary invariant norm. In this section we shall see that, as
well as for the polar decomposition in a semisimple Lie group a similar optimality
result holds, provided σ defines a Cartan decomposition. To do so, we need to
introduce a distance on the Lie group.

Let G be a Lie group. We say that a distance function on G (obeying the standard
metric axioms, i.e., positivity, symmetry, and triangle inequality), d(·, ·): G×G →
R

+ is right (resp., left) invariant if

d(xg, yg) = d(x, y) ∀ g ∈ G,

(resp., d(gx, gy) = d(x, y)). Before proceeding further, let us review some basic
facts about invariant norms on Lie groups.

Any inner product 〈·, ·〉 on g induces a left (resp., right) invariant Riemannian
metric on G. By right trivializing tangents to G in the usual manner, TgG = {Xg |
X ∈ g}, we obtain

〈Xg, Y g〉 = 〈X, Y 〉.
The Riemannian length of a curve γ (t) ∈ G between t = 0 and t = 1 is given as

length(γ ) =
∫ 1

0
〈γ̇ (t), γ̇ (t)〉1/2dt.

The shortest curve (minimizing geodesic) between two sufficiently close points x
and y is given by

γ (t) = exp(t Z)x,

where exp(Z) = yx−1.
The right invariant metric on G is now defined as

d(x, y) = min
γ (0)=x,γ (1)=y

length(γ ) = 〈Z , Z〉1/2.
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Let us now introduce a canonical inner product 〈·, ·〉 on g: Recall that the
Cartan–Killing form on g:

B(X, Y ) = tr(adX adY ) ∀ X, Y ∈ g,

is symmetric and bilinear, moreover, provided that g is semisimple, it is also
nondegenerate.

Definition 4.1. Let g be a semisimple Lie algebra and dσ an involutive automor-
phism on g as above, so that g = p ⊕ k. This decomposition is called a Cartan
decomposition if the symmetric bilinear form

Bdσ (X, Y ) = −B(X, dσ(Y )) ∀ X, Y ∈ g,

is positive definite on g.

The Cartan decomposition is unique up to an inner automorphism [7].

Lemma 4.1. If g = p ⊕ k is a Cartan decomposition, then the p and k are
orthogonal with respect to the inner product

〈X, Y 〉 = Bdσ (X, Y ) ∀ X, Y ∈ g. (4.1)

Proof. The orthogonality of the two subspaces is immediate: let X ∈ p and Y ∈ k.
Then

−〈X, Y 〉 = −Bdσ (X, Y ) = B(X, dσ(Y ))

= B(X, Y ) = B(−dσ(X), Y ) = −B(dσ(X), Y ) = Bdσ (X, Y )

= 〈X, Y 〉,

from which it follows that 〈X, Y 〉 = 0.

Lemma 4.2. With respect to the positive definite bilinear form (4.1), each adX ,
X ∈ p, is symmetric and each adY , Y ∈ k, is skew-symmetric. Moreover, Bdσ is
Ad(k) invariant, k ∈ Gσ .

Proof. See [7, Lemma 1.2, p. 253].

Let y ∈ G. We say that y lies in the normal neighborhood of the identity
e if there exists Y ∈ g such that the curve γ (t) = exp(tY ) is the minimizing
geodesic connecting e and y (namely, γ (0) = e, γ (1) = y, and γ is the curve of
minimal length connecting e and y) [17]. Note that if y is in such a domain, then
d(y, e) = ‖Y‖ = (〈Y, Y 〉)1/2. Moreover, if x ∈ G and γ (t) = exp(tV )x is the
geodesic connecting x and y, then d(x, y) = ‖V ‖.
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Lemma 4.3. Let G be a semisimple Lie group. Let x ∈ Gσ and y ∈ Gσ be
sufficiently close to the identity (so that the generalized polar decomposition of
Theorem 3.1 exists). Moreover, assume that x and xy−1 are in the normal neigh-
borhood of the identity, otherwise arbitrary. Then

d(x, e) ≤ d(x, y)

in the right invariant metric induced by (4.1).

Proof. Since x is in the normal neighborhood, there exists X in g such that
x = exp(X) and, moreover, d(x, e) = ‖X‖. Set z = xy−1 and Z = log z, so that
z = exp(Z). Then, from above it follows that d(x, y) = ‖Z‖. To prove the lemma
is thus sufficient to prove that ‖X‖ ≤ ‖Z‖.

Let Z = P + K be the Cartan decomposition of Z in p ⊕ k and set z(t) =
exp(t Z). By virtue of Theorem 3.1 we can perform the generalized polar decom-
position of z(t) and this decomposition is unique when z is sufficiently close to the
identity. Hence there exists x(t) ∈ Gσ and w(t) ∈ Gσ such that z(t) = x(t)w(t).
Moreover, x(t) = exp(X (t)), where X (t) ∈ p obeys the differential equation
(3.1). However, since z(1) = z = xy−1, with x ∈ Gσ and y−1 ∈ Gσ , it is true that
x(1) = x and w(1) = y−1. In particular, exp X (1) = exp X and ‖X‖ = ‖X (1)‖.

Note that
d

dt
‖X (t)‖2 = d

dt
〈X, X〉 = 2〈X ′, X〉.

Making use of (3.1) and recalling that, by virtue of Lemma 4.2, 〈adX W, Z〉 =
〈W, adX Z〉 for X ∈ p, W, Z ∈ g, we deduce that

〈X ′, X〉 = 〈P, X〉 − 〈adX K , X〉 +
∞∑

k=1

c2k〈ad2k
X P, X〉

= 〈P, X〉 − 〈K , adX X〉 +
∞∑

k=1

c2k〈P, ad2k
X X〉

= 〈P, X〉 ≤ ‖P‖‖X‖
holds for all t . On the other hand,

d

dt
‖X (t)‖2 = 2‖X (t)‖‖X (t)‖′,

hence

‖X (t)‖′ ≤ ‖P‖, ‖X (0)‖ = 0,

from which we deduce

‖X (t)‖ ≤ ‖P‖t,

thus

‖X‖ = ‖X (1)‖ ≤ ‖P‖.
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Furthermore, ‖Z‖ = ‖P + K‖ = (〈P + K , P + K 〉)1/2 = (〈P, P〉 + 2〈P, K 〉 +
〈K , K 〉)1/2 = (‖P‖2 + ‖K‖2)1/2 because of Lemma 4.1, since P and K belong
to orthogonal subspaces. Hence

d(x, e) = ‖X‖ ≤ ‖P‖ ≤ (‖P‖2 + ‖K‖2)1/2 = ‖Z‖ = d(x, y),

which completes our proof.

We are ready to present the main result of this section.
In what follows, we assume, without further ado, that all Lie-group elements

are in the normal neighborhood of the identity.

Theorem 4.4. Let g be a semisimple Lie algebra and let d(·, ·) be the G right-
invariant metric induced by the symmetric bilinear form

Bdσ (X, Y ) = −B(X, dσ(Y )), ∀ X, Y ∈ g.

In this norm, y = exp(Y (t)) of Theorem 3.1 is a differentiable best approximant
to exp(t Z) in the subgroup Gσ in the domain of convergence of the generalized
polar decomposition of Theorem 3.1.

Proof. Let ỹ be any differentiable element in Gσ other than y, such that ỹ(0) = e.
Now, for the G right-invariant metric it is true that

d(z, y) = d(xy, y) = d(x, e),

d(z, ỹ) = d(xy, ỹ) = d(x, ỹ y−1).

Since ỹ y−1 = w ∈ Gσ , the assertion follows directly from Lemma 4.3.

5. Global Optimality Results via the Iwasawa (QR) Decomposition

In the last section we have shown local optimality results for the subgroup factor
in the polar decomposition. There, we have made explicit use of the differential
equation for the function X (t) derived in Theorem 3.1 and of the fact that, on Lie
groups, the geodesic exponential map Exp equals the usual exponential map exp
whenever we consider elements close enough to the identity (with the choice of the
“standard connection” derived by the choice of the metric induced by the Cartan–
Killing form). In general, even in the case when G is connected, the standard
exponential map exp may fail to be surjective on the whole group G (a typical
example is the group G = SL(2, R)), hence Exp need not equal exp on the whole
group G.

In this section, we will extend the local optimality results derived in Section 4 to
global results under suitable assumptions on the underlying Lie group G. We shall
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see that the optimality of the subgroup factor holds globally whenever the polar de-
composition is global as, for instance, in the case of connected real semisimple Lie
groups with a finite center [7]. To this end, we introduce some further background
on Riemannian manifolds.

Let M be a Riemannian manifold with distance function d, let H be a Lie
group acting smoothly on M by isometries, and let S ⊂ M be a smooth manifold.
Assume that the map

ϕ: H × S → M, (h, s) ∈ H × S → hs ∈ M,

is a diffeomorphism from H × S onto M . Let h denote the Lie algebra of H . The
infinitesimal action of h on M is denoted by

X ∈ h �→ vX (m) = d

dt

∣∣∣∣
t=0

exp(t X)m ∈ M, m ∈ M.

Lemma 5.1. Let a ∈ S and let Ta S and Ta(Ha) be the tangent spaces to S and
Ha, respectively. Assume that for every a ∈ S it is true that Ta S is orthogonal to
Ta(Ha):

Ta S ⊥ Ta(Ha). (5.1)

Then, for all s1, s2 ∈ S and h1, h2 ∈ H , it is true that

d(s1, s2) ≤ d(h1s1, h2s2). (5.2)

Moreover, M is complete if and only if S, equipped with the restriction of the metric
d, is complete.

If M is complete, then (5.2) hold as an equality if and only if h1 = h2.
Finally, S is a completely geodesic submanifold of M .3

Proof. Consider c(t): [0, 1] → M as a C1 curve joining the two manifold points
h1s1 (c(0) = h1s1) and h2s2 (c(1) = h2s2). Denote by β(t) ∈ H and γ (t) ∈ S the
unique C1 curves such that c(t) = β(t)γ (t). Then

c′(t) = d

ds

∣∣∣∣
s=0

β(t + s)γ (t) + d

ds

∣∣∣∣
s=0

β(t)γ (t + s)

= L ′
β(t)[vX (t)(γ (t)) + γ ′(t))],

where the infinitesimal action is given in terms of X (t) = d/ds|s=0 β(t)−1β(t +
s) ∈ h and L ′ denotes the tangent map of the left multiplication by β (lifting ϕ to
the corresponding tangent space, keeping the S argument fixed).

3 A submanifold N of a Riemannian manifold M is said to be totally geodesic if for all x ∈ N the
geodesic Exp(t X) ∈ N coincides with exp(t X) for all X ∈ Tx N for small values of t . N is completely
geodesic if it is totally geodesic and complete.
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Since H acts by isometries, one has

‖c′(t)‖ = ‖vX (t)(γ (t)) + γ ′(t)‖,
and, because of the orthogonality condition (5.1), it follows that

‖c′(t)‖2 = ‖vX (t)(γ (t))‖2 + ‖γ ′(t)‖2,

from which it is easily deduced that

‖γ ′(t)‖ ≤ ‖c′(t)‖, t ∈ [0, 1],

hence

d(s1, s2) ≤ length(γ ) ≤ length(c)

(recall that length(γ ) = ∫ 1
0 ‖γ ′(t)‖dt). Because of the arbitrariness of c(t), the

above relation holds passing to the infimum over all connecting curves c and, in
particular, for the geodesic curve. Hence,

d(s1, s2) ≤ d(h1s1, h2s2).

We next prove the completeness of M given that S is complete. Let {mj }j≥1 be
a Cauchy sequence in M . Since ϕ is onto, there exist hj , sj in H, S, respectively,
such that mj = hj sj , j = 1, 2, . . . . However, from the above it follows that
d(si , sj ) ≤ d(hi si , hj sj ) = d(mi , mj ), which implies that {sj }j≥1 is a Cauchy
sequence in S. Hence

lim
j→∞

sj = s ∈ S,

since S is complete. Let ε > 0, such that B̄(s; ε), the closed ball of center s and
radius ε, is compact. Then B̄(hs, ε) is compact for every h ∈ H . Fix N ∈ N

such that d(sj , s) < ε/2 and d(mi , mj ) < ε/2 for all indices i, j ≥ N . Then
d(mj , hN s) < ε for all j ≥ N and a fixed element hN ∈ H . Thus, the sequence
{mj } is a Cauchy sequence in B̄(hN ; ε) and hence it converges to a limit m ∈
B̄(hN ; ε), from which the completeness of M follows.

In what follows, let us assume that M is complete. Since ϕ is a diffeomorphism,
S is closed in M and hence is complete as well. Now, if d(h1s1, h2s2) = d(s1, s2),
there exists a geodesic curve c connecting h1s1 and h2s2 with length equal to
d(s1, s2). With the notation above, length(c) = length(γ ), and because ‖c′(t)‖ ≥
‖γ ′(t)‖, it is true that ‖c′(t)‖ = ‖γ ′(t)‖ for all t ∈ [0, 1]. Thus,

vX (t)(γ (t)) = O,

and, in turn, X (t) = O for all t . Hence β(t) is a constant curve, from which

h1 = β(0) = β(1) = h2,

and this part of the lemma follows.
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To complete the proof of the lemma, it remains to show that S is totally geodesic
at every point a ∈ S. For this purpose, consider the geodesic exponential map
Expa : Ta M → M at a, which is well defined because of the completeness of
M . Let � be a open ball centered at 0 ∈ Ta M with the property that Expa |�
is a diffeomorphism, and for every X ∈ � the geodesic c: t �→ Expa(t X) has
length exactly equal to d(a, Expa X). Thus, if Expa(X) ∈ S, then the curve c is
contained in S. Hence the smooth manifold S′ of �, consisting of X ∈ � such that
Expa(X) ∈ S, must equal Ta S ∪ �. From this it follows that S is totally geodesic
at a.

We apply the above results to the Iwasawa decomposition for a real semisimple
Lie group G. Let K be a subgroup of G such that Gσ

e ⊂ K ⊂ Gσ , and let k be its
Lie algebra. Assume, moreover, that G is connected and has a finite center. Then
the map

(k, X) ∈ K × p → G �→ k exp(X)

is a diffeomorphism onto (see [7],[18]), hence in this case, the polar decomposition

G = K exp p

is global. Note that here, for simplicity, we consider the decomposition G =
K exp p instead of G = exp pK as in the previous sections. However, as already
observed, these two formalisms are equivalent, hence the same results apply to the
other case as well, since the subgroup factor is essentially the same.

From the Cartan decomposition, we construct the Iwasawa decomposition as
follows. Let a be the maximal abelian subspace of p. One has the following prop-
erties:

• Every element of p is K -conjugate to an element of a, i.e.,

p = Ad(K )a.

• If λ is a linear functional on a, then define

gλ = {X ∈ g: [H, X ] = λ(H)X, H ∈ a}.
Since dσ(X) = −X for X ∈ a, one has dσ(gλ) = g−λ, and g0 is invariant
under dσ . Hence g0 ∪ pσ = a. Set m = g0 ∪ kσ , the centralizer of a in kσ .
Then, g0 = m ⊕ a.

• Denote by � the set of roots of a in g. Then � is a root system and

g = m ⊕ a ⊕
⊕
α∈�

gα.

• The set � is the disjoint union of �+ and −�+, where �+ is the set of roots
that are positive on a fixed Weyl chamber C . Set

n =
⊕
α∈�+

gα.

Then n is a nilpotent subalgebra of g.
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• The exp function is a diffeomorphism from n to N , a closed subgroup of G.
Denote A = exp(a). Then the map

(k, a, n) ∈ K × A × N → kan ∈ G

is a diffeomorphism and the decomposition G = K AN is called the Iwasawa
decomposition.

In the case of matrix Lie groups with the choice σ(z) = z−T , one can observe
that K corresponds to the group of orthogonal matrices, A corresponds to matrices
with positive diagonal entries, and N corresponds to the group of upper triangular
matrices, with one on the main diagonal. Then, the decomposition z = kan is
equivalent to the well-known Q R decomposition of matrices, by identifying Q
with the k factor and R with the an factor.

The inner product 〈X, Y 〉 = −B(X, dσ(Y )), introduced in Section 4, induced
a right G-invariant Riemannian metric on G, with distance function d. Then, as
a consequence of Lemma 5.1, G is a complete Riemannian manifold (choose
M = G, S = {e}, and H = G).

Lemma 5.2. For all a ∈ A, the tangent spaces Ta A and Ta(K aN ) are orthogo-
nal.

Proof. Let a ∈ A. We show first that aNa−1 = N . For this purpose, let v ∈ N .
Then v = exp V, V ∈ n. One has

ava−1 = a exp V a−1 = exp Ad(a)V ∈ N ,

since Ad(A) = eada leaves n invariant.
Thus, right multiplication by a−1 maps the set A onto itself and the set K aN

onto K aNa−1 = K N as a consequence of the argument above. Therefore, it is
sufficient to establish the result for a = e. Recall that

Te A = a and Te(K N ) = k + n,

hence it suffices to show that a ⊥ k + n. We already know that a ⊥ n because
of the properties of the root-space decomposition described above. Therefore it
remains to show that a ⊥ k. To this end, let X ∈ k. Then X decomposes as

X = Xm + Xa +
∑
α∈�+

(Xα + X−α),

where Xm ∈ m, Xa ∈ a, and Xα ∈ gα for α ∈ �. Since dσ(X) = X and
dσ(Xα) = X−α , we deduce that Xa = O , hence X ⊥ a.

Corollary 5.2.1. Let z = kan ∈ G, the Iwasawa decomposition of z. Then

d(a, e) ≤ d(kan, e).
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whereby the above relation holds as an equality if and only if k = n = e. Further-
more, A is a totally geodesic submanifold of G and Expe |a = exp|a.

Proof. We apply Lemma 5.1 with M = G, S = A, and H = K × N . The action
of H on G is given by

(k, n) · g = kgn−1.

Note that, because of Lemma 4.2, the scalar product 〈·, ·〉 is Ad(K ) invariant, hence
the Riemannian metric on G is left K invariant as well. Thus, the group H acts by
isometries. Furthermore, as a consequence of the above lemma, all hypotheses of
Lemma 5.1 are satisfied hence all assertions but the last follow.

To prove the last assertion, note that, since a is totally geodesic, Expe |a is the
geodesic exponential map of A equipped with the restriction metric. Since the set
a is abelian, the exponential map is an isometry from the Euclidean space a onto
A. Thus, if X ∈ a, then the geodesic curve c in a, emanating from 0 with velocity
c′(0) = X , is given by c(t) = t X . Hence, Expe(X) = exp(c(t))|t=1 = exp(X),
which completes the proof of the result.

Corollary 5.2.2. Let x ∈ Gσ = exp p. Then, for all k ∈ K , it is true that

d(x, e) ≤ d(kx, e),

with equality if and only if k = e. Moreover, Expe |p = exp|p.

Proof. Let x ∈ Gσ = exp p. Since p is Ad(K ) conjugate to a, there exists k1 ∈ K
and a ∈ A such that x = k1ak−1

1 . Then,

d(kx, e) = d(kk1ak−1
1 , e) = d(k−1

1 kk1a, e),

where the last passage follows by left invariance of the metric under the subgroup
K . Because of the previous corollary,

d(k−1
1 kk1a, e) ≥ d(a, e) = d(x, e),

with equality if and only if k−1
1 kk1 = e, in other words, k = e.

For the last assertion, let X ∈ p. Then there exists k ∈ K and V ∈ A such that
X = Ad(k)V . Since Adk : x �→ kxk−1 is an isometry with tangent map Ad(k), it
follows that

Expe(X) = k Expe(V )k−1 = k exp(V )k−1 = exp Ad(k)V = exp X

(the second equality follows from Corollary 5.2.1), which proves our state-
ment.

Now we have all the tools to extend the optimality of the polar decomposition
to a global result.
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Theorem 5.3. Let z ∈ G and denote z = kp the polar decomposition of z, with
k ∈ Gσ and p ∈ Gσ = exp p. Then, for all k1 ∈ Gσ , it is true that

d(z, k) ≤ d(z, k1),

with equality if and only if k1 = k. Hence, the polar factor k is the best approximant
of z in Gσ .

Proof. Let z = kp be the polar decomposition of z. Now, by left invariance of
the metric under Gσ , one has

d(z, k) = d(kp, k) = d(p, e).

On the other hand, if k1 is an arbitrary element in Gσ , one has

d(z, k1) = d(kp, k1) = d(k−1
1 kp, e),

where again we have made use of the left invariance of the metric under Gσ . Thus,
the result follows by Corollary 5.2.2.

6. Applications to Computations

6.1. Approximation of the Matrix Exponential

The first example consists in the numerical approximation of the exponential of
a matrix from a Lie algebra to a Lie group. Such computations are ubiquitous
in the numerical solution of ODEs on Lie groups [11]. A particularly hard case
is when g = sl(N ) and G = SL(N ), since any analytical approximation of the
matrix exponential is bound to fail unless the exponential is computed exactly [4].
The procedure described below is a very general nonanalytical approximation that
can be applied, among others, to the approximation of the exponential in GL(N ),
SO(N ), and SO(p, q). With small modifications, a very similar approach can be
applied to the case of the symplectic group Sp(N ). We refer to [16] for further
details.

Assume that we wish to approximate the exponential exp(t Z) ∈ SL(N ) of a
matrix Z ∈ sl(N ), so that the approximation F(t, Z) ∈ SL(N ). Consider the
involutive automorphism σ(z) = SzS on SL(N ), where S is the diagonal matrix

S =



−1 0 · · · 0

0 1
. . .

...
...

. . .
. . . 0

0 · · · 0 1


 .
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Then, it easily verified that dσ(Z) = SZ S and

P = 1
2 (Z − SZ S) =




0 z1,2 · · · z1,N

z2,1 0 · · · 0
...

...
. . .

...

zN ,1 0 · · · 0


 ,

K = 1
2 (Z + SZ S) =




z1,1 0 · · · 0
0 z2,2 · · · z2,N
...

...
. . .

...

0 zN ,2 · · · zn,N


 .

We truncate the series X (t) and Y (t) to a given order of accuracy p, and approxi-
mate

exp(t Z) ≈ F(t, Z) = exp

(
p∑

n=0

Xntn

)
exp

(
p∑

n=0

Yntn

)
,

where the Xn’s and Yn’s are determined in terms of the matrices P and K above.
Note that both

∑p
n=0 Xntn and

∑p
n=0 Yntn are zero-trace matrices hence their exact

exponential is a matrix with determinant equal to one. Hence, F(t, Z) is guaranteed
to sit in SL(N ). The truncation of X (t) only possess one row and one column and
its exponential is very easy to compute exactly. Commutators of matrices in p and
k can be computed employing only matrix–vector products, amounting to O(N 2)

operations. The procedure is repeated for the new matrix Z [1] =∑p
n=0 Yntn , with

the new automorphism dσ [1]V = S[1]V S[1], where

S[1] =




1 0 · · · 0

0 −1
. . .

...
...

. . . 1 0
0 · · · 0 1


 .

Proceeding in a similar manner, after n steps one obtains the approximation

exp(t Z) ≈ exp(X [1](t)) exp(X [2](t)) · · · exp(X [N ](t)),

where all the matrices X [i], for i = 1, 2, . . . , N −1, possess only one row and one
column, while X [N ] is a diagonal matrix.

Practical algorithms that follow this approach are described at greater length in
[16]. For large N , these algorithms approximate the matrix exponential from sl(N )

to SL(N ) in O(3 1
3 N 3),O(7N 3),O(9N 3) floating point operations and order 2, 3

and 4, respectively—very competitive with standard methods for the computation
of the matrix exponential.
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6.2. Centro-Symmetric Matrix Approximants

We will now discuss a matrix decomposition which is much less familiar than the
classical polar decomposition. Let F be the N × N “flip” matrix, defining the
following action on an arbitrary n vector:

(F)( j) = (N + 1 − j) for j = 1, . . . , N .

That is, F is a matrix with ones on the main lower-left to upper-right diagonal, and
zeros elsewhere. We say that a matrix A is centro-symmetric if F AF = A, and
that it is centro-skew if F AF = −A. Since A �→ F AF is a 180◦ rotation about
the matrix center, this means that elements situated symmetrically with respect
to the center are either equal or equal under a sign change. As a motivation,
consider, e.g., discretizations of spatial differential operators. A central difference
approximation of d2/dx2 is centro-symmetric, while d/dx is centro-skew. On
the Lie group of all real nonsingular N × N matrices we define the involutive
authomorphism σ(a) = FaF , which induces the same authomorphism on the Lie
algebra g = gl(N ):

dσ(A) = F AF.

The projection πk = 1
2 (I + dσ) projects g onto the subalgebra k ⊂ g of centro-

symmetric matrices, while πp = 1
2 (I − dσ) projects onto the Lie triple system

consisting of centro-skew matrices. Thus, in the algebra, we have introduced a
decomposition of a general matrix into the sum of a centro-symmetric and a centro-
skew matrix. At the group level this automorphism defines the two spaces Gσ =
{k ∈ G | Fk F = k} (centro-symmetric) and Gσ = {p ∈ G | FpF = p−1},
which we may call centro-orthogonal matrices. It is easily verified that the matrix
exponential maps k into Gσ and p into Gσ . The centro-symmetric matrices Gσ

form a Lie group while the centro-orthogonal matrices form a symmetric space
closed under the symmetric product x · y = xy−1x . Compare this to the classical
polar decomposition, where the symmetric matrices form a symmetric space and
the orthogonal matrices form a Lie group.

Theorem 3.1 thus states that any matrix z = exp(Z) can be written as z = xy,
where x = exp(X) is centro-orthogonal and y = exp(Y ) is centro-symmetric.
Letting Z = P + K where P is centro-skew and K is centro-symmetric, we find
that X = ∑∞

k=1 Xk and Y = ∑∞
k=1 Yk , where Xk and Yk are given in (3.2) and

(3.4), and we find that z is decomposed as

z = exp(Z) = exp(X) exp(Y ). (6.1)

From Section 4 we know that y = exp(Y ) is the best centro-symmetric approxi-
mation to z, and that the distance between y and z is given as

d(z, y) = ‖X‖ = ‖P − 1
2 [P, K ] + · · · ‖, (6.2)

where ‖ · ‖ is the Frobenius norm.
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6.3. Decomposition of Vector Fields with Polynomial Coefficients

In this last example we apply the generalized polar decomposition to vector fields
with polynomial coefficients. Consider the differential equation

du

dt
= p(u, v),

dv

dt
= q(u, v),

(6.3)

where p(u, v) and q(u, v) are two polynomials in u and v. We wish to decompose
the vector field F(u, v) = p(u, v)∂u + q(u, v)∂v into two vector fields, one that
has the transformation R: (u, v) �→ (u,−v) as a symmetry, and the other one that
has R as a reversal symmetry. To this goal, we consider the Lie group of flows ϕt

of vector fields with polynomial coefficients and consider the automorphism

σϕt = Rϕt R,

where R is the matrix

R =
(

1 0
0 −1

)
.

Since the map R is a linear transformation, the corresponding algebra automor-
phism on the vector field Z is

dσ Z = RZ R,

hence

F(u, v) = P(u, v) + K (u, v),

where

P(u, v) = 1
2 ((p(u, v) − p(u,−v))∂u + (q(u, v) + q(u,−v))∂v)

and

K (u, v) = 1
2 ((p(u, v) + p(u,−v))∂u + (q(u, v) − q(u,−v))∂v).

We can construct the series X (t) and Y (t) in terms of the vector fields P and K
above as in Section 3—the commutator being the usual Jacobi bracket of vector
fields. In this manner, one obtains the decomposition

ϕt = exp(t F) = exp(X (t)) exp(Y (t)),

where now exp(Y (t)) has R as a symmetry and exp(X (t)) has R as a reversal
symmetry, in other words,

R exp(X (t))R = exp(−X (t)), R exp(Y (t))R = exp(Y (t)).
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For instance, assume p(u, v) = (1− u)v, q(u, v) = 2u − 3v. One has P(u, v) =
(1 − u)v∂u + 2v∂v, K (u, v) = −3v∂v , [P, K ] = 3v(1 − u)∂u − 6u∂v , etc. Note
that vector fields in k and p have reflection with respect to the u axis as a symmetry
and antisymmetry, respectively.

Let us restrict our attention to polynomial vector fields of degree at most r < ∞.
To obtain a Lie algebra, we modify the Jacobi bracket truncating all the polynomial
terms of degree higher than r . For instance, if P(u, v) = (1 − u)v∂u + 2u∂v ,
K (u, v) = −3v∂v , and r = 2, then

[P, [P, K ]]r = 6(u − u2 + v2)∂u,

whereas the classical Jacobi bracket would give [P, [P, K ]] = 6(u − u2 + v2 −
uv2)∂u .

The corresponding Lie algebra g is now finite dimensional and we can consider
the distance d induced by the canonical Cartan–Killing form, tr(adA adB), which
now reduces to computing traces of appropriate matrices describing the adjoint
operator.4 Thus one has the following optimality result: in the metric defined by d,
the time-1 map of the r -degree polynomial vector field Y (t) is the best approximant
to exp(t F) among all time-1 flows of polynomial vector fields of degree r that are
symmetric with respect to the u axis. The distance in the approximation is given
by ‖X (t)‖.

7. Conclusions

In this paper we have discussed some issues related to the polar decomposition
in Lie groups as analogous to the polar decomposition of matrices. Such a fac-
torization always exists and its factors are differentiable, provided that the group
element we wish to factorize is sufficiently close to the group identity. Moreover,
the decomposition is well known to be global under certain assumptions on the
group G. Our contribution to the understanding of the subject is twofold: first of
all, we have derived explicitly the Lie-algebra series expansions that determine
the factors uniquely near the identity. Second, we have proved that the subgroup
factor possesses certain optimality properties, namely, given a Lie-group element
z that has polar decomposition z = xy, where x ∈ Gσ is the symmetric space
factor and y ∈ Gσ is the subgroup factor, then y is the best approximant to z, both
locally and globally, under the assumption that σ defines a Cartan decomposition.
This result is a Lie-group analog of the optimality of the orthogonal factor in the
polar decomposition of matrices.

The existence of this decomposition in such a general setting is very relevant,
among others, in the context of integration of dynamical systems possessing ge-
ometric attributes such as symmetries and reversing symmetries. Numerical inte-

4 We assume that this Lie algebra is semisimple, otherwise one can always perform the Levi
decomposition of g into a semisimple and nilpotent subalgebra.
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Fig. 1. Vector field F and the first terms in the X series.

grators for differential equations usually introduce a perturbation of the underlying
vector field, so that the numerical flow (numerical approximation thought of as the
flow of a modified vector field) seldom preserves the same symmetries/reversing

Fig. 2. First terms in the Y series.
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symmetries, and ad hoc numerical schemes need to be introduced instead or pro-
jection techniques to be employed. Thus, one could perform a “polar factorization”
of the numerical integrator and discard the factor that is not relevant for the given
problem. For instance, the well-known generalized Scovel projection for numerical
methods to preserve reversing symmetries [14] corresponds to an approximation
of the p factor of the polar decomposition introduced in this paper, under the choice
of a suitable automorphism σ [15].

It would also be interesting to investigate whether linear algebra techniques for
computing the polar factorization of matrices can be extended in some respect to
the general Lie-group case. It would also be of interest as to whether the recur-
rence relations for the polar factors presented in this paper can be used to devise
numerical methods competitive with the standard algorithms for computing the
polar decomposition [8]. These issues are currently under investigation and we
hope to come up with further results in a future paper.

8. Appendix

With the same notation as Theorem 3.1, we prove that the series
∑∞

k=1 Xktk , with
the Xk’s as in (3.2), is absolutely converging.

Assume that g is a Banach space and that the ad operator is bounded (which is
always the case when g is finite dimensional). Let µ be the smallest constant such
that

‖[Y1, Y2]‖ ≤ µ‖Y1‖‖Y2‖, ∀ Y1, Y2 ∈ g,

and denote α = max(‖K‖, ‖P‖). From (3.2) we deduce that

(k + 1)‖Xk+1‖

≤ α


µ‖Xk‖ +

∑
�≥1

2�≤k

|c2�|µ2�
∑

�1 ,...,�2�>0
�1+···+�2�=k

‖X�1‖ · ‖X�2‖ · · · ‖X�2�
‖


 . (8.1)

Consider next the differential equation

dw

du
= h(w), w(0) = 0, (8.2)

where

h(u) = 1 + u +
∞∑

k=1

|c2k |u2k,

which has an analytic solution for some constant 0 < δ < π . Set w(u) =∑∞
k=1 wkuk for |u| < δ. It is easily verified that the wk’s are positive and obey the

recurrence relation

(k + 1)wk+1 =wk +
∑
�≥1

2�≤k

|c2�|
∑

�1 ,...,�2�>0
�1+···+�2�=k

w�1w�2 · · ·w�2�
, k = 1, 2, . . . , (8.3)
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with starting value w1 = 1. We claim that ‖Xk‖ ≤ µk−1αkwk for k = 1, 2, . . . .

Clearly, the statement is true for k = 1, since ‖X1‖ = ‖P‖ ≤ α and w1 = 1.
Next, assume that the statement is true for m = 1, 2, . . . , k. From the induction
hypothesis, together with (8.1) and (8.3), we deduce

(k + 1)‖Xk+1‖ ≤ µkαk+1wk + α
∑
�≥1

2�≤k

|c2�|µ2�
∑

�1 ,...,�2�>0
�1+···+�2�=k

µk−2�αkw�1w�2 · · ·w�2�

= αk+1µk(k + 1)wk+1.

It follows that the series
∑∞

k=1 ‖Xk‖t k is converging in the disk of radius δ/(αµ),
being bounded by the absolutely converging series (1/µ)

∑∞
k=0 wk(tαµ)k . This

completes the proof of Theorem 3.1.
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