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Abstract

We consider two mass points of massesm1 = m2 = 1
2 moving under Newton’s

law of gravitational attraction in a collision elliptic orbit while their centre of mass
is at rest. A third mass point of massm3 ≈ 0, moves on the straight lineL,
perpendicular to the line of motion of the first two mass points and passing through
their centre of mass. Sincem3 ≈ 0, the motion of the massesm1 andm2 is not
affected by the third mass, and from the symmetry of the motion it is clear thatm3
will remain on the lineL. So the three masses form an isosceles triangle whose
size changes with the time. The elliptic collision restricted isosceles three-body
problem consists in describing the motion ofm3.

In this paper we show the existence of a Bernoulli shift as a subsystem of the
Poincaré map defined near a loop formed by two heteroclinic solutions associated
with two periodic orbits at infinity. Symbolic dynamics techniques are used to show
the existence of a large class of different motions for the infinitesimal body.

1. Introduction

Sitnikov [16] showed the possibility of the existence of oscillatory motions
for the elliptic non-collision restricted isosceles three-body problem. This problem
is now called theSitnikov problem. Alekseev [1,2] (see alsoMoser [13]) proved
the existence of such a motion by using some homoclinic or heteroclinic orbits. We
extended all the dynamics found in the elliptic non-collision restricted isosceles
three-body problem to the collision problem. These two problems are very different
due to the existence of the triple collision in the second problem.

We have two mass points with equal masses,m1 = m2 (called primaries),
moving under Newton’s law of gravitational attraction in a collision elliptic orbit
while their centre of mass is at rest. We consider a third mass point of massm3 ≈ 0,
moving on the straight lineL (z-axis) perpendicular to the line of motion (x-axis)
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of the first two mass points and passing through their centre of mass. Sincem3 ≈ 0,
the motion of the massesm1 andm2 is not affected by the third mass, and from the
symmetry of the motion it is clear thatm3 will remain on the lineL. So the three
masses form an isosceles triangle whose size changes with the time. The origin
of the coordinates(x, z) is at the centre of mass. Theelliptic collision restricted
isosceles three-body problem consists in describing the motion ofm3. In what
follows we call it simplythe restricted isosceles three-body problem.

UsingMcGehee’s blow up at infinity [11] we study a neighbourhood of both
infinities (z = ±∞). This allows us to show that there are two special periodic
orbits at infinity denoted by�+ and�−. Each of these periodic orbits has one stable
and one unstable invariant manifold formed by parabolic orbits, (i.e., orbits which
start and end at infinity with zero radial velocity). We denote byP ±,u andP ±,s

the unstable and stable invariant manifolds of�±. These manifolds are analytic
cylinders, their expressions are computed in Appendix B.

The intersections ofP +,u ∩ P −,s and P −,u ∩ P +,s define two transversal
heteroclinic orbitsξ1 andξ2. Since the restricted isosceles three-body problem is far
from an integrable one (see the end of Section 8), we use numerical computations in
order to obtain the transversality of the heteroclinic orbitsξ1 andξ2.The loop formed
by ξ1 andξ2 provides the necessary recurrent motion for showing the existence of
rich dynamics in its neighbourhood, and for studying all final evolutions ofm3
without taking into account triple collisions. For a study of this triple collision see
[3]. For analysing the flow near the loop we use the Poincar´e mapF defined on the
transversal sectionz = 0 near the intersection with the loop.

Alekseev [1] andMoser [13] characterize the orbits of the Sitnikov problem
by using symbolic dynamics. This technique has been used later on to study many
different three-body problems, see for instanceCors&Llibre [4–6],Devaney [7],
Llibre, Martı́nez & Simó [8], Llibre & Simó [9,10], andMeyer &Wang [12].
For the restricted isosceles three-body problem we shall define a Bernoulli shift on
the set of sequences of symbols{an} determined by the number of binary collisions
of m1 andm2 between two consecutive passings ofm3 through the transversal
sectionz = 0. We prove that this shift appears as a subsystem of the Poincar´e map
F , see Theorem 8.2. The dynamics described by this theorem are one of the main
results of this paper. An immediate consequence is the existence of periodic orbits
and the non-existence of real analytic integrals different from the total energy of
the system.

Finally, we give the topology of the set of initial conditions for the capture and
escape orbits (i.e., orbits which start or end parabolically or hyperbolically after
crossingz = 0 n times).

The rest of the paper is organized as follows. First, in Section 2 we deduce
for the restricted isosceles three-body problem its equations of motion, its final
evolutions, study its three symmetries, and define the Poincar´e map. The flow in a
neighbourhood of infinity is analysed in Section 3. In Section 4 we deal with the
invariant manifolds formed by the parabolic orbits, and compute numerically their
transversal intersections in Section 5. The Bernoulli shift is defined in Section 6,
and the conditions for appearing as a subsystem of a map, in Section 7. In Section 8
we prove that the Bernoulli shift is a subsystem of the Poincar´e map of the restricted
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isosceles three-body problem. Finally, in Section 9 we study the capture and escape
orbits.

2. Formulation of the problem

We have taken the units of length, mass and time in such way thatm1 = m2 = 1
2,

the time between two consecutive binary collision of the primaries equals 2π , and
the gravitational constant equals 1.

Letx be the distance between the centre of mass andm1, and letz be the distance
of m3 from the centre of mass. So,(x,0) denotes the position ofm1, (−x,0) that of
m2, and(0, ±z) the position ofm3. Then the motion of the two primaries is given
by

x(E) = 1
2(1 − cosE), t = E − sinE

where we have chosenx(0) = t (0) = 0, t the time andE the eccentric anomaly;
see for more details [15].

Note that binary collisions betweenm1 andm2 are only possible whenE = 0
(mod 2π). Of course, we havex(E) = x(E + 2π) for all E ∈ R.

From Newton’s laws of mechanics, the equation of motion ofm3 is

d2z

dt2 = − z

(x2(t) + z2)3/2 , (2.1)

wherex(t) = x(E(t)).
We denote by(ω−, ω+) the maximal interval where a solutionz(t) of the

differential equation (2.1) is defined.
Let z(t) be a solution of system (2.1) defined in the maximal interval

(−∞, +∞). A final evolution of this solutionz(t) of the restricted isosceles three-
body problem describes its asymptotic behaviour whent → −∞ or t → +∞. We
have the following possible final evolutions for a solutionz(t) of system (2.1).

Whenω+ = +∞ we say thatz(t) has a final evolution ofparabolic type
(P+), if lim t→+∞ z(t) = ±∞ and limt→+∞ ż(t) = 0; of hyperbolic type (H+),
if lim t→+∞ z(t) = ±∞ and limt→+∞ | ż(t) |> 0; and ofelliptic type (E+), if
m3 intersects infinitely many times the axesz = 0 whent → +∞. Inside the
classE+ there are theoscillatory (O+) final evolutions which are characterized
by limt→+∞ sup| z(t) | = +∞ and limt→+∞ inf | z(t) | = 0, and the periodic
orbits.

In a similar way whenω− = −∞ we define the final evolutionsP−, H−, E−
andO−.

We describe a solutionz(t) �≡ 0 of (2.1) by giving its velocitẏz0 and timet0
whenz(t0) = 0. We note that such a zero ofz(t) always exists, and usually it is
not unique. Ifz(t0) = 0 we are interested in the solutions such thatż(t0) �= 0,
otherwise by the uniqueness theorem of the solutions of a differential equation we
would get the trivial solutionsz(t) ≡ 0. Thus we can describe an arbitrary orbit
z(t) of system (2.1) by givingt0 (mod 2π) andż(t0). The valuest0 (mod 2π) and
ż(t0) = 0 correspond to Euler’s collinear solution,z(t) ≡ 0 (see for instance [15]).
In short, we have the following result.
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Fig. 2.1. The cylinderz = 0.

Proposition 2.1. Orbits of the mass m3 are determined by points of a cylinder
z = 0, parametrized by t0 (mod 2π) and ż(t0), without the generatrix t0 = 0
which corresponds to triple collision orbits (see Fig. 2.1).

We note that the differential equation (2.1) is invariant under the symmetries

S0 : (z, ż, t) → (−z, −ż, t),

S1 : (z, ż, t) → (z, −ż, −t),

S2 : (z, ż, t) → (−z, ż, −t).

We define a Poincar´e mapf+ (or f−) from the cylinderz = 0 into itself
by following the solution with initial conditionsz(t0) = 0, ż0 = ż(t0) > 0 (or
ż(t0) < 0) to its nextz zero, and denote byt1 the smallestt > t0 for which
z(t1) = 0 andż(t1) < 0 (respectively,̇z(t1) > 0), if it exists. Then, ifż1 = ż(t1),
f+(ż0, t0) = (ż1, t1) (respectively,f−(ż0, t0) = (ż1, t1)).

If E+,s
0 (E−,s

0 ) denotes the domain of definition of the mapf+(f−), thenE+,s
0

(E−,s
0 ) represents the initial values of the orbits which return toz = 0 in forward

time. From the continuity of the solutions of (2.1) with respect to initial conditions,
we have thatE+,s

0 andE−,s
0 are open sets.

Now we study the complement ofE+,s
0 ∪E−,s

0 . First, letz(t)be a solution of (2.1)
satisfyingz(t0) = 0, ż(t0) > 0 andt1 = +∞; thenż(t) > 0 for all t > t0. Thus
z(t) is monotonically increasing fort > t0 and,z(t) → +∞ whent → +∞. Since
by (2.1)z̈(t) < 0 for all t > t0, the functioṅz > 0 is monotonically decreasing and

ż(∞) = lim
t→∞ z(t) � 0

exists. We have shown thatz(t) is a parabolic (or hyperbolic) orbit if ż(∞) = 0
(respectively,̇z(∞) > 0). A similar study can be made for an orbit with initial
conditions inE−,s

0 .
In fact, the complement of the setE+,s

0 ∪ E−,s
0 in C = {z = 0, ż �= 0, t �=

0 (mod 2π)} corresponds to initial conditions for parabolic or hyperbolic orbits
when t → +∞. The set of initial conditions inC of parabolic (or hyperbolic)
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orbits for t → +∞ is denoted byP +,s
0 ∪ P

−,s
0 (respectively,H+,s

0 ∪ H
−,s
0 ), with

P
+,s
0 ∪ H

+,s
0 ⊂ (C ∩ {ż > 0}) andP

−,s
0 ∪ H

−,s
0 ⊂ (C ∩ {ż < 0}). We note

that C is contained in a cylinder, but it is not a cylinder because the generatrix
{z = 0, ż, t = 0 (mod 2π)} which corresponds to initial conditions of triple
collision is omitted. However, roughly speaking, it can called a cylinder, and in
what follows we will talk about the cylinderC.

Now, we define the inverse Poincar´e map. Let(ż0, t0) be one point on the
cylinderC, andz(t) be the orbit ofm3 such thatz(t0) = 0 andż(t0) = ż0. We
denote byt−1 the largestt < t0 for which z(t−1) = 0, if it exists. If ż−1 = ż(t−1),
then we definef −1+ (ż0, t0) = (ż−1, t−1) if ż−1 > 0, andf −1− (ż0, t0) = (ż−1, t−1) if
ż−1 < 0. We note thatf −1+ (orf −1− ) is the inverse Poincar´e map off+ (respectively,
f−).

If E+,u
0 andE−,u

0 denote respectively the domains of definitionf −1+ andf −1− ,
thenE+,u

0 andE−,u
0 are the set of initial conditions for the orbits which go back to

z = 0 at least once for backward time. From the continuity of the solutions of (2.1)
with respect to initial conditions, we have thatE+,u

0 andE−,u
0 are open sets.

The orbitsz(t) defined on the complement ofE−,u
0 ∪E+,u

0 in C satisfy the condi-
tions thatz(t0) = 0, t−1 = −∞, |z(t)| → +∞ whent → −∞, and|ż(−∞)| � 0.
Therefore the points inC in the complement ofE+,u

0 ∪E−,u
0 correspond to parabolic

or hyperbolic orbits whent → −∞.We denoted byP +,u
0 ∪ P

−,u
0 (orH+,u

0 ∪H
−,u
0 ),

with P
+,u
0 ∪ H

+,u
0 ⊂ (C ∩ {ż < 0}) andP

−,u
0 ∪ H

−,u
0 ⊂ (C ∩ {ż > 0}) the

set of initial conditions inC for parabolic (respectively, hyperbolic) orbits when
t → −∞.

In order to find the domain of definition off −1+ (f −1− ) we use the symmetry
S1. We remark that on the cylinderC the symmetryS1 is given byS1(ż0, t0) =
(−ż0,2π − t0) if t0 ∈ (0,2π); sof −1+ = S−1

1 ◦f+ ◦S1 andf −1− = S−1
1 ◦f− ◦S1.

Consequently we have the following result.

Proposition 2.2. The following equalities hold:

E+,u
0 = S1(E+,s

0 ), H
+,u
0 = S1(H

+,s
0 ), P

+,u
0 = S1(P

+,s
0 ),

E−,u
0 = S1(E−,s

0 ), H
−,u
0 = S1(H

−,s
0 ), P

−,u
0 = S1(P

−,s
0 ).

We remark thatE+ � E±,s
0 andE− � E±,u

0 . This means that not all orbits with

initial conditions inE±,u(s)
0 have elliptic final evolution. In a similar way, we have

thatP ±,s
0 � P+, H±,s

0 � H+, P ±,u
0 � P− andH

±,u
0 � H−.

3. The flow near infinity

An orbit escapes at (orcomes from) infinity if z(t) tends to±∞ whent tends
to +∞ (respectively,−∞). To study the flow in a neighbourhood of the infinity we
use the transformation introduced byMcGehee [11], that is,

z = sign(z)
2

q2 , ż = −sign(z)p, dt = 4q−3ds,
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with 0 < q < +∞. Soq → 0 corresponds toz → ±∞. Then, (2.1) becomes

dq

ds
= p,

dp

ds
= q

(
1 + q4

4
x2(t)

)−3/2

,

(3.1)

defined in the phase space{(q, p, t) ∈ R3 : q > 0}. We note that with system (3.1)
we can study both neighbourhoods of the infinityq = 0, i.e., the neighbourhood
of z = −∞ and the neighbourhood ofz = +∞.

Since the functionx(t) = 1
2(1−cosE) is 2π -periodic inE andt = E −sinE,

we have that in{(q, p, t) ∈ R3 : q � 0} the orbitq = p = 0 is 2π -periodic for
the system

dq

dt
= q3p

4
,

dp

dt
= q4

4

(
1 + q4

4
x2(t)

)−3/2

,

dt

dt
= 1.

(3.2)

We write the system as follows

dq

dt
= −1

4
q3(−p),

d(−p)

dt
= −1

4
q4(1 + g1(q, x(t))),

dt

dt
= 1,

(3.3)

whereg1(q, x(t)) is a power series expression inq starting with order 4 and 2π -
periodic int .

System (3.3) has a 2π -periodic solution at(q, p) = (0,0) (which corresponds
to �+ and�− for z = +∞ andz = −∞ respectively).

Proposition 3.1. The Poincaré map in a neighbourhood of the periodic orbit q = 0,
p = 0 is given by

P(q, −p) =
(
q + π

2
q3(p + r1(q, p)), −p − π

2
q3(p + r2(p, q))

)
,

where r1 and r2 are real analytical functions of third order in q and p.

Proof. See Appendix A. ��
For every open neighbourhoodU of the origin ofR2 we defineA+(P, U) as

{a ∈ U : Pk(a) ∈ U for all k > 0, andPk(a) → 0 whenk → +∞ }. Clearly,
the parabolic orbits fort → +∞ contained inU are exactlyA+(P, U). McGehee
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proved that there existsU such thatA+(P, U) is an analytic curve inq > 0. Using
P−1 we defineA−(P, U) which is the set of parabolic orbits fort → −∞.

The flow near(q, p) is obtained by rotating Fig. 3.1 around thep axis. The
point (q, p) = (0,0) can be seen as a fixed point for the Poincar´e map having
one 1-dimensional stable invariant manifoldP s and one 1-dimensional invariant
manifoldPu which are analytic in a neighbourhood of(0,0) with q > 0. Of course,
P s |U= A+(P, U) andPu |U= A−(P, U).

u

v

Fig. 3.1. The flow at infinityz = +∞.

System (3.2) is invariant by the symmetry(q, p, t) → (q, −p, −t). There-
fore, if the local stable invariant manifoldA+(P, U) is given by the equationq =
F(−p, −t), thenq = F(p, t) is the equation of the local unstable invariant mani-
fold A−(P, U). We just point out that the expansionq = F(p, t) = ∑

n�0 an(t)p
n

can be computed by comparing coefficients, after substituting this expansion in
(3.3).

Proposition 3.2. The points (q, p, t) of the local unstable invariant manifold
A−(P, U) of the periodic orbit q = p = 0 at infinity satisfy

q = F(p, t) = p + a5p
5 + a8(t)p

8 + · · · ,

and the points of the local stable invariant manifold A+(P, U) verify that q =
F(−p, −t), where F is 2π -periodic in t and analytic in p ∈ (0, b) for some b.

Proof. See Appendix B. ��

When we go back to the variables(z, ż, t), the invariant manifoldsPu andP s

duplicate toP ±,u andP ±,s , whereP +,u andP +,s are nearz = +∞, andP −,u

andP −,s are nearz = −∞.
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4. Manifolds of parabolic orbits

We transform the invariant manifolds in the coordinate planes through the
change of variables

u = 1
4(q − F(−p, −t)) = 1

4(q + p) + O5,

v = 1
4(q − F(p, t)) = 1

4(q − p) + O5,
(4.1)

and system (3.1) goes over to

du

ds
= u + O5,

dv

ds
= −v + O5,

dt

ds
= {2(u + v)3 + O7}−1 = 4q−3.

(4.2)

This differential system is restricted to the domain{(u, v, t) : q = 2(u+v)+O5 >

0}. HereOn stands for aC∞ functionf = f (u, v, t) of period 2π in t and such that
λ−nf (λu, λv, t) is bounded uniformly int whenλ → 0 running through positive
values.

In order to study the orbits nearu = v = 0 we eliminate the variables and
write

du

dt
= 2u(u + v)3 + O7,

dv

dt
= −2v(u + v)3 + O7.

(4.3)

We have the following lemma; its proof is easy.

Lemma 4.1. The differential system

u̇ = 2u(u + v)3,

v̇ = −2v(u + v)3,

in the domain R = {(u, v) ∈ R2 : u + v > 0} verifies:

(a) The family of curves uv = c in R are solutions of the system.
(b) Its flow is topologically equivalent to the one described in Fig. 4.1.
(c) The flow on the second ( fourth) quadrant tends to the boundary of R when

t → +∞ (−∞).

From this lemma we can discuss the local behaviour of the solutions of differ-
ential system (4.3) in a sufficiently small neighbourhood ofu = v = 0.

The set{(u, v) : u < 0, v > 0, q > 0} is contained in the second quadrant,
its solutions approachu + v = 2q = 0 whent → +∞. On the other hand, if
u = 1

4(q + p) + O5 < 0 thenp tends to a negative number or zero whent → +∞.
Sincez = sign(z) 2

q2 and ż = −sign(z)p, we can observe thatz(+∞) = +∞
with ż(+∞) > 0, andz(+∞) = −∞ with ż(+∞) < 0. Hence these points
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Fig. 4.1. Orbits ofm3 near the infinity.

correspond to orbits which escape with positive or negative velocity at infinity,
that is, hyperbolic orbits. The points{(u, v) : u = 0, v > 0, q > 0} are such
that z(+∞) = ±∞ with ż(+∞) = 0. Thus they correspond to orbits which
escape with zero velocity at infinity, that is, parabolic orbits fort → +∞. The set
{(u, v) : u > 0, v > 0, q > 0} corresponds to orbits which pass close to infinity
and then return.

In a similar way we find that{(u, v) : u > 0, v < 0, q > 0} and{(u, v) : u >

0, v = 0, q > 0} correspond to hyperbolic and parabolic orbits respectively for
t → −∞.

We will study the topology of the invariant manifolds of parabolic orbits, and
their first intersection with the cylinderC. We have denoted byP+,u andP +,s the
unstable and stable invariant manifold associated with the periodic orbitq = p = 0
at z = +∞. In a similar way we haveP−,u andP −,s at z = −∞.

We defineP +,s
0 (andP −,s

0 ) as the first intersection ofP +,s (respectively,P −,s)
in backward time withz = 0. In the same way,P+,u

0 (orP −,u
0 ) is the first intersection

in forward time ofP +,u (respectively,P −,u) with z = 0.
Now we are interested in the first intersections of the parabolic orbits with

the cylinderC, that is in the study of the curvesP ±,u
0 andP

±,s
0 . Later on we see

numerically that the curvesP +,u
0 andP

−,s
0 intersect transversally.

The curveP +,u
0 has been computed numerically, solving in forward time the

system

dz

dE
= (1 − cosE)v,

dv

dE
= −(1 − cosE)

z

(x2(E) + z2)3/2 ,

(4.4)

starting on the unstable manifoldP +,u nearz = +∞ and ending in the first
intersection withz = 0. The initial conditions onP +,u can be obtained from the
series expansion ofP +,u given in Proposition 3.2. Working in this way we obtain
the curveP +,u

0 , and the curvesP +,s
0 , P −,u

0 andP
−,s
0 can be obtained by using the



326 Martha Alvarez & Jaume Llibre

10 2 4 5 63

2

1

3

4

0

-2

-3

-4

-1

P0
+;u

P0
+;s

P0
−;s

P0
−;u

»2¶

»1¶

t ¼(mod 2 )

z

Fig. 4.2. Parabolic orbits on the cylinder(z = 0, ż, t (mod 2π)).

symmetriesS1, S0 andS2 respectively (see Fig. 4.2). See Appendix C for more
details about the numerical computation.

The numerical results have been drawn on the cylinder(z = 0, ż, t (mod 2π)).
Since in the triple collision the velocity| ż |= +∞, from Fig. 4.2 there is numerical
evidence that there exists at least one intersection point of the manifoldsP ±,u(s) with
the generatrixt = 0 (mod 2π) of the cylinderz = 0 at infinity (i.e.,| ż |= +∞).
In other words, there is at least a parabolic orbit starting atz = +∞ which ends at
collision, and the symmetric ones. Later on we will give topological arguments for
proving the existence of a such solution.

Now we consider system (3.2) at infinity (q = 0),

dp

dt
= 0,

dt

dt
= 1.

Sincet (mod 2π) is an angular variable andp ∈ R, the invariant manifold at
infinity is the cylinder

{(q, p, t) : q = 0, p ∈ R, t ∈ S1} ∼= R× S1,

foliated by the periodic orbitsp = constant. Therefore theα-limit and ω-limit
sets of the hyperbolic and parabolic orbits are periodic orbits. In fact, the infinity
manifold is formed by two cylinders, associated withz = −∞ and z = +∞
respectively.

Theorem 4.2. The set P
+,s
0 (or P

−,s
0 ) of the initial conditions for the parabolic

orbits which tend to z = +∞ (respectively, z = −∞) when t → +∞ is home-
omorphic to a simple closed curve with at least one point on | ż |= +∞ when
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t0 = 0 (mod 2π). The curve P
+,s
0 (or P

−,s
0 ) divides the cylinder z = 0 with ż > 0

(respectively, ż < 0) into two components. One component is formed by the initial
conditions E+,s

0 (or E−,s
0 ), and the other by the initial conditions H

+,s
0 (respectively,

H
−,s
0 ).

Proof. We have seen that the parabolic orbits which tend toz = +∞ (or z = −∞)
whent → +∞ correspond in a small neighbourhood of infinity with{(u, v, t) :
u = 0, v > 0} and t arbitrary. Sincet is an angular variable, we have that the
intersection of this set with the planev = v0 > 0 for v0 sufficiently small is a
simple closed curve (see Fig. 4.3). This intersection is transversal, otherwise the
parabolic orbit would not reach the infinity.

Since any orbit different toz ≡ 0 intersects the cylinderC transversally, it is
clear that the mapping(u = 0, v0, t) → (z = 0, ż0, t0) obtained by following in
backward time the solutions fromv = v0 to C is well defined. By the uniqueness
theorem of the solutions of a differential equation this map is a diffeomorphism.
Thus the parabolic orbits which tend toz = +∞ (or z = −∞) whent → +∞ is
a cylinder such that its first intersection with the cylinderC is a simple curveP +,s

0
(respectively,P −,s

0 ) with at least one point in|ż| = +∞ with t0 = 0 (mod 2π).
The curveP +,s

0 (or P −,s
0 ) is the boundary ofE+,s

0 denoted by∂E+,s
0 (respectively,

E−,s
0 and∂E−,s

0 ). The setE+,s
0 (or E−,s

0 ) corresponds to initial values for the orbits
returning toC at least once in forward (respectively, backward) time. The orbits
with initial values in∂E+,s

0 (or ∂E−,s
0 ) correspond to parabolic orbits forz = +∞

(respectively,z = −∞) when t → +∞. Clearly, we also haveP +,s
0 = ∂H

+,s
0

andP
−,s
0 = ∂H

−,s
0 , whereH+,s

0 (or H−,s
0 ) correspond to the orbits which escape

hyperbolically toz = +∞ (respectively,z = −∞) whent → +∞, and do not
intersect in forward time the cylinderC. ��

t

v

(u , v v , t= = )0 0

v0

u

S1
2π

0

(mod 2 )π
t π0=

(mod 2 )π
t0 = 0

P0
+,s

H0
+,s

E0
+,s

( )z = 0, ,t0z0

z >0 0

Fig. 4.3. Parabolic orbits onu = 0, v = v0, t (mod 2π)and on the cylinder(z = 0, ż > 0, t
(mod 2π)).
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Applying the symmetryS1 to the Theorem 4.2 we obtain:

Theorem 4.3. The set P
+,u
0 (or P

−,u
0 ) of the initial conditions for the parabolic

orbits which tends to z = +∞ (respectively, z = −∞) when t → −∞ is home-
omorphic to a simple closed curve with at least one point, with | ż |= +∞ when
t0 = 0 (mod 2π). The curve P

+,u
0 (or P

−,u
0 ) divides the cylinder z = 0 with ż < 0

(respectively, ż > 0) into two components. One component is formed by the initial
conditions E+,u

0 (respectively, E−,u
0 ), and the other by the initial conditions H

+,u
0

(respectively, H−,u
0 ).

Figure 4.4 shows the curvesP ±,u(s)
0 dividing the set of initial conditions in the

cylinderC.

z>0

z<0

z=0
E0

+,s

P0
+,s

H0
+,s

P0
−,s

H0
−,s

E0
−,s

(mod 2 )π
t π=

(mod 2 )π
t=0

Fig. 4.4. Curves which divide the cylinderC.

5. Transversality of the parabolic manifolds

The numerical computations of the curvesP
±,u(s)
0 in the coordinates(z = 0, ż, t

(mod 2π)), show that the intersection ofP −,u
0 (or P +,u

0 ) with P
+,s
0 (respectively,

P
−,s
0 ) is nontangential att = π (mod 2π), i.e., these intersections are transversal,

see Fig. 4.2.
Consequently we have the following result.

Proposition 5.1. For the restricted isosceles three-body problem the curves P
+,u
0

(or P
−,u
0 ) and P

−,s
0 (respectively, P +,s

0 ) intersect transversally on the generatrix
t0 = π (mod 2π). That is, there exists one orbit ξ1 (respectively, ξ2) beginning
parabolically at z = +∞ (respectively, z = −∞), ending parabolically at z =
−∞ (respectively, z = +∞), and crossing only once the surface z = 0.

We defined byξ ′
1 = P

+,u
0 ∩ P

−,s
0 andξ ′

2 = P
−,u
0 ∩ P

+,s
0 . Note that the orbits

ξ1 andξ2 which intersectz = 0 at the pointsξ ′
1 andξ ′

2 are heteroclinic orbits to
the periodic orbitsq = p = 0 at the infinityz = +∞ andz = −∞. These two
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heteroclinic orbits form a loop (see Fig. 6.2) which will provide a rich recurrent
motion.

6. The Bernoulli shift

In this section we introduced two cylinders{z = 0, ż �= 0, t (mod 2π)}. One
is associated with initial coordinates defining the sets of hyperbolic orbitsH

±,s
0 ,

parabolic orbitsP ±,s
0 and orbitsE±,s

0 for forward time, see Fig. 6.1. The other
cylinder is the image byS1 (see Section 2) of the cylinder of Fig. 6.1, and it
is associated with initial conditions defining the sets of hyperbolic orbitsH

±,u
0 ,

parabolic orbitsP ±,u
0 and orbitsE±,u

0 for backward time.
The final evolutions fort → +∞ of the orbitsH±,s

0 andP ±,s
0 , and fort → −∞

of the orbitsH±,u
0 andP ±,u

0 are clear. Now we want to study the final evolutions of
the orbits having initial conditions onE±,s

0 andE±,u
0 . More specifically, the objective

of the following sections is to study the regionsE−,u
0 ∩ E+,s

0 andE+,u
0 ∩ E−,s

0 in a
neighbourhood of the transversal heteroclinic pointsξ ′

1 andξ ′
2. Remember that the

heteroclinic orbitξ1 (or ξ2) starts parabolically in the periodic orbitq = p = 0 at
z = +∞ (respectively,z = −∞) crossesz = 0 once, and ends parabolically in
the periodic orbitq = p = 0 atz = −∞ (respectively,z = +∞).

We will show that in a neighbourhood of the heteroclinic loop formed by the
union of the two heteroclinic orbitsξ1 andξ2 there exist oscillatory motions, as a
consequence of which the Poincar´e map will have a Bernoulli shift as a subsystem
(see Fig. 6.2).

P0
+,s

P0
−,s

P0
+,u

P0
−,u

E E0 0
+ −,u ,s∩

E E0 0
− +,u ,s∩

H H0 0
− +,u ,s∩

H H0 0
+ −,u ,s∩

H0 0
− +,u ,s∩E

H0 0
+ −,u ,s∩E

E0 0
− +,u ,s∩H

E0 0
+ −,u ,s∩H

z > 0

z < 0

z = 0

Fig. 6.1. Initial conditions set on cylinderz = 0.

We introduce a sequence of integers related to the orbit ofm3 in the following
way: given the timet0 and the positionz(t0) = 0, we consider the sequence of
all tn such thatz(tn) = 0, ordered in such a way thattn < tn+1. There are four
possibilities:

(a) There existtn for all n ∈ Z.
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z = +∞

z −= ∞

ξ1
ξ2

Fig. 6.2. Neighbourhood of the heteroclinic loop formed byξ1 andξ2.

(b) There existtn for all n ∈ Z with n > 0, but there is some integerk such that
it is the first negative integer, starting at−1, for whichtn does not exist. Then
we taketk = −∞.

(c) For alln ∈ Z with n < 0 there existstn, but there is some integerl such that it
is the first positive integer for whichtn does not exist. We taketl = +∞.

(d) The only indicesn for which tn exists satisfyk < n < l with k < 0 andl > 0.
In this case we settk = −∞ andtl = +∞.

We can define the integers

an =
[
tn − tn−1

2π

]
,

and let[y] denote the integer part ofy, if y ∈ R. Thenan ∈ N ∪ {∞} measure
the number of binary collisions of the primaries between two zeros ofz(t), that is,
between two consecutives crossings of the axisz = 0 bym3.

In this way, we can associate a double infinite sequence with each orbit ofm3,
wherea is the set of the natural numbers. The sequences are of four types:

(α) (· · · , a−2, a−1, a0, a1, a2, · · · )
with an ∈ N for all n ∈ Z. These sequences describe orbits withm3 cutting
z = 0 an infinite number of times in positive time, and therefore they never
escape to infinity, similarly for negative time. As a consequence orbits of this
kind never escape and are never captured by infinity.

(β) (∞, ak+1, ak+2, · · · )
with k � 0, andan ∈ N, for all n ∈ Z such thatn > k. These sequences
describe orbits which come from infinity and remain cuttingz = 0 for all time.

(γ ) (· · · , al−2, al−1, ∞)

with l � 1 andan ∈ N, for alln ∈ Z such thatn < l. These sequences describe
orbits for whichm3 for negative times cutsz = 0 an infinite number of times,
but at some positive timem3 is captured by the infinity.
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The orbits define sequences of type

Pu
0 y Hu

0 (∞, a1, a2, · · · )
(∞, a1, · · · , al−1, ∞) conl � 1

P s
0 y Hs

0 (· · · , a−1, a0, ∞)

(∞, ak+1, · · · , a0, ∞) conk � 0

Pu
0 ∩ P s

0 , Pu
0 ∩ Hs

0 (a0, a1) = (∞, ∞)

Hu
0 ∩ P s

0 , Hu
0 ∩ Hs

0

Table 6.1.

Sequences types Final evolutions

α E− ∩ E+, E− ∩ O+, O− ∩ E+, O− ∩ O+
β H− ∩ E+, H− ∩ O+, P− ∩ E+, P− ∩ O+
γ E− ∩ H+, E− ∩ P+, O− ∩ H+, O− ∩ P+
δ H− ∩ H+, H− ∩ P+, P− ∩ H+, P− ∩ P+

Table 6.2.

(δ) (∞, ak−1, · · · , al−1, ∞)

with k � 0, l � 1 andan ∈ N, for all n ∈ Z such thatk < n < l. These
sequences describe orbits of capture and escape.

In order that sequences are well defined it is sufficient thattn �= 0 (mod 2π)

for all tn ∈ R such thatz(tn) = 0. Otherwise there would be a triple collision.
In Table 6.1 we show the types of sequences which are defined by the orbits

with initial conditionsPu
0 , P s

0 , Hu
0 andHs

0, and their intersection.
The main result in this paper is the following theorem, which describes the

dynamics ofm3 in a neighbourhood of the heteroclinic loop formed by the orbits
ξ1 andξ2.

Theorem 6.1. There exists an integer b > 0 such that for every sequence of integers
{bn} of one of the previous types, providing that bn � b ( for all n ∈ Z such that bn

is defined), there is an orbit of m3 such that its associated sequence is {bn}.
Theorem 6.1 shows the existence of all possible final evolutions (without triple
collision) for the restricted isosceles three-body problem, which are given in Table
6.2. To prove this theorem we shall introduce some notions.

7. The Bernoulli shift as a subsystem of a map

As usualZ will denote the set of integer numbers, andN will denote the set of
non-negative integers numbers.
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LetA be the setN
⋃{∞}, where∞ is an arbitrary element. We provideA with

a total ordering with the usual ordering of naturals extended bya < ∞ for all
a ∈ N.

Let S be the set of sequences of elements ofA of the followings types:

(a) (· · · , a−2, a−1, a0, a1, a2, · · · ) with an �= ∞ for all n ∈ Z;
(b) (ak, ak+1, ak+2, · · · ) with k � 0,ak = ∞, andan �= ∞ for all n ∈ Z such that

n > k;
(c) (· · · , al−2, al−1, al) with l � 1, al = ∞, andan �= ∞ for all n ∈ Z such that

n < l;
(d) (ak, ak+1, · · · , al−1, al) with k � 0, l � 1, conak = al = ∞, andan �= ∞

for all n ∈ Z such thatk < n < l.

We introduce a topology inS as follows. For each elementa ∈ S there exists a
base of neighbourhoods{Uj(a)}, j = 1,2,3, . . . defined by

Uj(a) = {a′ ∈ S : a′
n = an if | n |< j},

Uj (a) = {a′ ∈ S : a′
n = an if k < n � j, a′

k � j},
Uj (a) = {a′ ∈ S : a′

n = an if − j � n < l, a′
l � j},

Uj (a) = {a′ ∈ S : a′
n = an if k < n < l, a′

k, a
′
l � j},

wherea is of type (a), (b), (c) and (d) respectively. For alla ∈ S the neighbourhoods
{Uj(a)} satisfy the following.

(1) EachUj(a) is not empty.
(2) For allj , a ∈ Uj(a).
(3) Given two arbitrary neighbourhoodsUi(a) and Uj(a), there exists another

neighbourhoodUm(a) such thatUm(a) ⊂ Ui(a)∩Uj(a). It is sufficient to take
m � max{i,j}.

(4) For allUj(a) there exists a subsetU of Uj(a) such thata ∈ U , and for all
b ∈ U there exists someUi(b) contained inU .

We remark that ifU = Ui(a) andi � j +1, then statement (4) is satisfied. In short,
the neighbourhood basis{Uj(a)} providesS with the structure of a topological
space.

Now, we will prove the following proposition by using the technique of con-
tinued fractions.

Proposition 7.1. With the topology induced by the neighbourhood basis {Uj(a)}
the topological space S is compact.

Proof. In order to show thatS is compact we shall prove the existence of a home-
omorphism betweenS and the squareC = [0,1] × [0,1]. SinceC is compact with
the Euclidean topology ofR× R, it follows thatS is compact.

A sequencem0, m1, m2, · · · ,mj of arbitrary real numbers, all positive except
perhapsm0, defines the continued fraction
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[m0,m1,m2, · · · ,mj ] = m0 + 1

m1 + 1

m2 +
. . .

+ 1

mj−1 + 1

mj

.

A continued fraction issimple if all mi ∈ N.
Let m1,m2, · · · ,mj a finite sequence of numbers inN, m0 ∈ Z and[m0,m1,

m2, · · · mj ] be the continued fraction associated with them. From Theorem 7.2 of
[14] we get that any finite simple continued fraction represent a rational number.

Now, we consider the infinite sequencem1,m2, · · · of numbers inN andm0 ∈
Z. The value of any infinite simple continued fraction[m0,m1,m2 · · · ] is define
as limn→∞[m0,m1,m2 · · · ,mn]. By Theorem 7.7 of [14] we have that this limit
converges to an irrational number.

On the other hand, ifm1,m2, · · · is a periodic sequence, that is, there is a
n ∈ N such thatmr = mn+r for all r ∈ N sufficiently larger,m0 ∈ Z. Then the
associated continued fraction is periodic, and by Theorem 7.19 of [14] we have that
it converges to an irrational number.

From the sequences ofS we define the following continued fractions:

xa0a−1a−2··· = 1

a0 + 1

a−1 + 1

a−2 +
. . .

,

ya1a2a3··· = 1

a1 + 1

a2 + 1

a3 +
. . .

,

xa0a−1···ak+1 = 1

a0 + 1

a−1 +
. . .

+ 1

ak+1

if k < 0,

ya1a2···al−1 = 1

a1 + 1

a2 +
. . .

+ 1

al−1

if l > 1.
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The mapfa that assigns to each sequence of type (a) the point ofC with coor-
dinates(xa0a−1a−2···, ya1a2a3···) is a homeomorphism between the set of sequences
of type (a) and the subset ofC formed by points having irrational coordinates.

The mapfb that assigns to each sequence of type (b) the pair(xa0a−1···ak+1,
ya1a2a3···) if k < 0, and(0, ya1a2a3···) if k = 0, is a homeomorphism between the set
of sequences of type (b) and the subset ofC formed by the points having a rational
number as first coordinate and as second coordinate an irrational number.

The mapfc that assigns to each sequence of type (c) the pair(xa0a−1a−2···,
ya1a2···al−1) if l > 1, or (xa0a−1a−2···,0) if l = 1, is a homemomorphism between
the set of type (c) sequences and the subset ofC formed by the points with irrational
first coordinate and rational second coordinate.

The mapfd that assigns to each sequence of type (d) the pair(xa0a−1···ak+1,
ya1a2···al−1) if k < 0 andl > 1, (xa0a−1···ak+1,0) if k < 0 andl = 1; (0, ya1a2···al−1)

if k = 0 andl > 1, and(0,0) if k = 0 andl = 1, is a homeomorphism from the set
of type (d) sequences onto the subset of points ofC having rational coordinates.

In short, the applicationf : S → C restricted to the sets of sequences of type
(a), (b), (c) and (d) isfa ,fb,fc andfd respectively; it is a homeomorphism between
S andC. ��

The mappingσ : S → S defined by(σ (a))n = an+1, with a ∈ S is known as
the Bernoulli shift ofS. The domain of definition ofσ isD(σ) = {a ∈ S : a0 �= ∞},
and its image is Imσ = {a ∈ S : a1 �= ∞}.

The version of the Bernoulli shift as a subsystem of a convenient Poincar´e map
used here was inspired byMoser [13]. If f is a continuous map fromX into itself,
andg is another continuous map fromY into itself, then we say thatg is asubsystem
of f if there is a homeomorphismh from Y to h(Y ) ⊂ X such that the following
diagram commutes.

X
f−−−−→ X

h

	 h

	
Y

g−−−−→ Y

Let U+ andU− be two copies of the square[0,1] × [0,1]. Now, from the
geometry of a convenient mapF from U = U+ ∪ U− into itself, we will show that
there are two copies of the Bernoulli shiftσ as a subsystem ofF . We need some
preliminary definitions.

Let µ ∈ (0,1). We define avertical curve in U+ as x = v(y) if
0 � v(y) � 1 for all 0 � y � 1, and

| v(y1) − v(y2) |� µ | y1 − y2 | for all 0 � y1 � y2 � 1.

If v1(y) andv2(y) define two vertical curves, and if 0� v1(y) < v2(y) � 1 for
all 0 � y � 1, we call the setV = {(x, y) ∈ U+ : v1(y) � x � v2(y)} a vertical
strip in U+.

We define thediameter of a vertical stripV as

d(V ) = max
0�y�1

(v2(y) − v1(y)).
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Similarly, we describe ahorizontal curve in U+ asy = h(x), if 0 � h(x) � 1
for all 0 � x � 1, and

| h(x1) − h(x2) |� µ | x1 − x2 | for all 0 � x1 � x2 � 1.

If h1(y) andh2(y) define two horizontal curves, and if 0� h1(x) < h2(x) � 1
for all 0 � x � 1, we call the setH = {(x, y) ∈ U+ : h1(x) � y � h2(x)} a
horizontal strip in U+.

We define thediameter of a horizontal stripH as

d(H) = max
0�x�1

(h2(x) − h1(x)).

Similarly, we define thevertical curves andstrips in U−.

Proposition 7.2 ([13], Lemma 1, p. 70). Let V1 ⊃ V2 ⊃ · · · be a sequence of
vertical strips (or horizontal strips). If d(Vk) → 0 as k → ∞, then

⋂∞
k=1Vk

defines a vertical curve (respectively, horizontal curve).

Proposition 7.3 ([13], Lemma 2, p. 70). A vertical curve and a horizontal curve in
U+ or U− intersect at exactly one point.

We set the following conditions:

(a) Let F be a homeomorphism fromU to F(U) ⊂ R2 such that there are two
families of pairwise disjoint vertical stripsV +

n andV −
n with n ∈ N, and two families

of pairwise disjoint horizontal stripsH+
n andH−

n with n ∈ N, andF(V +
n ) = H−

n ,
F(V −

n ) = H+
n for all n ∈ N. The vertical boundaries∂V +

n and∂V −
n of the vertical

stripsV +
n andV −

n underF are the boundaries of the horizontal strips preserving
the order; that is,F(∂V +

n ) = ∂H−
n andF(∂V −

n ) = ∂H+
n (see Fig. 7.1).

Furthermore the stripsV ±
n andH±

n are ordered as in Fig. 7.2. The set of vertical
strips is completed by addingV +∞ = {(x, y) ∈ U+ | x = 1} andV −∞ = {(x, y) ∈
U− | x = 1}. We need thatV +

n → V +∞ andV −
n → V −∞ whenn → ∞. The limit

setH+∞ andH−∞ are defined in a similar way.

(b) Let V ⊂ ∪+∞
n=1V

+
n be a vertical strip inU+. ThenV ′

n = V −
n ∩ F−1(V ) is a

vertical strip inU− for all n, and for somer ∈ (0,1) we have thatd(V ′
n) � r ·d(V ).

Let H ⊂ ∪+∞
n=1H

+
n be a horizontal strip inU+. ThenH ′

n = H−
n ∩ F(H) is a

horizontal strip inU− for all n and we have alsod(H ′
n) � r · d(H). A similar

assertion is true for the families of vertical and horizontal strips inU−.

We letS+ andS− be two copies of the setS, and we definẽS = S+ ∪ S−.
We consider a homeomorphismh : S̃ → U , such thath+ = h |S+: S+ → U+
andh− = h |S−: S− → U−. On other hand, we define the mapσ̃ : S̃ → S̃ such
that σ̃ |S+: S+ → S− andσ̃ |S−: S− → S+ are copies of the Bernoulli shiftσ .
Then the domain of definition of̃σ is D(̃σ) = {a ∈ S̃ : a0 �= ∞} and its image is
Im σ̃ = {a ∈ S̃ : a1 �= ∞}. Let F be a continuous map ofU into itself, such that
F+ = F |U+: U+ → U− andF− = F |U−: U− → U+. If the following diagram

U F−−−−→ R2

h

	 h

	
S̃

σ̃−−−−→ S̃
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Hn
−

U +

Vn
+

U −

Fig. 7.1. Application of the vertical stripsV +
n into the horizontal stripsH−

n .

V1V1 V2V2 VnVn V∞V∞

H1

H2

H∞

Hn

Fig. 7.2. The ordering of the vertical and horizontal strips.

is commutative, we say thatF hastwo copies of Bernoulli shift σ as a subsystem.

Theorem 7.4. If F : U → R2 is a map satisfying conditions (a) and (b). Then F
has two copies of the Bernoulli shift σ as a subsystem.

Proof. The set̃S has four types of elementsα, β, γ andδ. We give explicitly the
images for elements of typesα andβ underh, the ones for typesγ andδ are similar.

From statements (a) and (b), we can verify thatF (or F−1) maps each of the
squaresU+ andU− into horizontal (respectively, vertical) strips contained inU−
andU+ respectively.

Let a = (· · · , a−1, a0, a1, · · · ) be a sequence of typeα. We define recursively
for n � 1

V +
a0a−1···a−n

= V +
a0

∩ F−1(V −
a−1···a−n

),

and
V −

a0a−1···a−n
= V −

a0
∩ F−1(V +

a−1···a−n
).

Using condition (b) we have thatV +
a0a−1···a−n

is a vertical strip contained inU+
andV −

a0a−1···a−n
is a vertical strip contained inU−. The same condition assures us

that the diameters ofV ±
a0a−1···a−n

satisfy

d(V ±
a0a−1···a−n

) � r · d(V ±
a−1···a−n

) � rn · d(V ±
a−n

) � rn,

in consequence, the diameters tend to zero whenn → ∞.
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From the definition of vertical strip we have

V +
a0a−1···a−n+1

= V +
a0

∩ F−1(V −
a−1

∩ F−1(V +
a−2

∩ F−1(· · · F−1(V sign(−1)n−1

a−n+1
)

· · · )))
and

V +
a0a−1···a−n

= V +
a0

∩ F−1(V −
a−1

∩ F−1(V +
a−2

∩ F−1(· · · F−1(V sign(−1)n
a−n

) · · · ))).
Then we find that

V +
a0a−1···a−n

⊂ V +
a0a−1···a−n+1

is satisfied, and therefore using Proposition 7.2,

V +(a) =
+∞⋂
n=0

V +
a0a−1···a−n

is a vertical curve inU+. Equivalent properties hold for the vertical stripsV −
a0a−1···a−n

in U−. Thus we have the vertical curvesV +(a) in U+ andV −(a) contained inU−,

V +(a) ={p ∈ U+ : F−m(p) ∈ V +
am

for m = 0, −2, −4, . . . and

F−m(p) ∈ V −
am

for m = −1, −3, . . . },

V −(a) = {p ∈ U− : F−m(p) ∈ V −
am

for m = 0, −2, −4, . . . and

F−m(p) ∈ V +
am

for m = −1, −3, . . . }.
Forn � 2 we define recursively

H+
a1a2...an

= H+
a1

∩ F(H−
a2...an

),

and
H−

a1a2...an
= H−

a1
∩ F(H+

a2...an
).

Condition (b) assures us thatH+
a1a2...an

is a horizontal strip inU+, andH−
a1a2...an

is
a horizontal strip inU−. As above, the diameters of the horizontal strips satisfy

d(H±
a1a2···an

) � r · d(H±
a2···an

) � rn−1 · d(H±
an

) � rn−1.

Therefore, the limit of the diameters tend to zero whenn → ∞.
Now, we use the definition of horizontal strips to obtain

H+
a1a2...an

= H+
a1

∩ F(H−
a2

∩ F(H+
a3

∩ F(· · · F(H sign(−1)n−1

an
) · · · ))),

H+
a1a2...an+1

= H+
a1

∩ F(H−
a2

∩ F(H+
a3

∩ F(· · · F(H sign(−1)n
an+1

) · · · ))),
and from both equalities we get

H+
a1a2...an+1

⊂ H+
a1a2...an

.
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Finally, from Proposition 7.2,H+(a) = ∩+∞
n=1H

+
a1a2...an

is horizontal curve inU+.
Equivalent properties hold for the horizontal stripsH−

a1a2...an
in U−. Hence, we get

the following horizontal curves inU+ andU− respectively,

H+(a) = {p ∈ U+ : F−m(p) ∈ H+
am+1

for m = 0,2,4, . . . and

F−m(p) ∈ H−
am+1

for m = 1,3, . . . },
and

H−(a) = {p ∈ U− : F−m(p) ∈ H−
am+1

for m = 0,2,4, . . . and

F−m(p) ∈ H+
am+1

for m = 1,3, . . . }.
From Proposition 7.3 we obtain the fact thatV +(a) ∩ H+(a) (or V −(a) ∩

H−(a)) is a unique pointp ∈ U+ (respectively,U−).
Now, we shall consider a sequence of typeβ, that is,b = (ak, ak+1, · · · ) where

k � 0. In this case we have that the sequencea1, a2, . . . defines horizontal curves

H+(b) = {p ∈ U+ : F−m(p) ∈ H+
am+1

for m = 0,2,4, . . . and

F−m(p) ∈ H−
am+1

for m = 1,3, . . . },
and

H−(b) = {p ∈ U− : F−m(p) ∈ H−
am+1

for m = 0,2,4, . . . and

F−m(p) ∈ H+
am+1

for m = 1,3, . . . }.

Proposition 7.2 tell us thatV +
n ∩ F−1(V −∞) (or V −

n ∩ F−1(V +∞)) is a vertical
curve inU+ (respectively,U−) for all n ∈ N. Moreover, the inverse image byF of
a vertical curve ofU+ (U−) is a vertical curve inside each stripV −

n (respectively,
V +

n ). Then

V +(b) = V +
a0

∩ F−1(V −
a−1

∩ F−1(V +
a−2

∩ · · ·
· · · ∩ F−1(V

sign(−1)−k+1

ak+1 ∩ F−1(V
sign(−1)−k

∞ ))))

= {p ∈ U+ : F−m(p) ∈ V +
am

for m = 0, −2, −4, . . . and

F−m(p) ∈ V −
am

for m = −1, −3, . . . with 0 � m � k}
and

V −(b) = V −
a0

∩ F−1(V +
a−1

∩ F−1(V −
a−2

∩ · · ·
· · · ∩ F−1(V

sign(−1)−k+1

ak+1 ∩ F−1(V
sign(−1)−k

∞ ))))

= {p ∈ U− : F−m(p) ∈ V −
am

for m = 0, −2, −4, . . . and

F−m(p) ∈ V +
am

for m = −1, −3, · · · with 0 � m � k}
are vertical curves inU+ andU− respectively. Consequently, from Proposition 7.3
we get thatV +(b) ∩ H+(b) (or V −(b) ∩ H−(b)) is a unique pointp ∈ U+
(respectively,U−).
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Note that for the sequencesa of typeα all the succesive images and inverse im-
ages ofh(a)underF exist. However, for a sequencea of typeβ,a = (ak, ak+1, · · · )
all the preimages exist, but only the first|k| images. That is,F |k|(h+(a)) belongs
to a vertical curve with index∞.

Letp ∈ U be the intersection point of the vertical curve with a horizontal curve,
associated with one of the sequencesα,β,γ orδ. Then, we defineh+(a) = V +(a)∩
H+(a) if a ∈ S+, andh−(a) = V −(a) ∩ H−(a) if a ∈ S−.

The continuity ofh is obtained as follows. We take two sequences inS̃; if they
are of typeα, many terms coincide, and if they are of typeβ then an element atak is
large enough. Then pointsp andp′ belong to the same vertical and horizontal strips
with small diameters if the elements are close enough; that is, if a large number of
terms of the sequence coincide.

The maph is injective because the strips of the same class having different
subindices are disjoint. SincẽS is compact andh is continuous, we have thath(S̃)

is a compact set. Sinceh is injective,h−1 |h(S̃) is a continuous map. Hence,h is
homeomorphism betweeñS andh(S̃).

Due to the construction, we have that the Bernoulli shiftσ̃ is a subsystem ofF ,
that is,h ◦ σ̃ = F ◦ h |

D(̃σ)
. ��

When the mappingF is C1, condition (b) is usually replaced by another condi-
tion which is easier to verify. We will replace it by the following:

(c) WhenR ∈ (0,1) we can define in the tangent bundle the sector

:+
(x,y) = {(u, v) ∈ T(x,y)U : |v| � R|u|},

on the set of points(x, y) belonging to vertical strips (whereT(x,y)U is the tangent
space forU at (x, y)), so that:

(I) The bundle:+ is mapped into itself under the differentialDF , that is,
DF(x,y)(:

+
(x,y)) ⊂ :+

F(x,y)
.

(II) If (u0, v0) ∈ :+
(x,y) and (u1, v1) = DF(x,y)(u0, v0) ∈ TF(x,y)U , then

|u0| � R−1|u1|.
In an analogous way, if:− is the bundle of sectors defined over horizontal

strips by|u| � R|v|, it is mapped into itself underDF−1 and|v0| � R−1|v1|.
Proposition 7.5. If F : U → R2 is a map which is continuously differentiable and
satisfies conditions (a) and (c) with 0 < R < 1/2, then condition (b) holds with
r = R(1 − R)−1.

Proof. The proof is similar of the proof of Theorem 3.2 in [13] p. 77.��

Theorem 7.6. Let F : U → R2 be a map which satisfies conditions (a) and (c).
Then F has two copies of the Bernoulli shift σ as a subsystem.

Proof. The proof follows from Theorem 7.4 and Proposition 7.5.��
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We have seen that in the neighbourhood ofq = 0, p = 0 the flow of the
restricted isosceles three-body problem is very close to the Sitnikov problem flow,
so the proofs of Lemmas 4 and 5 ([13], pp. 167–181) follow also for the restricted
isosceles three-body problem. This is a consequence of the fact that in our problem,
as in the Sitnikov one, when the third body arrives parabolically at infinity there
is no distinction between the case where the primaries are moving in an elliptic
collision orbit and that where they are in an elliptic orbit.

Remember that Poincar´e mapsf+ andf− defined in Section 2 are given by
f±(ż0, t0) = (ż1, t1), such thatE+,u

0 = f+(E+,s
0 ) andE−,u

0 = f−(E−,s
0 ).

Lemma 7.7 ([13] , Lemma 4, p. 89). Let γ = {(ż0, t0) | ż0 = ż0(λ), t0 =
t0(λ) with 0 � λ � 1} be a C1 arc contained in E+,s

0 (or E−,s
0 ) such that γ

meets P
+,s
0 (respectively, P

−,s
0 ) in the endpoint corresponding to λ = 0. Just at

this point the curves γ and P
+,s
0 (respectively, P −,s

0 ) are nontangential. Then the
image curve f+(γ ) = {(ż1, t1) | ż1 = ż1(λ), t1 = t1(λ) with 0 � λ � 1} (or
f−(γ )) approaches P

+,u
0 (respectively, P

−,u
0 ) spiralling, that is, t1(λ) → +∞

when λ → 0 (see Fig. 7.3).

P0
+,u

P0
+,s

f+

z = 0

γ

z = 0z = 0z = 0

z = 0

Fig. 7.3. Showing Lemma 7.7.

Forε > 0 sufficiently small, we defineE±,s
0 (ε)as the set of points inE±,s

0 whose
distance fromP

±,s
0 is lessε. Since the curveP ±,s

0 is continuously differentiable
(actually analytic), we can associate with any pointζ ∈ E±,s

0 (ε) a unique point
ξ ∈ P

±,s
0 such thatd(ζ, P ±,s

0 ) = d(ζ, ξ). Hered is the distance over cylinder
z = 0 induced by Euclidean distance ofR3.

In E+,s
0 (ε) (andE−,s

0 (ε)) we define two bundles of sectors: The bundle:0 =
:0(ε

1/3) assigns to every pointζ ∈ E+,s
0 (ε) (respectively,E−,s

0 (ε)) the set of lines
of the tangent plane to the cylinderz = 0 at this point, which form an angle
less than or equal toε1/3 with the line throughξ ′

2 (respectively,ξ ′
1) parallel to the

tangent to the curveP +,s
0 (respectively,P −,s

0 ) atζ . The bundle:′
0 assigns to every

point the set of lines complementary to that of:0 (see Fig. 7.4). Similarly,:1
and:′

1 are the corresponding bundles of sectors overE+,u
0 (respectivelyE−,u

0 ),
obtained for example applying the symmetryS1 to :0 and:′

0. Remember that
S1(ż, t) = (−ż, −t).
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³

§0
¶

"
1/3

»′
2

P0
+;s H0

+;s

E0
+;s

E0
+;s( )"

f ³+( ) §1

"
º/3

P0
+;u

E0
+;u( )"

E0
+;u

H0
+;u

Fig. 7.4. Bundles of sectors.

Lemma 7.8 ([13] , Lemma 5, p. 91). There exists a ν in 0 < ν < 1, such that for
sufficiently small ε the map f+ ( or f−) takes E+,s

0 (ε) (respectively, E−,s
0 (ε)) into

E+,u
0 (εν) (respectively, E−,u

0 (εν)), and the tangent map Df+ (or Df−) takes the
bundle :′

0 = :′
0(ε

1/3) into :1 = :1(ε
ν/3). Moreover, if w0 ∈ :′

0, w1 = Df+(w0)

(or Df−(w0)) and u0 is the orthogonal projection of w0 into the centre line of :′
0

and u1 that of w1 into the centre line of :1, then |u1| � ε−1/3|u0|.
The situation of Lemma 7.8 is depicted in Fig. 7.4. Now, we take a curveγ as

in Lemma 7.7. This one is differentiable (C1) with startpoint inP +,s
0 (orP −,s

0 ), and
it will lie in :′

0 for sufficiently smallε. HenceDf+(γ ) (or Df−(γ )) will lie in :1;
that is, the direction ofDf+(γ ) (resprectively,Df−(γ )) deviates from the nearest
tangent at most by an angleεν/3. This shows thatf+(γ ) (or f−(γ )) approaches
P

+,u
0 (respectively,P −,u

0 ) also in its tangent direction.

8. The Bernoulli shift as a subsystem of the Poincaré map

Sitnikov has shown the possibility of existence of oscillatory motions for a
special restricted three-body problem [16].Alekseev proved the existence of such
a motion by using the existence of homoclinic or heteroclinc orbits, showing how
to embed the shift of infinite elements in two-dimensional diffeomorphisms [1],
[2]. A simplified geometrical version of this type of statements was provided by
Moser [13].

In [8] Llibre, Martı́nez & Simó studied the restricted circular three-body
problem for values of the Jacobi constantC, near the valueC2, associated with
the Euler critical pointL2. A Lyapunov family of periodic orbits nearL2, the so-
called family (c), is born atC = C2 and exists for values ofC less thanC2.
These periodic orbits are hyperbolic. The corresponding invariant manifolds meet
tranversally along homoclinic orbits (see Fig. 8.1). Symbolic dynamic techniques
are used to show the existence of orbits passing in a random way (in a given sense)
from the region near one primary to the region near the other.
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Γ

Lyapunov periodic orbit

ξξ

Fig. 8.1. Loop formed by two homoclinic orbitsξ1 andξ2 to the� Lyapunov periodic orbit
around the critical pointL2 for restricted circular three-body problem.

We have introduced two periodic orbits�− and�+ in z = −∞ andz = +∞,
respectively, for the restricted three-body problem. The unstable and stable man-
ifolds are analytic (2-dimensional cylinders), and they are formed by parabolic
orbits. Besides, in the planez = 0, they intersect each other transversally at het-
eroclinic pointsξ ′

1 andξ ′
2, which correspond to two heteroclinic orbitsξ1 andξ2

(see Fig. 8.2). We shall show the existence of solutions with final evolution of
oscillatory type in the restricted isosceles three-body problem. In the case of the
Sitnikov problem, these orbits exist in a neighbourhood of the homoclinic loop. In
fact, if we consider a convenient identification of phase space using the symmetry
of the restricted isosceles three-body problem, we can reduce the heteroclinic loop
to a homoclinic one, in the same way that Moser did it for the Sitnikov problem.
Here, we do not consider such an identification in order that the description of the
dynamics of the flow for the restricted isosceles three-body problem be clearer and
more direct. To understand the dynamics, around the loop of Fig. 8.2, we will apply
Theorem 7.6.

For ε > 0 sufficiently small, we defineE+,s
0 (ε) = {ζ ∈ E+,s

0 : d(ζ, P
+,s
0 )

� ε}. E+,u
0 (ε) as the symmetric regionE+,u

0 (ε) = S1(E+,s
0 (ε)). In a similar way,

we defineE−,s
0 (ε) = {ζ ∈ E−,s

0 : d(ζ, P
−,s
0 ) � ε}. E−,u

0 (ε) as the symmetric
regionE−,u

0 (ε) = S1(E−,s
0 (ε)).

ξ1 ξ2
z = 0

Γ −

periodic orbit
at = −z ∞

periodic orbit
at =z +∞

Γ+

Fig. 8.2. Loop formed by the two heteroclinic orbitsξ1 andξ2 to the periodic orbits�− and
�+ at infinity, for the elliptic collision restricted isosceles three-body problem.
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Let U+ be the connected component ofE−,u
0 (ε) ∩ E+,s

0 (ε) which contains
the heteroclinic pointξ ′

2; it is clear from Proposition 5.1 thatU+ containsξ ′
2 ∈

P
−,u
0 ∩ P

+,s
0 . In a similar way letU− be the connected component ofE+,u

0 (ε) ∩
E−,s

0 (ε) which contains the heteroclinic pointξ ′
1. Note thatS1(U

+) = U−.
For sufficiently smallε the boundaries∂U± are four arcs of classC1: C±

1 , C±
2 ,

C±
3 andC±

4 respectively (see Fig. 8.3).

U −

P0
+,s

C1
+

C2
+

C3
−

C2
−

C1
−

C4
−

C3
+

C4
+

P0
−,s

P0
+,u

P0
−,u

U
+

Fig. 8.3. ArcsC±
1 , C±

2 , C±
3 andC±

4 .

Let U be the union of rectanglesU+ andU−. From now on,U+ andU− will
play the role ofU+ andU− (respectively) in Theorem 7.6.

We define the mappingF : U → f+(E+,s
0 ) ∪ f−(E−,s

0 ) in such a way that
F |U+= f+ andF |U−= f−. The mappingF will play the role ofF in Theorem
7.4.

From Proposition 5.1 the arcsC+
1 (C−

1 ) andC+
3 (C−

3 ) are curves ending on
P

+,s
0 (P −,s

0 ). Therefore, by Lemma 7.7, the imagef+(U+) spirals towardsP +,u
0

intersecting in infinitely many components toU−, in such a way that the diameter of
the strips tend to zero when the strips tends toP

+,u
0 . So,f+(U+)∩U− is the union

of infinitely many horizontal strips (perhaps dropping finitely many components
of f+(U+) ∩ U− which are not horizontal strips, see Fig. 8.4). We denote these
horizontal strips byH−

1 , H−
2 , . . . , beginning with the strip nearest toC−

3 ∩ U−.
ThenH−∞ = limn→+∞ H−

n = C−
1 ∩ U−.

In a similar way, we have that the stripf−(U−) approachesP −,u
0 spiralling

(Lemma 7.7). Hencef−(U−) ∩ U+ is the disjoint union of infinitely many hori-
zontal stripsH+

1 , H+
2 , . . . , beginning with the strip nearest toC+

3 ∩ U+ (perhaps
dropping finitely many of the components off−(U−) ∩ U+). In consequence,
H+∞ = limn→+∞ H+

n = C+
1 ∩ U+.

We can make a similar study to analysef −1− (U+). So,f −1− (U+) is a strip
contained inE−,u

0 which cutsU− infinitely many times, spiralling towardsP −,s
0 , in
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U −

P0
+,s

P0
−,s

P0
+,u

P0
−,u

f U+( )+

Vk
+ U+

Fig. 8.4. f+(U+) ∩ U−.

such a way that the diameter of the strip decreases to zero when it approachesP
−,s
0 .

The intersection of this strip withU− has infinitely many components, bounded
by C−

2 andC−
4 . Each one of the components off −1− (U+) ∩ U− will be called a

vertical strip ofU−. Hence, we have defined a family of vertical stripsV −
1 , V −

2 , . . . ,
contained inU−, which are bounded by the curvesC−

2 andC−
4 , in such a way that

its diameter goes to zero whenn → ∞. We defineV −∞ = limn→∞ V −
n = C−

4 ∩U−.
In the same manner,f −1+ (U−) is a strip contained inE+,u

0 , which cutsU+
infinitely many times, spiralling toP +,s

0 . The components off −1+ (U−) ∩ U+ are
vertical stripsV +

1 , V +
2 , . . . , bounded by the curvesC+

2 andC+
4 . Their diameter goes

to zero when they approachC+
4 , and we defineV +∞ = limn→∞ V +

n = C+
4 ∩ U+.

Observe thatV +
n = S1(H

−
n ) andV −

n = S1(H
+
n ).

Lemma 8.1. The following relations hold:

f+(V +
n ) = H−

n , f−(V −
n ) = H+

n .

Proof. From Section 2 we havef −1± = S1 ◦ f± ◦ S1. Therefore

V +
n ⊂ S1(f+(U+)) = f −1+ S1U

+,

and hence

f+(V +
n ) ⊂ S1U

+ =
∞⋃
k=1

H−
k . (8.1)

In a similar way we have

f −1+ (H−
n ) = S1f+S1(H

−
n ) = S1f+(V +

n ) ⊂ S1

( ∞⋃
k=1

H−
k

)
,
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and hence

H−
n ⊂ f+S1

( ∞⋃
k=1

H−
k

)
= f+

( ∞⋃
k=1

V +
k

)
. (8.2)

Then, from (8.1) and (8.2) it follows that
⋃∞

n=1 f+(V +
n ) = ⋃∞

n=1 H−
n . In a

similar way the equalityf−(V −
m ) = H+

n can be proved. We have stripV +
m andH−

n

pairwise disjoint; each vertical stripV +
m must be sent byf+ onto a horizontal strip

H−
n . It remains to show thatm = n.

Let γ̂ be the symmetry line ofU+, that is, the diagonal ofU+ throughξ ′
1. Then

γ̂ has a point inP+,s
0 , and therefore by Lemma 7.7 the imagef+(γ̂ ) spirals towards

P
+,u
0 . Hencef+(γ̂ ) andS1(γ̂ ) have infinitely many pointspk of intersection. We

order these points so thatp1 is the first point of intersection withS1(γ̂ ), which is
an arc with endpoint atE−,u

0 ∩ E+,s
0 , p2 is the second point, etc. So,

⋃∞
k=1 pk =

S1(γ̂ ) ∩ f −1+ (γ̂ ) and

f+S1(γ̂ ) ∩ f −1+ (γ̂ ) = f+S1(γ̂ ) ∩ γ̂ = S1f
−1+ (γ̂ ) ∩ γ̂ .

Considering the ordering of intersection, it follows thatf+(pk) = S1pk. Aspk

belongs to a vertical stripV +
m andS1(pk) belongs to a horizontal stripH−

n we get
that one is the image of the other, that is,m = n. ��

Now, conditions (a) and (c) of Theorem 7.6 follow essentially from Lemmas 7.8
and 8.1. In short, we have proved the following result (see the notation of Section 8).

Theorem 8.2. The Poincaré map F defined in U has two copies of the Bernoulli
shift σ̃ defined in D(̃σ) ⊂ S̃ as a subsystem. That is, there exists a homeomorphism
h of D(̃σ) onto h(D(̃σ )) ⊂ U such that F ◦ h = h ◦ σ̃ .

Now, we see that Theorem 6.1 is a consequence of Theorem 8.2.

Proof of Theorem 6.1. From the sequence{bn} of Theorem 6.1 we construct a new
sequence{an} such thatan = bn − b. The points inV −

k (V +
k ) are initial conditions

for the orbits ofm3, such that the time up to the next collision betweenm1 and
m2 is 2π(k + b + ϑ), whereb is related with the integer number of turns given by
F(U) around the cylinderz = 0 before intersectingU though the sideC+

4 ∩ U+
(C−

4 ∩ U−), andϑ ∈ [0,1).
The sequences{an} belong toD(̃σ), and by Theorem 7.6 we can associate with

each of these sequences a unique pointζ ∈ U+ ∪ U−. By Theorem 7.6 we know
thatF−n(ζ ) ∈ V +

an
∪ V −

an
for all an of the sequence{an}. Therefore for the orbit

defined byζ the integersbn measure the number of binary collisions ofm1 andm2
between two consecutives crossings byz = 0. ��

From Theorem 6.1 we can derive some consequences of the final evolutions of
our problem. From Theorems 4.2 and 4.3 we know that in a neighbourhood of the
heteroclinic orbits defined byξ ′

1 andξ ′
2, there exist orbits with final evolutions of

typesH− ∩ H+, P− ∩ H+ andH− ∩ P+; while the orbits associated withξ1 and
ξ2 have final evolutions of typesP− ∩ P+.
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Using Theorem 6.1 we have that inh(D(̃σ )) there are points with associated
orbits of the other types of final evolution described in Table 6.2. Furthermore we
can establish the existence of infinitely many periodic orbits. Let{bn} be am-
periodic orbit sequence withbn � b. Then Theorem 6.1 assures the existence of a
point ζ = h({bn}) in U+ ∪ U− such that the associated orbit ofm3 is periodic of
period 2πm, because

Fm(ζ ) = hσ̃mh−1(ζ ) = hσ̃m({bn}) = h({bn}) = ζ.

As the Poincar´e mapF has the Bernoulli shift as subsystem, from Theorem
3.10 of [13], p. 107 we have the following proposition.

Proposition 8.3. The elliptic collision restricted isosceles three-body problem does
not have a real analytic integral.

9. Capture or escape orbits

In Section 8 we have seen that there are 16 types of final evolutions for the
restricted isosceles three-body problem (see Table 6.2), without taking into consid-
eration those beginning or ending in triple collisions.

Letp = (ż0, t0 (mod 2π)) be a point of the cylinderz = 0 with t0 (mod 2π) �=
0. We suppose thaṫz0 > 0. We say thatp defines aparabolic orbit of type P

+,s
2n

for n ∈ N and writep ∈ P
+,s
2n if the orbit throughp when time is zero crosses 2n

times the linez = 0 before escaping parabolically toz = +∞ whent → +∞; or
equivalently(f− ◦ f+)n(p) ∈ P

+,s
0 .

We say thatp defines aparabolic orbit of type P
−,s
2n+1 for n ∈ N ∪ {0}, and we

write p ∈ P
−,s
2n+1 if the orbit throughp when time is zero crosses 2n + 1 times

the line z = 0 before escaping parabolically toz = −∞ when t → +∞, or
equivalentlyf+ ◦ (f− ◦ f+)n(p) ∈ P

−,s
0 .

Now, we suppose thaṫz < 0. We say thatp defines aparabolic orbit of type
P

−,s
2n for n ∈ N, and writep ∈ P

−,s
2n if (f+ ◦ f−)n(p) ∈ P

−,s
0 .

We say thatp defines aparabolic orbit of type P
+,s
2n+1 for n ∈ N∪{0}, and write

p ∈ P
+,s
2n+1 if f− ◦ (f+ ◦ f−)n(p) ∈ P

+,s
0 .

We say thatp defines aparabolic orbit of type P
−,u
2n for n ∈ N and write

p ∈ P
−,u
2n if the orbit throughp when time is zero crosses 2n times the linez = 0

before being captured parabolically toz = −∞ whent → −∞, in other words
(f+ ◦ f−)−n(p) ∈ P

−,u
0 .

We say thatp defines aparabolic orbit of type P
+,u
2n+1 for n ∈ N∪{0}, and write

p ∈ P
+,u
2n+1, if f −1+ ◦ (f+ ◦ f−)−n(p) ∈ P

+,u
0 .

We consideṙz > 0 again. We say thatp defines aparabolic orbit of type P
+,u
2n

for n ∈ N, and writep ∈ P
+,u
2n , if (f− ◦ f+)−n(p) ∈ P

+,u
0 .

In a similar way,p defines aparabolic orbit of type P
−,u
2n+1 for n ∈ N∪ {0}, and

we writep ∈ P
−,u
2n+1 if f −1− ◦ (f− ◦ f+)−n(p) ∈ P

−,u
0 .
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We say thatp defines ahyperbolic orbit of type H
+,s
2n for n ∈ N, and write

p ∈ H
+,s
2n , if the orbit throughp when time is zero crosses 2n times the linez = 0,

before escaping parabolically toz = +∞ whent → +∞; that is,(f− ◦f+)n(p) ∈
H

+,s
0 .

We say thatp defines ahyperbolic orbit of type H
−,s
2n+1 for n ∈ N ∪ {0}, and

write p ∈ H
−,s
2n+1, if f+ ◦ (f− ◦ f+)n(p) ∈ H

−,s
0 . Let ż < 0. We say thatp defines

a hyperbolic orbit of type H
−,s
2n for n ∈ N if (f+ ◦ f−)n(p) ∈ H

−,s
0 .

Similarly p defines ahyperbolic orbit of type H
+,s
2n+1 for n ∈ N ∪ {0}, and we

write f− ◦ (f+ ◦ f−)n(p) ∈ H
+,s
0 .

Let ż > 0. We say thatp defines ahyperbolic orbit of type H
+,u
2n for n ∈ N,

and writep ∈ H
+,u
2n , if the orbit throughp when time is zero crosses 2n times

the line z = 0 before being captured byz = −∞ when t → −∞; that is,
(f− ◦ f+)−n(p) ∈ H

+,u
0 .

We say thatp defines ahyperbolic orbit of type H
+,u
2n+1 for n ∈ N ∪ {0}, and

write p ∈ H
+,u
2n+1, if f −1− ◦ (f− ◦ f+)−n(p) ∈ H

+,u
0 .

Let ż < 0. We sayp defines ahyperbolic orbit of type H
−,u
2n for n ∈ N, and

write p ∈ H
−,u
2n , if (f+ ◦ f−)−n(p) ∈ H

−,u
0 .

We say thatp defines ahyperbolic orbit of type H
−,u
2n+1 for n ∈ N ∪ {0}, and

write p ∈ H
−,u
2n+1, if f −1+ ◦ (f+ ◦ f−)−n(p) ∈ H

−,u
0 .

Let E+,s
2n ⊂ {ż > 0} andE−,s

2n ⊂ {ż < 0} be the domains of definition of
f+ ◦ (f− ◦ f+)n andf− ◦ (f+ ◦ f−)n for n ∈ N ∪ {0} respectively; and define
E+,s

2n−1 ⊂ {ż > 0} andE−,s
2n−1 ⊂ {ż < 0} with n ∈ N as the domains of(f− ◦ f+)n

and(f+ ◦ f−)n, respectively.
Also, we defineE+,u

2n ⊂ {ż < 0} and E−,u
2n ⊂ {ż > 0} as the domains of

definition forf+ ◦ (f− ◦f+)−n andf− ◦ (f+ ◦f−)−n for n ∈ N∪{0}, respectively;
and in a similar wayE+,u

2n−1 ⊂ {ż < 0} andE−,u
2n−1 ⊂ {ż > 0} with n ∈ N are defined

as the domains of(f− ◦ f+)−n and(f+ ◦ f−)−n, respectively.
We observe thatE+,s

0 , E−,s
0 , E+,u

0 andE−,u
0 are the domains of the mapsf+,

f−, f −1+ andf −1− respectively, that we obtained in Section 2.

We will study the final evolution of the points inE+,s
0 for the points inE−,s

0 a
similar study can be made.

We considerγ , aC1 arc, contained inE+,s
0 with endpoint atP +,s

0 (see Fig. 9.1).
Now, we use Lemma 7.7 to obtain the domain of mapf− ◦ f+ restricted toγ ,
which will be denoted byγ +,s

1 . Observe thatE+,s
1 = f −1+ (E−,s

0 ∩ f+(γ ∩ E+,s
0 )),

then we omit fromγ infinitely many closed intervalsIi such thatf+(Ii) � E−,s
0 . It

is clear that such intervals accumulate toP
+,s
0 . By continuity, the domainE+,s

1 is
E+,s

0 minus the stripsB1, B2, . . . , which intersect the arcγ in the closed intervals
I1, I2, . . . respectively. These strips are the preimage off+(E+,s

0 ) ∩ H
−,s
0 by f+.

Each one of these stripsBi has two curves as boundary, one of these curves
corresponds to the points ofP −,s

1 and the other one corresponds to orbits which
end in triple collision. The interior of the stripBi is formed by the points ofH−,s

1 .
Using the symmetryS1 we obtain the setsE+,u

1 , P +,u
1 andH

+,u
1 .



348 Martha Alvarez & Jaume Llibre

P0
+,s

P0
−,sP0

+,u

P0
−,u

γ

U -

U
+

Fig. 9.1. The arcγ in E+,s
0 .

The domain of definition off+ ◦ f− ◦ f+ restricted toγ is

γ
+,s
2 = f −1+ (f −1− (E+,s

0 ∩ f−(E−,s
0 ∩ f+(γ ∩ E+.s

0 )))).

From Lemma 7.7, we know thatf+(γ ∩E+,s
0 ) is a curve spiralling toP +,u

0 , therefore
the components off+(γ ∩E+,s

0 ) which are close enough toP +,u
0 are transversal to

P
−,s
0 in such a way thatf−(E−,s

0 ∩ f+(γ ∩ E+,s
0 )) is a curve which spirals, tending

to P
−,u
0 . Then, to obtainγ +,s

2 we must omit fromγ , not only
⋃+∞

i=1 Ii , but also⋃+∞
i=1

⋃+∞
j=1 Iij where eachIij is a closed interval such thatf−(f+(Iij )) � E+,s

0 .
We must observe that when varyingj , the intervalsIij accumulate to the interval
Ii as we show in Fig. 9.2.

I1I11 I12
… … … …

°

I21 I22 I2 I3I31

P0
+;s

Fig. 9.2. Accumulation of the intervalsIij .

By continuity, the domainE+,s
2 is E+,s

1 minus infinitely many stripsB11, B12,
. . . , B21, B22, . . . , B31, B32, . . . which intersect the arcγ in the closed intervals
I11, I12, . . . , I21, I22, . . . , I31, I32, · · · respectively.

By a recursive process we can obtain the domainsE+,s
3 ,E+,s

4 , . . . . SinceE+,u
n =

S1E+,s
n it is enough to obtainE+,s

n for n � 0. It is clear thatγ
⋂(⋂+∞

n=0 E+,s
n

)
is a

Cantor set.
In consequence, the following theorem holds.
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Theorem 9.1. For the restricted isosceles three-body problem, the set of the initial
conditions which define orbits of type P

±,u
n , P ±,s

n , H±,u
n and P

±,s
n for n ∈ N∪ {0},

on the cylinder z = 0, is the one shown in Table 9.1.

The set of initial conditions is homeomorphic to

of type

P
±,u
0 or P±,s

0 S1\ {point}
P

±,u
n or P±,s

n , n � 1 countable union of intervals
open and disjoint

H
±,u
n or H±,s

n , n � 1 set of positive Lebesgue measure

P
±,u
n ∩ P

±,s
m a countable set of points

P
±,u
n ∩ H

±,s
m or H±,u

n ∩ P
±,s
m countable union of intervals

open and disjoints

H
±,u
n ∩ H

±,s
m set of positive Lebesgue measure

Table 9.1.

Appendix A. Computations of the unstable manifold of the parabolic orbits

The unstable manifold of the periodic orbitq = p = 0 for the differential
system:

dq

dt
= q3p

4
,

dp

dt
= q4

4

(
1 + q4

4
x2(t)

)−3/2

,

dt

dt
= 1,

is an analytic curve inp and 2π -periodic int . In order to obtain its expression

q = F(p, t) =
+∞∑
n=0

an(t)p
n,

we expand the coefficientsan(t) in Fourier series. Derivatingq = F(p, t) with
respect tot and substitutingdq/dt anddp/dt as power series ofp from (3.3), we
obtain a systemdan(t)/dt = gn(t) that can be solved recursively. From (B.2) we
geta0(t) = 0 anda1(t) = 1.
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More specifically, we have

q̇ = dq

dt
= ∂F

∂p

dp

dt
+ ∂F

∂t
,

and substitutingdq
dt

and dp
dt

from the differential system

dq

dt
= q3p

4
,

dp

dt
= q4

4

(
1 + q4

4
x2(t)

)−3/2

,

dt

dt
= 1,

in the above expression, we have

q3p

4
=
(+∞∑

n=0

an(t)np
n−1

)(
q4

4

(
1 + q4

4
x2(t)

)−3/2
)

+
+∞∑
n=0

ȧn(t)p
n.

From the development in Taylor series(
1 + q4

4
x2(t)

)−3/2

= 1 − 3

8
q4x2(t) + 15

128
q8x4(t) + O(q12),

we can write

q3p

4
=
( ∞∑

n=0

an(t)np
n−1

)(
q4

4
− 3

32
q8x2(t) + O(q12)

)
+

∞∑
n=0

ȧn(t)p
n.

Now replacingq by the series
∑+∞

n=0 an(t)p
n, we obtain

1

4

( ∞∑
n=0

an(t)p
n

)3

p = 1

4

( ∞∑
n=0

an(t)np
n−1

)( ∞∑
n=0

an(t)p
n

)4

− 3

32

( ∞∑
n=0

an(t)np
n−1

)( ∞∑
n=0

an(t)p
n

)8

x2(t)

+O(p12) +
∞∑

n=0

ȧn(t)p
n,

or equivalently,∑∞
n=0 ȧn(t)p

n = 1
4

(∑∞
n=0 an(t)p

n
)3

p

−1
4

(∑∞
n=0 an(t)np

n−1
) (∑∞

n=0 an(t)p
n
)4

+ 3
32

(∑∞
n=0 an(t)np

n−1
) (∑∞

n=0 an(t)p
n
)8

x2(t) + O(p12).

(A.1)
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Now, by comparing the coefficients of the same powers ofp on both sides of
(A.1), we find a sequence of infinite differential equations

dan(t)/dt = ȧn(t) = fn(t), (A.2)

that can be solved recursively.
We remark that the series on the right-hand side of (A.1) starts withp4, hence

from (A.2) we can see thatȧ2(t) = ȧ3(t) = 0, soa2 = constant anda3 = constant.
From (A.2) forn = 4, we havėa4(t) = a3

1−a4
1 = 1−1 = 0.Thena4 =constant.

From (A.2) forn = 5, we havėa5(t) = 3a2
1a2 − a4

1a2 − 1
4a

4
1a2 = 7

4a2. Since
a2=constant anda5(t) is a periodic function, we have thata2 = 0. Hence, using
ȧ5(t) = a2 = 0, we obtain thata5(t)=constant.

From (A.2) forn = 6, we havėa6(t) = 11
4 a3. The same argument used in the

casen = 5 givesa3 = 0 anda6 =constant.
From (A.2) forn = 7, we obtaiṅa7(t) = −a4(t). Soa4 = 0 anda7 =constant.
Sinceȧn(t) are 2π -periodic functions int , they admit a development in Fourier

series. The constant term of these expansion is

ȧ0
n = 1

2π

∫ 2π

0
ȧn(t) dt.

From (A.2) forn = 8 we obtainȧ8(t) = 2a5 + 3
32x

2(t). Therefore

ȧ0
8(t) = 1

2π

∫ 2π

0

(
2a5 + 3

32
x2(t)

)
dt

= a5

π

∫ 2π

0
dE + 3

256π

∫ 2π

0
(1 − cosE)3dE

= 2a5 + 15

256
.

From ȧ0
8 = 0, we have thata5 = − 15

512 and

a8(t) = 2a5t + 3

128

∫ t

0
(1 − cosE)3 dt,

wheret = E − sinE.
From (A.2) forn = 9, we havėa9(t) = −3

4a6. Thena6 = 0 anda9 =constant.
From (A.2) forn = 10, we havėa10 = −a7. Thena7 = 0 anda10 =constant.
...

Therefore, the expansion of the unstable manifoldF(p, t) up to order eight is

q = p − 15

512
p5 + a8(t)p

8 + · · · .
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Appendix B. The Poincaré map near infinity

We consider the differential systeṁx = f (x), wherex ∈ U andU ⊂ Rn is an
open set. Letϕ(t, x) = ϕt (x) be the solution of the systeṁx = f (x) satisfying the
initial conditionϕ(0, x) = ϕ0(x) = x. We have that, iff is of classCr , thenϕt (x)

is Cr too (see [17]). Hence,

ϕt (x + h) = ϕt (x) + ∂ϕt (x)

∂x
h + 1

2!
∂2ϕt (x)

∂x2 h2 + · · ·

Sinceϕt (x) is of classCr , we can obtain the first variational equations ofẋ =
f (x) by finding the derivative of the relatioṅϕt (x) = f (ϕt (x)) with respect to
x, and then changing the derivatives with respect tot andx. In this way the first
variational equations are

d

dt

∂ϕt (x)

∂x
= Df (ϕt (x))

∂ϕt (x)

∂x
,

with initial conditions
∂ϕt (x)

∂x

∣∣∣∣
t=0

= I,

whereDf is the Jacobian matrix andI is the identity matrix ofRn.
The variational equations of second, third and higher order, can be obtained in

a similar way:

d

dt

∂2ϕt (x)

∂x2 = D2f (ϕt (x))

(
∂ϕt (x)

∂x

)2

+ Df (ϕt (x))
∂2ϕt (x)

∂x2 ,

with ∂2ϕt (x)

∂x2

∣∣∣
t=0

= 0;

d

dt

∂3ϕt (x)

∂x3 = D3f (ϕt (x))

(
∂ϕt (x)

∂x

)3

+ 3D2f (ϕt (x))

(
∂2ϕt (x)

∂x2 ,
∂ϕt (x)

∂x

)
+ Df (ϕt (x))

∂3ϕt (x)

∂x3 ,

with ∂3ϕt (x)

∂x3

∣∣∣
t=0

= 0;
etcetera.

To find the derivatives of the flowϕ(t, x) with respect to the initial conditions
α0 of a periodic orbit, we use the variational equations. In fact, we study the flow
in a neighbourhood of the periodic orbitq = p = 0 by using the Poincar´e map
defined in a section transverse to this periodic orbit.

Let : be a section transverse to the periodic orbitq = p = 0, defined by
the initial conditionα0 ∈ :. Let σ = σ(α) be the time needed by the orbit that
passes throughα ∈ : to return the first time to:. Taking the transversal section
:′ ⊂ : sufficiently small, it is clear from the theorem of continuous dependence
with respect to initial conditions thatσ : :′ → : is defined for allα ∈ :′. If we
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start with the initial conditionα1 ∈ :′, then the Poincar´e mapP : :′ → : is
given by

P(α1) = α2 = ϕ(σ(α1), α1),

with α2 ∈ :. Hence we can write the mapP into the form

P(α) = ϕ(σ(α), α).

Now we calculate the development inTaylor series ofP around the fix pointα0 ∈ :.
Therefore we need the derivatives ofP with respect to the initial conditions. For
the first derivative we have

∂P
∂α

= ∂ϕ

∂σ

∂σ

∂α
+ ∂ϕ

∂α
= f (ϕσ (α))

∂σ

∂α
+ ∂ϕ

∂α
,

where∂ϕ
∂α

is computed from the first variational equations. For the second derivatives

∂2P
∂α2 = ∂2ϕ

∂α2 + ∂2ϕ

∂σ∂α

∂σ

∂α
+ ∂ϕ

∂σ

∂2σ

∂α2 ,

we compute∂
2ϕ

∂α2 and ∂2ϕ
∂σ∂α

from the first and second variational equations, respec-
tively. In a similar way we calculate the derivatives ofP for higher orders. Thus
the Poincar´e map up to order two is:

P(α) = α0 +
(

∂P
∂α

∣∣∣∣
α=α0

)
(α − α0) + 1

2!

(
∂2P
∂α2

∣∣∣∣
α=α0

)
(α − α0)

2 + O(3),

whereO(3) = O((α − α0)
3).

We apply this method to compute the Poincar´e mapP defined at time 2π in
a neighborhood of the periodic orbit(q, p, t) = (0,0, t) of the period 2π for
differential system (3.2). More preciselyP : {(q, −p, t) | t = 0} → {(q, −p, t) :
t = 2π} andP(0,0,0) = P(0,0,2π). We consider the differential system

dq

dt
= −q3(−p)

4
,

d(−p)

dt
= −q4

4

(
1 + q4

4
x2(t)

)−3/2

,

dt

dt
= 1,

(B.1)

or equivalently,

dq

dt
= −q3P

4
,

dP

dt
= −q4

4
+ 3

32
q8x2(t) + O(q12),

dt

dt
= 1,
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whereP = −p. Hence the vector field on: is given by

f (q, P, t) =
 −q3P

4

− q4

4 + 3
32q

8x2(t) + O(q12)

1

 =
f1

f2
f3

 .

We denote the components of the flowϕ from ẋ = f (x) by (ϕ1, ϕ2, ϕ3), here
x = (q, P, t). From (B.1) it is clear thatϕ3(t, α) = t ; thenσ(α) = 2π . Therefore,
sinceσ(α) is constant, we have∂

nP
∂αn = ∂nϕ(σ (α),α)

∂αn . In our case the Poincar´e map
P becomes

P(q, P ) = α0 + ∂ϕ

∂q
(α0, σ (α0))q + ∂ϕ

∂P
(α0, σ (α0))P

+ 1

2!
(

∂2ϕ

∂q2 (α0, σ (α0))q
2 + 2

∂2ϕ

∂q∂P
(α0, σ (α0))qP

+ ∂2ϕ

∂P 2 (α0, σ (α0))P
2
)

+ 1

3!
(

∂3ϕ

∂q3 (α0, σ (α0))q
3 + 3

∂3ϕ

∂q2∂P
(α0, σ (α0))q

2P

+ 3
∂3ϕ

∂q∂P 2 (α0, σ (α0))qP
2 + ∂3ϕ

∂P 3 (α0, σ (α0))P
3
)

+ 1

4!
(

∂4ϕ

∂q4 (α0, σ (α0))q
4 + 4

∂4ϕ

∂q3∂P
(α0, σ (α0))q

3P

+ 6
∂4ϕ

∂q2∂P 2 (α0, σ (α0))q
2P 2 + 4

∂4ϕ

∂q∂P 3 (α0, σ (α0))qP
3

+ ∂4ϕ

∂P 4 (α0, σ (α0))P
4
)

+ O(5).

We take the initial conditionα0 = (q0, P0) = (0,0), which is a point on the
periodic solution(0,0, t), and consequently it is a fixed point forP. On the other
hand, as the orbit is 2π -periodic we have thatσ(α0) = 2π .

Since we have∂ϕ
∂α

∣∣∣
t=0

= I , then ∂ϕ1
∂q

= 1 and∂ϕ2
∂P

= 1.

If we integrate

∂2f1

∂q2 = 3

2
qP,

∂2f1

∂q∂P
= −3

4
q2,

∂2f1

∂P 2 = 0,

∂2f2

∂q2 = −3q2 + 21

4
q6x2(t) + O(q10),

∂2f2

∂q∂P
= 0,

∂2f2

∂P 2 = 0,
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on the periodic orbit, we get the solution of the second variational equations, and
its value atα0 = (0,0) is zero.

As above, we integrate along the periodic orbit

∂3f1

∂q3 = 3

2
P,

∂3f1

∂q2∂P
= −3

2
q,

∂3f1

∂q∂P 2 = 0,

∂3f1

∂P 3 = 0,
∂3f1

∂P 2∂q
= 0,

∂3f1

∂P∂q2 = −1

4
q,

∂3f2

∂q3 = −6q + 63

2
q5x2(t) + O(q9),

∂3f2

∂q2∂P
= 0,

∂3f2

∂q∂P 2 = 0,

∂3f2

∂P 3 = 0,
∂3f2

∂P 2∂q
= 0,

∂3f2

∂P∂q2 = 0,

and we obtain the solution of the third variational equations, which vanishes at the
initial conditions.

In the same way, we integrate

∂4f1

∂q4 = 0,
∂4f1

∂q3∂P
= −3

2
,

∂4f1

∂q2∂P 2 = 0,

∂4f1

∂q∂P 3 = 0,
∂4f1

∂P 4 = 0,
∂4f1

∂P 4 = 0,

∂4f1

∂P 3∂q
= 0,

∂4f1

∂P 2∂q2 = 0,
∂4f1

∂P∂q3 = 0,

∂4f2

∂q4 = −6,
∂4f2

∂q3∂P
= 0,

∂4f2

∂q2∂P 2 = 0,

∂4f2

∂q∂P 3 = 0,
∂4f2

∂P 4 = 0,
∂4f2

∂P 3∂q
= 0,

along the periodic orbit, obtaining the solution of the fourth variational equations,

therefore ∂4ϕ1
∂q3∂P

= 3π and ∂4ϕ2
∂q4 = −12π .

Joining all the preceding computations we have the expression forP,

q → q − 1

4! (4)(3π)q3P + · · ·

P → P + 1

4! (−12π)q4 + · · ·

Therefore, changing the variableP by −p, we get that the Poincar´e map up to
fourth order is giving by

P(q, −p) =
(
q + π

2
q3p + O(5), −p − π

2
q4 + O(5)

)
. (B.2)
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Appendix C. Computation of parabolic orbits

We took the initial conditions on the unstable manifold of the parabolic orbits,
given by the seriesq = F(p, t), and we computed numerically the first intersection
of P +,u with the cylinderz = 0 solving in backward time system (4.4).

In particular, we tookp = 0.01 andq = p − 15
512p

5 + O(p8), so we obtained
z = 20000.00001171875000514984131060541 andż = −0.01. For the eccentric
anomalyE we chose 60 equally spaced points on the interval[0,2π).

The principal program called ISOSCELES uses the subroutines RK78 and DE-
RIV. We used the integration routine RK78 (i.e., Runge-Kutta-Felberg of order 7
and 8) with quadruple precision and tolerance of 10−18, while the routine DERIV
defines the vector field associated with system (4.4).

As −1 � cosE � 1, in order to avoid errors we have replaced 1− cosE by
sin2 E/1+ cosE whenE ∈ [0, π

2 ]⋃[3π
2 ,2π ], leaving the initial expression when

E ∈ [π
2 , 3π

2 ].
Taking z = 0 as the transversal section, once the orbits have crossedz = 0

we obtain the zero making a refinement using the Newton-Raphson method with
tolerance of 10−20.
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