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Abstract

We study gas flow in vibrational nonequilibrium. The model is a 4× 4 non-
linear hyperbolic system with relaxation. Under physical assumptions, properties
of thermodynamic variables relevant to stability are obtained, global existence for
Cauchy problems with smooth and small data is established, and large time be-
havior is studied in the pointwise sense. We formulate the fundamental solution
in a systematic way for a general linear system with relaxation. The fundamental
solution provides insights to the behavior of the nonlinear system, and is crucial
to obtain our pointwise asymptotic picture for the nonequilibrium flow. We also
clarify in a general setting the relation between subcharacteristic conditions and a
dissipative criterion that was originally proposed for hyperbolic-parabolic systems
and has now proved to be important also for hyperbolic systems with relaxation.

1. Introduction

It is well-known that the motion of a gas in local thermodynamic equilibrium
is governed by the compressible Euler equations. In Lagrangian coordinates, the
equations for one dimensional flow read:

vt − ux = 0,

ut + px = 0,

(e + 1

2
u2)t + (pu)x = 0,

(1.1)

wherev, u, p ande are, respectively, the specific volume, velocity, pressure and
internal energy of the gas. According to the thermodynamic equation

de = T ds − p dv, (1.2)
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only two of the thermodynamic variablesv, p, e, T ands are independent, where
T ands are the temperature and entropy respectively. Therefore, (1.1) are closed
by the equation of state; for instance,pv = RT for a perfect gas, whereR is the
gas constant.

We know that gases are composed of molecules and atoms whose overall be-
havior is described by kinetic theory and whose individual properties are governed
by the laws of quantum mechanics. The above model of “equilibrium flow” actually
implies that all molecular processes take place within the gas infinitely rapidly. In
other words, the gas can adjust instantaneously to any change in its environment.
That is a reasonable assumption for air, the commonest gas, at room temperature.
The flow is an equilibrium flow of a perfect gas. If the temperature of the air is
increased, however, deviations from the perfect gas behavior can be observed. This
is because the vibrational mode of the molecules becomes excited, dissociation of
both oxygen and nitrogen molecules occurs, nitric oxide is formed, etc. The molec-
ular processes now take a considerable time due to the chemical reactions and the
fact that the internal structure of the molecules is no longer negligible and takes
time to adjust to the translational mode. The air then loses its local thermodynamic
equilibrium state.

In this paper, we consider the simplest case of nonequilibrium flow. We shall
allow for only one nonequilibrium process, say, vibrational nonequilibrium. There-
fore, we assume that the flow is everywhere in instantaneous translational and
rotational equilibrium. As above, we useu, v,p to denote the velocity, specific vol-
ume and pressure of the gas. But now we usee1 to denote the total of the (specific)
translational energy and rotational energy of the molecules. Similarly, we useT1
to denote the common temperature of the translational and rotational modes, and
s1 to denote the total (specific) entropy of these two modes. For the vibrational
mode, we assume that it has a Boltzmann distribution over its energy states, hence
its temperature and entropy can be defined. We useq, T2 ands2 to denote the (spe-
cific) vibrational energy, vibrational temperature and (specific) vibrational entropy,
respectively. Here for a nonequilibrium state it is necessary to haveT1 |= T2. We
now let

e = e1 + q, and s = s1 + s2

be, respectively, the total internal energy and total entropy.
The thermodynamic variables related to the equilibrium modes and vibrational

mode obey different thermodynamic equations:

de1 = T1ds1 − pdv, (1.3a)

dq = T2ds2. (1.3b)

Here we note that the energy of an internal mode is volume independent. Combining
the two equations, we have the thermodynamic equation for the gas as a whole in
vibrational nonequilibrium,

de = T1ds + (T2 − T1)ds2 − pdv. (1.4)

From (1.3) it is clear that amongv, p, e1, T1 ands1 any two determine the rest,
while amongq, T2 and s2 any one determines the others. Therefore, we need
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two thermodynamic variables to characterize the equilibrium modes, one for the
nonequilibrium mode, and one for the velocity. This means that the flow needs to
be described by a system of four equations for four unknowns.

Under the assumption thatT2 is slightly away fromT1, gas dynamics in vi-
brational nonequilibrium is governed by the following equations in Lagrangian
coordinates:

vt − ux = 0,

ut + px = 0,

(e + 1

2
u2)t + (pu)x = 0,

qt = Q− q

τ
,

(1.5)

whereQ = Q(v, e1) and τ = τ(v, e1) > 0 are given functions. To be more
specific,Q is the local equilibrium value forq. Let

q = ω(T2), (1.6a)

whereω is an increasing function from physical consideration. Then

Q = ω(T1). (1.6b)

Q is the valueq would have if the gas were in equilibrium with local temperature
T2 = T1. As for τ , it is referred to as a local relaxation time. It characterizes the
time scale for the nonequilibrium mode to relax to the equilibrium state. System
(1.5) is closed by appropriate equations of state.

Associated with the nonequilibrium flow there are two important limiting cases:
the equilibrium flow and the frozen flow.As mentioned before, the equilibrium flow
means that all internal processes (relaxation processes) take place within the gas
infinitely rapidly. That is,τ → 0. In general, we expectqt to stay finite in the
limit. (Although exceptions may occur, they are beyond our interests in this paper.)
Therefore, it is necessary to haveq = Q in the equilibrium flow, orT2 = T1 by
(1.6). On the other hand, the frozen flow means that all internal processes take place
infinitely slowly, i.e.τ → ∞. Hence in the frozen flow we must haveqt = 0. In
both limiting cases, the last equation in (1.5) is replaced by an algebraic equation,
eitherq(x, t) = Q(x, t) or q(x, t) = q(x,0). System (1.5) is then reduced to the
Euler equations (1.1). However, the two limiting cases are associated with different
equations of state and consequently have different sound speeds. Later we will
see that both the equilibrium speed of sound and the frozen speed of sound play
important roles in the study of (1.5).

We now study important properties of thermodynamic variables related to the
well-posedness of (1.5). First of all, we introduce the following notation:

p = p(v, e1) = p̄(v, s1) = p̃(v, T1), T1 = T1(v, e1) = T̄1(v, s1),

s1 = s1(v, e1) = s̃1(v, T1), e1 = ē1(v, s1) = ẽ1(v, T1).
(1.7)
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Then we make the following physical assumptions:

p̃v = ∂

∂v
p̃(v, T1) < 0, (T1)e1 = ∂

∂e1
T1(v, e1) > 0,

ω′(T1) > 0, pe1 = ∂

∂e1
p(v, e1) |= 0.

(1.8)

By straightforward calculation using (1.7), (1.3) and (1.6), the basic assumptions
(1.8) imply

c2
f ≡ −p̄v = ppe1 − pv = −p̃v + T1

(
p̃T1

)2
(T1)e1 > 0,

Qe1 = ω′(T1)(T1)e1 > 0, a ≡ pQe1 −Qv = ω′(T1)T1Pe1 |= 0,

pv − (T1)vpe1

(T1)e1
= p̃v < 0,

− (T1)e1pv + [
(T1)e1p − (T1)v

] (T1)v

T1
= −(T1)e1p̃v > 0,

(1.9)

see, e.g., [LZ1], Section 9 for details. Notice that herecf is exactly the frozen speed
of sound.

We first discuss properties of the entropy. Notice that (1.5) is in the form

wt + f (w)x = r(w), (1.10)

where

w =




v

u

e + 1
2u

2

q


, f (w) =




−u
p

pu

0


, r(w) =




0
0
0
χ
τ


, (1.11)

χ ≡ Q− q. (1.12)

We claim that as a function ofw, −s is strictly convex. In fact, the gradient and the
Hessian of−s with respect tow are

−∇s = (−(s1)v, (s1)e1u,−(s1)e1, (s1)e1 − s′2(q)
)

=
(

− p

T1
,
u

T1
,− 1

T1
,

1

T1
− 1

T2

)
(1.13)

and

H ≡ −∇2s =




−(s1)vv u(s1)e1v −(s1)e1v (s1)e1v
u(s1)ve1 (s1)e1 − u2(s1)e1e1 u(s1)e1e1 −u(s1)e1e1
−(s1)ve1 u(s1)e1e1 −(s1)e1e1 (s1)e1e1
(s1)ve1 −u(s1)e1e1 (s1)e1e1 −(s1)e1e1 − s′′2(q)



(1.14)

by (1.7) and (1.3). Also with (1.6), (1.8) and (1.9), we can verify that

detH = −s′′2(q)(s1)e1
[
(s1)vv(s1)e1e1 − (

(s1)e1v
)2]

= 1

T 2
2 ω

′(T2)T
4
1

[
−(T1)e1pv + (

(T1)e1p − (T1)v
) (T1)v

T1

]
> 0.
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Similarly, we can verify that all the principal minor determinants are positive. Hence
H is positive definite.

We further discuss the role ofH as a symmetrizer of the system. Recall that in
the general theory of hyperbolic conservation laws, we define an entropy function
U with a corresponding entropy fluxF as the following:U andF are functions of
the unknown vectorw of the hyperbolic conservation laws

wt + f (w)x = 0, (1.15)

such that(∇U)f ′ = ∇F . This implies that the HessianH of U , H = ∇2U , is
a symmetrizer of (1.15). That is,Hf ′ is symmetric, [FL]. It is well-known that
for the Euler equations (1.1) describing the ideal gas, we have an entropy pair
U = −s, F = 0. Therefore, regardings as a function of the unknown vector
of (1.1), (v, u, e + u2/2)t , H = −∇2s is a symmetrizer of (1.1). If the effect
of viscosity and (or) heat conduction is further included, we have Navier-Stokes
equations in the form

wt + f (w)x = (B(w)wx)x, (1.16)

which is a hyperbolic-parabolic system with a 3× 3 degenerate matrixB. In this
case,H = −∇2s symmetrizes the Navier-Stokes equations as well, [Ka]. That is,
not onlyHf ′ is symmetric,HB is symmetric and semi-positive definite as well.

In our current study for gas dynamics in thermal nonequilibrium, (1.10) or (1.5),
we have a similar result: For H given in (1.14),Hf ′ is symmetric. Moreover, on
the equilibrium manifoldT2 = T1, Hr ′ is symmetric and semi-negative definite.
In fact, from (1.11) we have

f ′ =




0 −1 0 0
pv −pe1u pe1 −pe1
pvu −pe1u2 + p pe1u −pe1u

0 0 0 0


, r ′ =



r1
r2
r3
r4


, (1.17)

where

r1 = r2 = r3 = (0,0,0,0),

r4 =
(

−χτv
τ2 + Qv

τ
,

(
χτe1

τ2 − Qe1

τ

)
u,−χτe1

τ2 + Qe1

τ
,
χτe1

τ2 − Qe1 + 1

τ

)
.

(1.18)
To verifyHf ′ is symmetric, we may apply the result for Euler equations to conclude
that the 3× 3 submatrix at the upper left corner ofHf ′ is symmetric. All we need
to do then is to verify that the fourth row ofHf ′ has the same entries as the fourth
column. But this is trivial by (1.14), (1.17) and (1.3a). To verify the property of
Hr ′, we notice that

Hr ′ = h4r4 (1.19)

by (1.17) and (1.18), whereh4 is the fourth column ofH . By (1.3),

h4 = − 1

T 2
1

(
(T1)v,−(T1)e1u, (T1)e1,−(T1)e1 + T 2

1 s
′′
2(q)

)t
.
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From (1.3b),s′2(q) = 1/T2. Thus on the equilibrium manifoldT2 = T1, we can
further simplify the last component ofh4 to obtain

h4 = − 1

T 2
1

(
(T1)v,−(T1)e1u, (T1)e1,−(T1)e1 − 1

ω′(T1)

)t
, (1.20)

using (1.6a). Also on the equilibrium manifold, we haveχ = 0, and

r4 = ω′(T1)

τ

(
(T1)v,−(T1)e1u, (T1)e1,−(T1)e1 − 1

ω′(T1)

)
, (1.21)

using (1.6b). Clearly, (1.19)–(1.21) and (1.8) imply thatHr ′ is symmetric and
semi-negative definite on the equilibrium manifold.

Summarizing the above results for the entropy, we have

Theorem 1.1.Let (1.8) be true. Letw be the unknown vector of(1.5) given by
(1.11). If the entropys is regarded as a function ofw, then−s is strictly convex.
Moreover, the HessianH of −s with respect tow is a symmetrizer of(1.5) in the
following sense:Hf ′ is symmetric for allw under consideration, whileHr ′ is
symmetric and semi-negative definite on the equilibrium manifoldT2 = T1. Heref
andr, also given by(1.11), are respectively the flux function and relaxation vector
of (1.5).

In physics, the entropy characterizes the direction of any process that the system
is undergoing. In the general theory of hyperbolic conservation laws and hyperbolic-
parabolic conservation laws, the existence of a strictly convex entropy function,
which is a generalization of the physical entropy, is a basic condition for the well-
posedness, [FL], [Ka]. For a general hyperbolic system with relaxation, an entropy
condition was introduced in [CLL], see Definition 4.1 below. However, to extend our
results in this paper on global existence and large time behavior for nonequilibrium
flow to such a general system, we expect that another form of entropy condition,
consistent with Theorem 1.1, is needed.

There is another important condition, called the subcharacteristic condition,
related to the well-posedness of relaxation systems, [Wh], [Liu], [CLL]. The con-
dition says that the characteristic speeds of the equilibrium system are interlaced
with the characteristic speeds of the full system. Especially, it was shown in [CLL]
that the entropy condition defined there implies the subcharacteristic condition,
see Theorem 4.2 below. For our nonequilibrium flow, we now want to verify the
subcharacteristic condition under physical assumptions (1.8). Clearly from (1.17)
the full system (1.5) has characteristic speeds

λ1 = −cf , λ2 = λ3 = 0, λ4 = cf , (1.22)

wherecf is the frozen speed of sound given in (1.9). It is a classical result that the
equilibrium system has characteristic speeds

λ
(r)
1 = −c, λ

(r)
2 = 0, λ

(r)
3 = c, (1.23)
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wherec is the equilibrium speed of sound. Here we use superscript(r) to denote
the reduced system (equilibrium system). Notice that the equilibrium system is the
Euler equations (1.1) with

e = e1 +Q(v, e1). (1.24)

Under assumptions (1.8), which imply (1.9), equation (1.24) definese1 as a function
of v ande,

e1 = e
(r)
1 (v, e),

with

(
e
(r)
1

)
v

= ∂

∂v
e
(r)
1 (v, e) = − Qv

1 +Qe1

,
(
e
(r)
1

)
e

= ∂

∂e
e
(r)
1 (v, e) = 1

1 +Qe1

.

Therefore, the pressure of the equilibrium flow can be expressed as

p = p
(
v, e

(r)
1 (v, e)

) ≡ p(r)(v, e) ≡ p̄(r)(v, s).

Now it is straightforward to calculatec. By (1.4), which is reduced to (1.2) for
T2 = T1, we have

c2 ≡ −p̄(r)v = pp(r)e −p(r)v = ppe1

1 +Qe1

−pv+ pe1Qv

1 +Qe1

= c2
f − ape1

1 +Qe1

, (1.25)

wherea is defined in (1.9). Next we define a quantity

b ≡ pe1

−pe1 + c2
f (1 +Qe1)/a

. (1.26)

By (1.6), (1.9) and (1.8) we have

b = ape1

c2
f − ω′(T1)(T1)e1p̃v

> 0. (1.27)

Using (1.26), equation (1.25) can be written as

c2 = c2
f

1 + b
.

Obviously, 0< c2 < c2
f by (1.27). Thus we have

Proposition 1.2.Under assumptions(1.8), we have

0< c < cf (1.28)

on the equilibrium manifoldT2 = T1, wherec andcf are, respectively, the equi-
librium speed of sound and the frozen speed of sound.
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Proposition 1.2, (1.22) and (1.23) immediately imply the subcharacteristic con-
dition

λ1 < λ
(r)
1 < λ2 = λ

(r)
2 = λ3 < λ

(r)
3 < λ4. (1.29)

Because of the equal signs, the condition is satisfied in the non-strict sense.
In this paper, we are interested in Cauchy problems of (1.5). Assuming that the

initial data are a small perturbation of a constant state that is an equilibrium state,
we want to establish the global existence and study the large time behavior for the
solution. A natural question to ask is: If the solution exists, does it converge to the
constant state ast → ∞? Notice that (1.5) is a hyperbolic system with relaxation.
Generally speaking, for such a system the relaxation term induces a dissipative
effect. This effect then competes with the hyperbolicity. If the dissipation is suf-
ficiently strong to dominate the hyperbolicity, the system is dissipative, and the
solution converges to the constant state. Otherwise, the dissipation and the hyper-
bolicity are equally important. Then we expect that only part of the perturbation
diffuses. In the latter case we say that the system is of composite type.

In general, there are several ways to identify whether a hyperbolic system with
relaxation is dissipative or of composite type. One way is completely parallel to the
case of the hyperbolic-parabolic system, which was discussed in [Ka], [LZ1] and
[LZ2].Assume that a relaxation system in the form of (1.10) admits a strictly convex
entropy that is also a symmetrizer of the whole system in the sense of Theorem 1.1.
If on the equilibrium manifold, any eigenvector off ′ is not in the null space of
r ′, then we expect the system to be dissipative. Otherwise, it is a composite type
system. We refer to this condition as the dissipative criterion. Further discussion on
the criterion will be given in Sections 3 and 4. For our nonequilibrium flow (1.5),
it is easy to see from (1.17), (1.18) and (1.21) that

ζ = (
ω′(T1)

)−1(
pe1,0,−pv,0

)t + (
pe1(T1)v − pv(T1)e1

)(
0,0,1,1

)t
is an eigenvector off ′ and is in the null space ofr ′ on the equilibrium manifold.
Therefore, (1.5) is of composite type. The failure to satisfy the dissipative criterion
in fact means the failure of the relaxation term in the linear level to have a “pos-
itive projection” on all the characteristic directions of the equilibrium system, see
Section 3.

Another way to discuss this issue is to look at the subcharacteristic condition if
the full system has exactly one more equation than the equilibrium system, which
is our current situation. In this case, under appropriate conditions the dissipative
criterion is equivalent to the subcharacteristic condition in the strict sense, Theorem
4.5. Again, (1.29) tells us that (1.5) cannot be dissipative sinceλ2 = λ

(r)
2 = λ3.

The type of system (1.5) can also be studied through Chapman-Enskog expan-
sion. Using (1.12), we write

q = Q− χ. (1.30)

Hereχ is small. For the first-order expansion we setχ = 0, which leads to the
equilibrium system, the Euler equations (1.1). For the second-order expansion, we
need the first-order correction forχ . Substitute (1.30) into the rate equation in (1.5),
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and use other equations. We have

−aux − χt = χ

τ
(1 +Qe1), (1.31)

wherea is defined in (1.9). Sinceχt is of a higher order, the first-order correction
for χ is

χ ≈ − aτ

1 +Qe1

ux.

Therefore, the total energy up to the first-order correction is

e = e1 +Q(v, e1)+
(

aτ

1 +Qe1

)
(v, e1)ux. (1.32)

As in the equilibrium system, we definee(r)1 (v, e) by

e = e
(r)
1 +Q(v, e

(r)
1 ). (1.33)

Subtract (1.33) from (1.32). Up to the first-order correction we have

e1 − e
(r)
1 +Qe1(v, e

(r)
1 )(e1 − e

(r)
1 ) ≈ −

(
aτ

1 +Qe1

)
(v, e1)ux,

or

e1 − e
(r)
1 ≈ −

(
aτ

(1 +Qe1)
2

)
(v, e

(r)
1 )ux.

Therefore, up to the same accuracy, we can express the pressure as

p = p(v, e1) = p(v, e
(r)
1 )−

(
pe1aτ

(1 +Qe1)
2

)
(v, e

(r)
1 )ux. (1.34)

Substitute (1.34) into the first three equations in (1.5). We obtain the second-order
Chapman-Enskog expansion

vt − ux = 0,

ut + p(r)x = (µux)x,

(e + 1

2
u2)t + (p(r)u)x = (µuux)x,

(1.35a)

where
p(r)(v, e) ≡ p

(
v, e

(r)
1 (v, e)

)
,

µ(v, e) ≡
(

pe1aτ

(1 +Qe1)
2

)(
v, e

(r)
1 (v, e)

)
> 0

(1.35b)

by (1.8), (1.9). System (1.35) is the Navier-Stokes equations with zero heat con-
ductivity, whereµ plays the role of viscosity. System (1.35) has been studied in
[LZ2] and is known as a composite type system. Hence we also expect the original
system (1.5) is of composite type.

The fact that (1.5) is not fully dissipative can be easily seen through a special
solution as well. That is,u = constant,v = v(x), p = positive constant,q =
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ω(T1(x)), whereT1 is determined byv andp. If v(x) andq(x) are perturbations of
constants, the perturbations stay for all time. Clearly, the solution is a frozen flow
and an equilibrium flow at the same time.

To study the large time behavior, or even only to establish the global existence
by an energy method, it is necessary to separate the solution of (1.5) into two
parts: a dissipative one and a nondissipative one. Therefore, we need to choose
four appropriate unknowns to represent these two parts. Our choice is based on the
detailed study of the Green’s function of the linearized system, given in Section 3.
The result there tells us that there are three waves in the leading term, represented by
a δ-function and two heat kernels. Consequently, we need to choose one unknown
for the nondissipative part, and two for the leading term of the dissipative one.
The fourth unknown then needs to go to the next order (higher order). The above-
mentioned special solution immediately suggests thatu andp are the leading term
of the dissipative part, whilev orq can be used for the nondissipative one. However,
we prefer to uses instead since it gives the simplest equation. The unknown for the
higher order term can be chosen asχ .

Now we derive the equations for the unknowns so chosen. From (1.5) and (1.9)
we have

pt = pvvt + pe1(et − qt ) = −c2
f ux − pe1

χ

τ
.

To derive the equation fors, we need to use (1.4) and (1.3) as well:

st = 1

T1
et +

(
1

T2
− 1

T1

)
qt + p

T1
vt =

(
1

T2
− 1

T1

)
χ

τ
.

Thus with (1.31), the complete system inp, u, χ , s is

pt + c2
f ux = −pe1

χ

τ
,

ut + px = 0,

χt + aux = −(1 +Qe1)
χ

τ
,

st =
(

1

T2
− 1

T1

)
χ

τ
.

(1.36)

Systems (1.5) and (1.36) are equivalent. We will use both at our convenience.
We are now ready to state our problems and results for the nonequilibrium flow.

Consider the Cauchy problem of (1.5) with initial data

(v, u, e1, q)(x,0) = (v0, u0, e1,0, q0)(x). (1.37)

Assume that the given initial function(v0, u0, e1,0, q0) is a small perturbation of a
constant state(v∗, u∗, e∗1, q∗), wherev∗ > 0, e∗1 > 0, q∗ > 0 and without loss of
generalityu∗ = 0. Further assume that the constant state is an equilibrium state.
That is,

q∗ = Q∗, or T ∗
2 = T ∗

1 . (1.38)
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Here we use “*” to denote the constant state. ThusQ∗ = Q(v∗, e∗1),T ∗
2 = ω−1(q∗),

etc. If the initial perturbation is small, we first establish the global existence, then
study the large time behavior. To simplify our notation, let

‖ · ‖m ≡ ‖ · ‖Hm, ‖ · ‖ ≡ ‖ · ‖L2, (1.39)

where the norms are with respect to the space variablex.

Theorem 1.3.Let (1.8)be true, andv∗, e∗1 andq∗ be positive constants such that
(1.38)holds. Letm = 2 be an integer. Then there exist positive constantsε andC,
such that if

‖(v0 − v∗, u0, e1,0 − e∗1, q0 − q∗)‖m 5 ε,

system(1.5)with initial condition(1.37)has a unique global solution

(v, u, e1, q)(x, t),

satisfying

(v − v∗, u, e1 − e∗1, q − q∗) ∈ C0([0,∞);Hm) ∩ C1([0,∞);Hm−1),

px, ux ∈ L2([0,∞);Hm−1), χ ∈ L2([0,∞);Hm),
(1.40)

and the following energy inequality

sup
t= 0

‖(v − v∗, u, e1 − e∗1, q − q∗)‖2
m(t)

+
∫ ∞

0

(‖px‖2
m−1(t)+ ‖ux‖2

m−1(t)+ ‖χ‖2
m(t)

)
dt

5 C‖(v0 − v∗, u0, e1,0 − e∗1, q0 − q∗)‖2
m.

(1.41)

Theorem 1.4.Let (1.8)be true, andv∗, e∗1 andq∗ be positive constants such that
(1.38)holds. Let the initial data(v0, u0, e1,0, q0) be a perturbation of the constant
state(v∗,0, e∗1, q∗), satisfying

(v0 − v∗, u0, e1,0 − e∗1, q0 − q∗) ∈ H 6(R),

(v0 − v∗, u0, e1,0 − e∗1, q0 − q∗)(x) = O(1)(x2 + 1)−
3
4 ,

(v′
0, u

′
0, e

′
1,0, q

′
0)(x) = O(1)(x2 + 1)−

3
4 ,

s′′0(x) = O(1)(x2 + 1)−
1
4 ,

‖(v0 − v∗, u0, e1,0 − e∗1, q0 − q∗)‖6

+ sup
x∈R

{
(x2 + 1)

3
4 (|v0 − v∗| + |u0| + |e1,0 − e∗1| + |q0 − q∗|

+ |v′
0| + |u′

0| + |e′1,0| + |q ′
0|)(x)+ (x2 + 1)

1
4 |s′′0 |(x)} ≡ ε0 � 1,

(1.42)
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wheres0 is the initial entropy. Then for allx ∈ R, t = 0, the solution of(1.5),
(1.37)has the following property:

(p − p∗, u)(x, t) = O(1)ε0

{
(t + 1)−

1
2

(
e
− (x+c∗(t+1))2

ν(t+1) + e
− (x−c∗(t+1))2

ν(t+1)

)

+ [(x + c∗(t + 1))2 + t + 1]− 3
4 + [(x − c∗(t + 1))2 + t + 1]− 3

4

}
,

(χ, px, ux)(x, t) = O(1)ε0(t + 1)−
1
2

{
(t + 1)−

1
2

(
e
− (x+c∗(t+1))2

ν(t+1) + e
− (x−c∗(t+1))2

ν(t+1)

)

+ [(x + c∗(t + 1))2 + t + 1]− 3
4 + [(x − c∗(t + 1))2 + t + 1]− 3

4

}
,

‖(χx, pxx, uxx)(·, t)‖L∞ = O(1)ε0(t + 1)−
3
2 ,

s(x, t)− s∗ = O(1)ε0(x
2 + 1)−

3
4 , sx(x, t) = O(1)ε0(x

2 + 1)−
3
4 ,

(1.43)

wherep∗, c∗, s∗ are the pressure, equilibrium speed of sound and entropy evaluated
at the constant state, andν > 0 is a constant depending only on the constant state.

In this section we have given an introduction to the relaxation model that de-
scribes gas flow in thermal nonequilibrium. Important thermodynamic properties
related to the well-posedness have been given in Theorem 1.1 and Proposition 1.2.

In Section 2 we prove Theorem 1.3 to establish the global existence of the solu-
tion to (1.5).The proof makes crucial use of the existence of a strictly convex entropy
function and other thermodynamic properties. The energy method employed there
applies to more general relaxation systems if there exists a strictly convex entropy
function whose Hessian is a symmetrizer in the sense of Theorem 1.1.

In Section 3 we obtain another main result of this paper, the fundamental solution
for a general class of linear hyperbolic systems with relaxation, Theorems 3.6
and 3.9. Since the fundamental solution of a composite type system is a sum of
nondecayingδ-functions and the fundamental solution of a fully dissipative system,
all we need is to formulate the fundamental solution for a general dissipative system.
Theorem 3.6 gives detailed information on the Green’s function for such a system:
The leading term consists of heat kernels along the characteristic directions of the
equilibrium system; the singular part consists of exponentially decayingδ-functions
along the characteristic directions of the full system; and the remainder is a higher
order of those heat kernels by a factor(t+1)−1/2. The leading term and the singular
part are both determined explicitly by the two coefficient matrices. The proof of
Theorem 3.6 is similar to the proof of a corresponding result for a general linear
hyperbolic-parabolic system obtained in our previous work, [LZ1]. They are based
on the spectral representation of the matrix occurring in the Fourier transform.
In fact in Section 3 we make extensive use of the spectral properties obtained in
[LZ1], with the switching on the leading term and the singular part. However, there
is an important difference between a hyperbolic-parabolic system and a hyperbolic
system with relaxation. For the latter, the heat kernels in the leading term are along
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the characteristic directions of the equilibrium system, which is in reduced size.
This means that the number of principal waves is alway less than the number of
unknowns. Therefore, part of the Green’s function must be identically zero in the
leading term. For this part, it is necessary to obtain a precise expression in the next
order for our purpose of studying the large time behavior of a nonlinear system.
Such a refinement is then given in Theorem 3.9: The part of the Green’s function
that is identically zero in the leading term can be expressed as the derivative of the
heat kernels occurring in the leading term, plus a higher order of the derivative by
a factor(t + 1)−1/2 and corresponding singular part. At the end of Section 3, the
general result is applied to our nonequilibrium flow. The Green’s function of the
linearized system consists of a nondecayingδ-function along the particle path, two
heat kernels along the equilibrium acoustic directions, a higher order term of these
heat kernels, and three exponentially decayingδ-functions along the frozen acoustic
directions and the particle path. The part of the Green’s function that is identically
zero in the leading term is refined as the derivative of the two heat kernels, plus
higher order and exponentially decaying singular terms. This part corresponds to
the unknownχ .

Section 4 is an extension of Section 3 on the discussion of a general system. We
are particularly interested in the relation between the subcharacteristic condition
and the dissipative criterion. Our purpose is to investigate whether certain forms
of subcharacteristic conditions can be used to distinguish composite type systems
from fully dissipative ones. Under a weaker version of the entropy condition, As-
sumption 4.1, we obtain a sufficient condition and a necessary one for the dissipative
criterion to hold, in terms of subcharacteristic conditions, Theorem 4.5. It turns out
that if the full system has exactly one more equation than the equilibrium system,
then the dissipative criterion is equivalent to the subcharacteristic condition in the
strict sense. In the general case, however, there is a gap between the sufficient con-
dition and the necessary one. Examples satisfying or not satisfying the dissipative
criterion can both fall into this gap. Therefore, in the general case subcharacteristic
conditions are not appropriate for characterizing dissipation.

Section 5 is on the evolution of elementary waves. Our elementary waves include
heat kernels and waves of algebraic type, of which the solution consists at large time,
see (1.43). Notice that heat kernels have already occurred in the Green’s function of
the linear system. Therefore, they are natural in the ansatz for the nonlinear system.
On the other hand, waves of algebraic type are exclusively related to the nonlinear
system. They come from the nonlinear coupling of different families in the system,
[Liu2].

In Section 6 we will prove Theorem 1.4, which describes the large time be-
havior of the nonequilibrium flow. The approach is a combination of pointwise
approach, weighted energy estimate and energy estimate. The pointwise approach
is necessary to obtain pointwise estimate (1.43). The procedure is to write (1.36)
as a linear system with nonlinear source, to use Duhamel’s principle to write the
solution as convolutions of the Green’s function with the initial data and with the
nonlinear source, and to perform an a priori estimate. The two main components of
such an approach, precise estimates on the Green’s function and on the evolution
of elementary waves, have been covered in Sections 3 and 5 respectively. However,
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the pointwise approach cannot be closed by itself. This is true for any system whose
Green’s function containsδ-functions (even exponentially decaying ones). Exam-
ples are hyperbolic systems with relaxation and hyperbolic-parabolic systems. The
δ-functions prevent the derivatives in the nonlinear source from being removed by
integration by parts. Therefore, we need to continue the estimate to the derivatives.
A strategy to close the analysis is to reduce the decay rate for higher derivatives,
although they in fact decay faster. This is possible because they only occur in prod-
ucts (nonlinear source), and another factor gives a contribution to the decay rate.
After several steps of reduction, we then only need derivatives of a particular order
to be bounded. With the help of the Sobolev inequality, the analysis is then closed
by the energy estimate. If the system is of composite type, such a combination of
pointwise approach and energy estimate is not sufficient. This is because a part of
the solution no longer decays, and its contribution to the decay rate of the nonlinear
source is no longer trivial. In this case we need to further incorporate the fact that
the nondecaying wave and the decaying ones are along different directions, hence
their products decay. This needs to be done by a weighted energy method.

In the stability analysis carried out in Section 6, it is important to identify
different time intervals for integration. In a certain time interval, the decay rate of
the integral comes from the decay rate of the Green’s function. In this case the
lower order term in the nonlinear source needs to be converted into derivatives
using the rate equation. Then the derivatives are moved to the Green’s function by
integration by parts. In this way, the decay rate of the Green’s function is increased.
In another time interval, the decay rate of the integral comes from the decay rate
of the nonlinear source. In this case we need to choose an appropriate order for the
derivatives in the source such that it gives the best rate. The order can be increased
or reduced by converting the lower order term or by integration by parts. The order
to be chosen depends on the part of the Green’s function and the part of the source
so involved. It also depends on the ansatz that we choose. In the last type of time
interval, the singularity in the Green’s function becomes important. The lower order
term in the source needs to stay as lower order to avoid difficulties in the closing.

To finish this section, we make a final remark on Theorems 1.3 and 1.4. As
we can see from the Green’s function in Section 3, the relaxation term in (1.5)
induces a dissipative effect in the equilibrium acoustic directions. These are the
two genuinely nonlinear fields. The dissipation then competes with the compres-
sion. For sufficiently small data, the dissipation is able to prevent any formation of
shocks. On the other hand, the relaxation term has “zero projection” in the particle
path direction. But this is a linearly degenerate field. If the initial data are smooth,
we do not expect singularities in this field. Therefore, for smooth and small data,
system (1.5) has a global classical solution as stated in Theorem 1.3. As for Theo-
rem 1.4, it gives a complete picture of the large time behavior. The entropy wave
stays as expected. The perturbation of pressure and velocity are represented by two
heat kernels, consistent with the linear theory, and waves of algebraic type, coming
from nonlinear coupling. The departure of vibrational energy from its local equi-
librium value is a lower order term. It decays faster and behaves like derivatives of
pressure and velocity, as predicted by the linear theory in Section 3. The pointwise
estimate (1.43) immediately gives decay rates inLp, 1 5 p 5 ∞. It also allows
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us to see different rates along or away from the equilibrium acoustic directions. All
the rates obtained are optimal.

Throughout the paper we will useC to denote a universal positive constant,
and∂jx to denote∂j /∂xj . Readers are referred to [VK] for detailed discussions on
establishing models for gas dynamics in thermal nonequilibrium. For related works
in classical solutions and large time behavior for relaxation systems, see [Ze], [Ch],
[Yo] and references therein. The topic of existence of weak solutions is a difficult
one. It started with [DH], and so far global existence can only be established for
certain 2× 2 systems.

2. Global Existence

In this section we prove Theorem 1.3. We establish the global existence through
the energy method. Notice that (1.5) is a symmetrizable hyperbolic system by
Theorem 1.1. Here the symmetrization is regarded without the relaxation term.
Since local existence and uniqueness are standard for such systems, e.g., see [Ma]
and references therein, it is sufficient to prove the following a priori estimate.

Proposition 2.1.Assume that(1.8)is true, andv∗, e∗1 andq∗ are positive constants
such that(1.38) holds. Letm = 2 be an integer andt0 > 0 be a constant. Let
(v, u, e1, q)(x, t)be a solution to(1.5), (1.37)satisfying(1.40)with[0,∞) replaced
by [0, t0]. Set

N2
m(t) = sup

05 t ′5 t

∥∥ (v − v∗, u, e1 − e∗1, q − q∗) ∥∥2
m
(t ′)

+
∫ t

0

(
‖px‖2

m−1 + ‖ux‖2
m−1 + ‖χ‖2

m

)
(t ′) dt ′,

(2.1)

and especially,

Nm(0) = ∥∥ (v0 − v∗, u0, e1,0 − e∗1, q0 − q∗) ∥∥
m
.

Then there exist positive constantsε andC, independent oft0, such that ifNm(t0) 5
ε, then

Nm(t0) 5 CNm(0). (2.2)

Proof. We useC to denote a universal positive constant independent oft0. Set

S (w) = −s + s∗ + (∇s)∗ · (w − w∗),

wherew is the unknown vector in (1.5) as given in (1.11), andw∗ is the corre-
sponding constant state,

w∗ = (
v∗,0, e∗1 + q∗, q∗).

From Theorem 1.1 we know that−s is strictly convex with respect tow. Thus
S is equivalent to

∣∣w−w∗∣∣2, or
∣∣ (v − v∗, u, e1 − e∗1, q − q∗) ∣∣2, forNm(t0) 5 ε,

whereε is small and independent oft0. From (1.10)–(1.13) and (1.38) we have

S (w)t = −st + (∇s)∗ · wt = −st − (∇s)∗ · (f (w)− f (w∗)
)
x
.
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Integrate this equality overR×[0, t] for 0 5 t 5 t0. Use the last equation in (1.36)
and notice that (

1

T2
− 1

T1

)
χ

τ
= ω−1(Q)− ω−1(q)

T1T2

χ

τ
= χ2

C

by (1.6), (1.8) and the smallness ofNm(t0). We have

∥∥ (v − v∗, u, e1 − e∗1, q − q∗) ∥∥2
(t)+

∫ t

0
‖χ‖2(t ′) dt ′ 5 CN2

0(0). (2.3)

Next we take derivatives of (1.36) and replace the third equation by a combi-
nation of the first and the third ones. Using (1.6) we have

(
∂lxp

)
t
+ ∂lx

(
c2
f ux

) = −∂lx
(
pe1

τ
χ

)
,(

∂lxu
)
t
+ ∂l+1

x p = 0,(
∂lxp − c2

f

a
∂lxχ

)
t

= −∂lx
(
pe1

τ
χ

)
+ c2

f

a
∂lx

(
1 +Qe1

τ
χ + aux

)

− ∂lx
(
c2
f ux

)−
(
c2
f

a

)
t

∂lxχ,

(
∂lxs
)
t
= ∂lx

[(
ω−1(Q)− ω−1(q)

) χ

τT1T2

]
.

(2.4)

Multiply the first to the fourth equations by∂lxp, c2
f ∂

l
xu, b

(
∂lxp − c2

f

a
∂lxχ

)
and∂lxs

respectively, whereb > 0 is defined by (1.26).Add them up and use (1.5) to convert
the derivatives ofv ande1 with respect tot into derivatives with respect tox. We
have

1

2

∂

∂t

[(
∂lxp

)2]+ ∂

∂t

[
c2
f

2

(
∂lxu

)2]+ ∂

∂t

[
b

2

(
∂lxp − c2

f

a
∂lxχ

)2]

+ 1

2

∂

∂t

[(
∂lxs
)2]+ b̄

(
∂lxχ

)2 = −(c2
f ∂

l
xu ∂

l
xp
)
x

+ ∂lxp
[(
c2
f ∂

l
xu
)
x

− ∂lx
(
c2
f ux

)]− ∂lxp

[
∂lx

(
pe1

τ
χ

)
− pe1

τ
∂lxχ

]

+ b
(
∂lxp − c2

f

a
∂lxχ

){[pe1
τ
∂lxχ − ∂lx

(
pe1

τ
χ

)]
(2.5)

+
[
c2
f

a
∂lx

(
1 +Qe1

τ
χ

)
− c2

f (1 +Qe1)

τa
∂lxχ

]
+
[
c2
f

a
∂lx(aux)− ∂lx

(
c2
f ux

)]}

+ ∂lxs∂
l
x

[(
ω−1(Q)− ω−1(q)

) χ

τT1T2

]

− b

(
∂lxp − c2

f

a
∂lxχ

)
∂lxχ

{[(
c2
f

a

)
v

− p

(
c2
f

a

)
e1

]
ux −

(
c2
f

a

)
e1

χ

τ

}
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+ cf
(
∂lxu

)2{[(
cf
)
v

− p
(
cf
)
e1

]
ux − (cf )e1

τ
χ

}

+ 1

2

(
∂lxp − c2

f

a
∂lxχ

)2[
(bv − pbe1)ux − be1

τ
χ
]
,

where

b̄ ≡ c2
f pe1

τa
> 0 (2.6)

by (1.9) and (1.8). Integrate this equation overR × [0, t] for 0 5 t 5 t0. For
1 5 l 5 m and smallNm(t0), we have

‖(∂lxp, ∂lxu, ∂lxχ, ∂lxs)‖2(t)+
∫ t

0
‖∂lxχ‖2(t ′) dt ′ 5 C

{
N2
l (0)+N3

m(t0)
}
. (2.7)

Next we apply∂l−1
x to the third equation in (1.36) and multiply the result by

1
a
∂lxu to obtain

(
∂lxu

)2 = −
(

1

a
∂lxu∂

l−1
x χ

)
t

+ ∂lxu∂
l−1
x χ

{[(
1

a

)
v

−
(

1

a

)
e1

p

]
ux −

(
1

a

)
e1

χ

τ

}

−
(

1

a
∂lxp∂

l−1
x χ

)
x

+
(

1

a
∂l−1
x χ

)
x

∂lxp (2.8)

−
[

1

a
∂lxu∂

l−1
x (aux)− (

∂lxu)
2
]

− 1

a
∂lxu∂

l−1
x

(
1 +Qe1

τ
χ

)
,

where we have used (1.5). Integrate this equation overR × [0, t] for 0 5 t 5 t0.
Then similarly, for 15 l 5 m and smallNm(t0), we have

∫ t

0
‖∂lxu‖2(t ′) dt ′ 5 C

{‖∂lxu‖(t) ‖∂l−1
x χ‖(t)+N2

l (0)+N3
m(t0)

}
+ C

∫ t

0

∫ ∞

−∞
∣∣∂lxχ∂lxp∣∣(x, t ′) dx dt ′ + C

∫ t

0

∫ ∞

−∞
∣∣∂lxu∂l−1

x χ
∣∣(x, t ′) dx dt ′.

Use (2.3) and (2.7) on the right-hand side. After simplifying, we obtain∫ t

0
‖∂lxu‖2(t ′) dt ′ 5 C

{
N2
l (0)+N3

m(t0)
}

+ C

∫ t

0

∫ ∞

−∞
∣∣∂lxχ∂lxp∣∣(x, t ′) dx dt ′. (2.9)

Then we apply∂l−1
x to the second equation in (1.36) and multiply the result by∂lxp

to obtain (
∂lxp

)2 = − (
∂lxp∂

l−1
x u

)
t
+ (
∂l−1
x pt∂

l−1
x u

)
x

+ ∂l−1
x

(
c2
f ux

)
∂lxu+ ∂l−1

x

(pe1
τ
χ
)
∂lxu, (2.10)
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where we have used the first equation in (2.4). Now integrate this equation over
R × [0, t] for 0 5 t 5 t0. Again, for 15 l 5 m and smallNm(t0), we have

∫ t

0
‖∂lxp‖2(t ′) dt ′ 5 C

{‖∂lxp‖(t) ‖∂l−1
x u‖(t)+N2

l (0)+N3
m(t0)

}
+ C

∫ t

0
‖∂lxu‖2(t ′) dt ′ + C

∫ t

0
‖∂l−1
x χ‖2(t ′) dt ′.

Using (2.3), (2.7) and (2.9) to bound the right-hand side, we arrive at

∫ t

0
‖∂lxp‖2(t ′) dt ′ 5 C

{
N2
l (0)+N3

m(t0)
}+ C

∫ t

0

∫ ∞

−∞
∣∣∂lxχ∂lxp∣∣(x, t ′) dx dt ′

5 C
{
N2
l (0)+N3

m(t0)
}+ 1

2

∫ t

0
‖∂lxp‖2(t ′) dt ′

+ C

∫ t

0
‖∂lxχ‖2(t ′) dt ′,

which is further simplified to

∫ t

0
‖∂lxp‖2(t ′) dt ′ 5 C

{
N2
l (0)+N3

m(t0)
}
. (2.11)

Using (2.7) and (2.11) to bound the right-hand side of (2.9), we also have

∫ t

0
‖∂lxu‖2(t ′) dt ′ 5 C

{
N2
l (0)+N3

m(t0)
}
. (2.12)

Add up (2.7), (2.11), (2.12) for 15 l 5 m and (2.3). We then obtain

∥∥ (v − v∗, u, e1 − e∗1, q − q∗) ∥∥2
m
(t)

+
∫ t

0

(
‖px‖2

m−1 + ‖ux‖2
m−1 + ‖χ‖2

m

)
(t ′) dt ′ 5 C

{
N2
m(0)+N3

m(t0)
}
.

By (2.1), this gives us

N2
m(t0) 5 C

{
N2
m(0)+N3

m(t0)
}
.

Therefore, for a smallε independent oft0,Nm(t0) 5 ε implies

Nm(t0) 5 CNm(0). ut
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3. Fundamental Solutions

In this section we discuss the fundamental solutions of linear systems. The
linearized system of (1.36) around the constant state “*” is

pt + c∗2
f ux = −p

∗
e1

τ ∗ χ,

ut + px = 0,

χt + a∗ux = −1 +Q∗
e1

τ ∗ χ,

st = 0.

(3.1)

Here the entropy equation is completely decoupled from the others, and its funda-
mental solution is simply a Diracδ-function along the particle path. On the other
hand, the other three equations compose a fully dissipative subsystem. (We will
verify that it satisfies the dissipative criterion defined in Assumption 3.2 below.) At
this point we see that at the linear level, a composite type system is decoupled into
two parts: a fully dissipative subsystem and a homogeneous hyperbolic one. That
is, although the relaxation gives rise to a dissipative effect, for a certain part of the
nonlinear system such an effect is of a higher order. Here for our nonequilibrium
flow (1.36), the effect on the entropy equation is second order,

st = O(χ2).

For our purpose of constructing a fundamental solution, all we need is to con-
struct one for the dissipative subsystem. The homogeneous part is trivial. In this
section, we first formulate the fundamental solution for a general dissipative relax-
ation system, then apply the result to (3.1). A similar result has been obtained for a
viscoelastic model with fading memory, which can be written as a relaxation sys-
tem, [SZ]. The formulation for a general relaxation system in fact follows the same
approach as for a general hyperbolic-parabolic system, which has been studied in
a systematic way in [LZ1]. However, there is an important difference between the
two. The leading term of the fundamental solution in both cases is the fundamental
solution of a diagonalizable uniformly parabolic system. But for a relaxation sys-
tem, this corresponding parabolic system is reduced in size. Therefore, part of the
leading term of the fundamental solution must be identically zero. For this part, it
is necessary to find out further details of the next order. This is demanded by the
stability analysis for the nonlinear system, carried out in Section 6. In this section
we will only outline the key steps. Relevant results will be cited from [LZ1].

Consider a general linear system in the form

wt + Awx = Bw, −∞ < x < ∞, t > 0, (3.2)

wherew = w(x, t) is ann-vector, whileA andB aren× n constant matrices. We
make the following basic assumptions for (3.2):

Assumption 3.1.There exists a symmetric positive definite matrixA0, such that
A0A is symmetric, andA0B is symmetric semi-negative definite.



244 Yanni Zeng

Assumption 3.2.Any eigenvector ofA is not in the null space ofB.

Assumption 3.1 is a linear version of the entropy condition consistent with
Theorem 1.1, that is,A0, A, B can be taken, respectively, as the Hessian of the
entropy function and Jacobi matrices of the flux function and relaxation vector at
the constant state. Assumption 3.2 is the dissipative criterion mentioned in Section
1. The criterion and various equivalent forms were introduced in [SK], and played
a crucial role in the study of hyperbolic-parabolic systems, [SK], [Ka], [LZ1].
Assumptions 3.1 and 3.2 are the same assumptions given in Section 6 of [LZ1],
which studies the fundamental solution of hyperbolic-parabolic system, except that
for a relaxation system it is necessary to changeA0B from semi-positive definite
to semi-negative definite. Note that here we allowA to have multiple eigenvalues,
although Assumption 3.1 implies thatA has a complete set of eigenvectors, that is,
(3.2) is completely hyperbolic, not necessarily strictly hyperbolic.

Let G(x, t) be the Green’s function of (3.2). That is, it is ann × n matrix
satisfying

Gt + AGx = BG,

G(x,0) = δ(x)I,
(3.3)

whereδ is the Diracδ-function. The fundamental solution is thenG(x− y, t − t ′).
Perform the Fourier transform to (3.3) with respect tox. UseĜ to denote the Fourier
transform ofG andξ to denote the Fourier variable. We have

Ĝt = (−iξA+ B)Ĝ,

Ĝ(ξ,0) = I.

Thus
Ĝ(ξ, t) = e(−iξA+B)t . (3.4)

To obtain the leading term and singular part ofG, we need to study the spectral
representation of

Ē(z) = −zA+ B (3.5)

asz → 0 andz → ∞ respectively. Notice that

Ē(z) = zE

(
−1

z

)
, (3.6)

where
E(z) = −A− zB. (3.7)

SinceE(z) is exactly the same as defined by (6.11) in [LZ1] withB replaced by
−B, we have the spectral representation

E(z) =
N∑
j=1

λ̃j (z)P̃j (z),

P̃j P̃k = δjkP̃j , j, k = 1, . . . , N,
N∑
j=1

P̃j = I,

(3.8)



Gas Dynamics in Thermal Nonequilibrium and General Hyperbolic Systems 245

in the whole complex plane except for a finite number of exceptional pointsz.
See (6.24) in [LZ1]. Here thẽλj are the distinct eigenvalues ofE(z) and theP̃j
the corresponding eigenprojections. The exceptional points are points where the
eigenvalues split. Away from those points the numberN of distinct eigenvalues is
a constant. Equations (3.4)–(3.6) and (3.8) imply

Ĝ(ξ, t) =
N∑
j=1

e
iξ λ̃j (− 1

iξ
)t
P̃j

(
− 1

iξ

)
. (3.9)

Lemma 3.1.Under Assumptions3.1and3.2, for smallz we have

ezλ̃j (−1/z)t P̃j (−1/z)

=
{
e
z(−λ(r)j +zµ(r)j +O(z2))t(

P
(r)
j +O(z)

)
, 1 5 j 5 m′,

O(1)e(−cj,−1+O(z))t , m′ < j 5 N,

(3.10)

wherem′ 5 m, andm is the multiplicity of the zero eigenvalue ofB. For1 5 j 5 m′,
λ
(r)
j are real constants,µ(r)j are positive constants andP (r)j are constant projections,

satisfying
m′∑
j=1

λ
(r)
j P

(r)
j = Q0AQ0,

P
(r)
j P

(r)
k = δjkP

(r)
j , j, k = 1, . . . , m′,

m′∑
j=1

P
(r)
j = Q0,

(3.11)

whereQ0 is the eigenprojection ofB corresponding to the zero eigenvalue. For
m′ < j 5 N , cj,−1 are positive constants. Here we have arrangedλ̃j (z), j = 1,
. . . ,N , in an appropriate order.

Proof. The proof is basically the same as the proof of Lemma 6.12 in [LZ1]. The
readers are referred to it for details. Here we only cite some facts from it so we can
see clearly wherem′, λ(r)j , µ(r)j andP (r)j are from. These constants and constant
projections will represent the leading term inG.

Under Assumptions 3.1 and 3.2, we have the following expansions asz → ∞,

λ̃j (z) = cj,−1z+ cj,0 + cj,1
1

z
+ · · · ,

P̃j (z) = Pj,0 + Pj,1
1

z
+ · · · , j = 1, . . . , N,

(3.12)

see (6.34) in [LZ1]. Here all the coefficients are real, andcj,−1, j = 1, . . . , N ,
are eigenvalues of−B with eigenprojectionsPj,0. After rearranging thẽλj (z), we
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havecj,−1 = 0 for 1 5 j 5 m′, andcj,−1 > 0 form′ + 1 5 j 5 N , with some
integerm′ 5 m. Introduce the following notation

λ
(r)
j = −cj,0, µ

(r)
j = −cj,1, P

(r)
j = Pj,0, 1 5 j 5 m′, (3.13)

whereµ(r)j > 0 by an equivalent form of the dissipative criterion. Equation (3.10)
is then straightforward by (3.12) and (3.13). The last two equations in (3.11) are
trivial by the property ofPj,0, while the first one can be obtained by comparing the
coefficients forz0 on both sides of

( m′∑
j=1

P̃j (z)

)
(−A− zB)

( m′∑
j=1

P̃j (z)

)
=

m′∑
j=1

λ̃j (z)P̃j (z). ut

The coefficients in (3.12) are completely determined byA andB through a
reduction process, see [Kt]. For our purpose of computingm′,λ(r)j ,µ(r)j andP (r)j , we
cite the result from [LZ1]. There, in the hyperbolic-parabolic case, these constants
and constant projections represent the singular part ofG instead. Comparing our
definition (3.13) with (6.36) in [LZ1], we cite Remark 6.4 in [LZ1] as the following.

Procedure 3.2.Let l01, . . . , l0m andr0
1, . . . , r0

m, respectively, be the left eigenvectors
and right eigenvectors ofB associated with the zero eigenvalue, satisfyingl0j r

0
k =

δjk, j , k = 1, . . . , m. Then theλ(r)j take all the distinct eigenvalues ofL0AR0,
where

L0 =


l01
...

l0m


, R0 = (r0

1, . . . , r
0
m). (3.14)

Let ν1, . . . , νρ be all the nonzero (hence negative) eigenvalues ofB with
corresponding eigenprojectionsQ1, . . . ,Qρ . Set

S =
ρ∑
j=1

1

νj
Qj , (3.15)

which is the value at zero of the reduced resolvent ofB with respect to the zero
eigenvalue.

According to (3.11) theλ(r)j are the eigenvalues ofQ0AQ0 when restricted to
the range ofQ0. HereQ0 is the eigenprojection ofB corresponding to the zero
eigenvalue. Then associated with each distinctλ

(r)
j ,Q0AQ0 has the eigenprojection

Qj . Here ifλ(r)j happens to be zero,Qj is taken as the subprojectionQjQ0. Cor-

responding to thisλ(r)j there may be severalµ(r)j , which are all the nonzero distinct

eigenvalues of−QjASAQj . Eachµ(r)j then associates with an eigenprojection of

−QjASAQj , which is the correspondingP (r)j . Lastlym′ is the total number of the

µ
(r)
j so constructed for all the distinctλ(r)j .
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In the special case that all theλ(r)j are simple, we have

m′ = m, P
(r)
j are determined by (3.11),

µ
(r)
j = tr

(− ASAP
(r)
j

)
, j = 1, . . . , m.

(3.16)

To study the singular part ofG, we introduce the following notation. Assump-
tion 3.1 implies that all the eigenvalues ofA are real, and thatA has a complete
set of eigenvectors. Denote all the distinct eigenvalues ofA asλ1, λ2, . . . , λn′ ,
with multiplicitiesm1, m2, . . . , mn′ , m1 + m2 + · · · + mn′ = n. Denote the left
eigenvectors and right eigenvectors associated withλj asl(j)k andr(j)k , respectively,
k = 1, . . . ,mj , satisfying

Ar
(j)
k = λj r

(j)
k , l

(j)
k A = λj l

(j)
k , l

(j)
k r

(j ′)
k′ = δjj ′δkk′ ,

j, j ′ = 1, . . . , n′, k = 1, . . . , mj , k′ = 1, . . . , mj ′ .
(3.17)

Set

l(j) =



l
(j)
1
...

l
(j)
mj


, r(j) = (

r
(j)
1 , . . . , r

(j)
mj

)
, j = 1, . . . , n′,

L =


l(1)

...

l(n
′)


, R = (

r(1), . . . , r(n
′)).

(3.18)

Clearly
LR = I.

SinceB in general is degenerate,LBR is degenerate as well. Assumptions
3.1 and 3.2, however, guarantee that each diagonal blockl(j)Br(j) is similar to an
mj × mj symmetric negative definite matrix,j = 1, . . . , n′. See Lemma 2.1 in

[LZ1]. Therefore, we may choose thel(j)k andr(j)k appropriately such that

l(j)Br(j) = − diag(µj1, . . . , µjmj ),

µjk > 0, k = 1, . . . , mj , j = 1, . . . , n′.
(3.19)

For l(j)k andr(j)k so chosen, define

B̄ = R diag
(
l(1)Br(1), . . . , l(n

′)Br(n
′))L. (3.20)

By (3.17)–(3.20), we have

A =
n′∑
j=1

mj∑
k=1

λj r
(j)
k l

(j)
k ,

B̄ = −
n′∑
j=1

mj∑
k=1

µjkr
(j)
k l

(j)
k .

(3.21)
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On the other hand, by Lemmas 6.8 and 6.10 in [LZ1],λ̃j (z) andP̃j (z) are holo-
morphic at the origin under Assumption 3.1, satisfying

A = −
N∑
j=1

λ̃j (0)P̃j (0),

B̄ = −
N∑
j=1

λ̃′
j (0)P̃j (0).

(3.22)

Therefore,

−zA+ B̄ =
N∑
j=1

(
λ̃j (0)z− λ̃′

j (0)
)
P̃j (0)

=
n′∑
j=1

mj∑
k=1

(−λj z− µjk)r
(j)
k l

(j)
k .

Note that by (3.8),

P̃j (0)P̃k(0) = δjkP̃j (0), j, k = 1, . . . , N,
N∑
j=1

P̃j (0) = I.

Also note the property ofr(j)k andl(j)k in (3.17). We have

e(−zA+B̄)t =
N∑
j=1

e

(
λ̃j (0)z−λ̃′

j (0)
)
t
P̃j (0)

=
n′∑
j=1

mj∑
k=1

e(−λj z−µjk)t r(j)k l
(j)
k .

(3.23)

Lemma 3.3.Under Assumptions 3.1 and 3.2, for largez we have

N∑
j=1

ezλ̃j (−1/z)t P̃j (−1/z) =
n′∑
j=1

mj∑
k=1

e−(λj z+µjk)t r(j)k l
(j)
k

+
N∑
j=1

e

(
λ̃j (0)z−λ̃′

j (0)
)
t [
z−1cj +O(z−2)(1 + t + t2eO(tz

−1))
]
, (3.24)

whereλj , r
(j)
k and l(j)k are, respectively, the eigenvalues, right eigenvectors and

left eigenvectors ofA satisfying(3.17); l(j)k , r(j)k andµjk > 0 satisfy(3.19)with
l(j) and r(j) defined in(3.18); for j = 1 . . . , N , λ̃j (0) are real constants,̃λ′

j (0)
are positive constants, andcj are polynomial matrices int with degrees not more
than 1.
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Proof. Sinceλ̃j (z) andP̃j (z) are holomorphic at the origin, for largez we have

N∑
j=1

ezλ̃j (−1/z)t P̃j (−1/z)

=
N∑
j=1

e

(
λ̃j (0)z−λ̃′

j (0)+ 1
2 λ̃

′′
j (0)z

−1+O(z−2)
)
t [
P̃j (0)− P̃ ′

j (0)z
−1 +O(z−2)

]

=
N∑
j=1

e

(
λ̃j (0)z−λ̃′

j (0)
)
t
P̃j (0)+

N∑
j=1

e

(
λ̃j (0)z−λ̃′

j (0)
)
t{
z−1[1

2λ̃
′′
j (0)tP̃j (0)− P̃ ′

j (0)
]

+O(z−2)(1 + t + t2eO(tz
−1))

}
.

Applying (3.23) to the first summation on the right gives us (3.24). Equations (3.21)
and (3.22) imply that forl = 1, . . . , N , each̃λl(0) is one of the−λj , and each̃λ′

l (0)
is one of theµjk. Hence they have the property stated in the Lemma.ut

With Lemmas 3.1 and 3.3, we subtract the leading term and the singular part
fromG and set

R (x, t) =G(x, t)−
m′∑
j=1

1√
4πµ(r)j t

e

−
(
x−λ(r)

j
t
)2

4µ(r)
j

t
P
(r)
j

−
n′∑
j=1

mj∑
k=1

e−µjkt δ(x − λj t)r
(j)
k l

(j)
k .

(3.25)

By (3.9),

R (x, t) = 1

2π

∫ ∞

−∞

{ N∑
j=1

e
iξ λ̃j (− 1

iξ
)t
P̃j

(
− 1

iξ

)

−
m′∑
j=1

e
iξ
(
−λ(r)j +iξµ(r)j

)
t
P
(r)
j −

n′∑
j=1

mj∑
k=1

e−(λj iξ+µjk)t r(j)k l
(j)
k

}
eixξ dξ. (3.26)

Under Assumption 3.1, Assumption 3.2 is equivalent to

Re

{
iξ λ̃j

(
− 1

iξ

)}
< 0, j = 1, . . . , N,

for any realξ |= 0, [SK]. Also, it is easy to see by (3.4) thatĜ(ξ, t) is an entire
function ofξ . Using these facts and Lemmas 3.1 and 3.3, we can estimate the right-
hand side of (3.26) in the same way as in [LZ1] and obtain the following lemmas
parallel to Lemmas 6.13 and 6.14 in that reference.
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Lemma 3.4.Under Assumptions 3.1 and 3.2, for all−∞ < x < ∞, t > 0, we
have

|R (x, t)| 5 C(t + 1)−1
m′∑
j=1

e−
(
x−λ(r)

j
t
)2

Ct + Ct−1/2e−t/C + Ce−t/C
n′∑
j=1

|x − λj t |.
(3.27)

Lemma 3.5.LetK > 0 be large. Under Assumptions 3.1 and 3.2, for all−∞ <

x < ∞, t > 0, if |x|/t = K, then

|R (x, t)| 5 Ct−
1
2


e− x2

Ct +
m′∑
j=1

e−
(
x−λ(r)

j
t
)2

Ct


 . (3.28)

Equation (3.25) and Lemmas 3.4 and 3.5 immediately give us the following main
theorem of this section for the casel = 0. The casel = 1 can be proved in a similar
way.

Theorem 3.6.Suppose that Assumptions 3.1 and 3.2 are satisfied, and thatB has
the zero eigenvalue of multiplicitym, 0 5 m < n. Let the integerm′, constantsλ(r)j ,

positive constantsµ(r)j , and constant projectionsP (r)j , 1 5 j 5 m′, be computed
from A and B through Procedure 3.2. Letλj , 1 5 j 5 n′, be all the distinct

eigenvalues ofA with multiplicitiesmj ,
∑n′
j=1mj = n. For eachλj , let l(j)k and

r
(j)
k , 1 5 k 5 mj , be the left eigenvectors and the right eigenvectors, respectively,

satisfying(3.17). Moreover, letl(j)k andr(j)k be so chosen such that(3.19) is true,
wherel(j) and r(j) are defined in(3.18). Then for−∞ < x < ∞, t = 0, the
Green’s functionG of system (3.2) has the property

∂l

∂xl
G(x, t) = ∂l

∂xl



m′∑
j=1

1√
4πµ(r)j t

e

−
(
x−λ(r)

j
t
)2

4µ(r)
j

t
P
(r)
j




+O(1)(t + 1)−
1
2 t−

l+1
2

m′∑
j=1

e−
(
x−λ(r)

j
t
)2

Ct

+
n′∑
j=1

mj∑
k=1

e−µjkt
l∑
i=0

δ(l−i)(x − λj t)P
(i)
jk (t),

(3.29)

wherel = 0 is any integer;C > 0 is a constant;δ is the Diracδ-function; and for

1 5 j 5 n′, 1 5 k 5 mj , µjk > 0 are given by(3.19), whileP (i)jk (t), 0 5 i 5 l,
are n × n polynomial matrices int with degrees not more thani, in particular,
P
(0)
jk (t) = r

(j)
k l

(j)
k .
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Remark 3.7. It is not surprising that there aren δ-functions inG(x, t) since (3.2)
is hyperbolic under Assumption 3.1. Theseδ-functions describe how an initial
singularity will propagate. For a smooth solution, however, they are important only
whenB has full rank. In that casem′ = m = 0 and the heat kernels in (3.29)
disappear. Otherwise, ifB is degenerate, we always havem′ = 1. The heat kernels
in (3.29) then represent the leading term in the solution since theδ-functions decay
exponentially.

Remark 3.8.ReplaceB by 1
τ
B in (3.2), where the constantτ > 0 is considered

as the relaxation time. Denote the corresponding Green’s function asG(x, t; τ).
Then by (3.3) it is easy to see thatG(x, t; τ) = 1

τ
G(x/τ, t/τ ; 1). In Section 1 we

know that the limiting case asτ → 0 corresponds to the equilibrium flow. If we
let τ → 0, theδ-functions in (3.29) disappear sinceµjk/τ → +∞. The second
summation goes to zero as well, while the first one becomes a combination of
(nondecaying)δ-functions alongλ(r)j directions, 15 j 5 m′. In fact, theλ(r)j are
the characteristic speeds of the equilibrium system as we will see in a more general
case in the next section. Asτ → 0,G(x, t; τ) becomes the Green’s function of the
equilibrium system.

Our next step is to refine the part ofG that becomes zero in the leading term,
as mentioned at the beginning of this section. Letη be any row vector inRn such
that ηQ0 = 0, whereQ0 is the eigenprojection ofB corresponding to the zero
eigenvalue. From (3.11) it is easy to see that

ηP
(r)
j = ηQ0P

(r)
j = 0, j = 1, . . . , m′.

Thus forηG(x, t), the first summation in (3.29) becomes zero. We now want to
find out the next order term in detail. First we refine Lemma 3.1 as the following:
For smallz,

ηezλ̃j (−1/z)t P̃j (−1/z) =

e

z
(
−λ(r)j +zµ(r)j +O(z2)

)
t(
ηj z+O(z2)

)
, 1 5 j 5 m′,

O(1)e(−cj,−1+O(z))t , m′ < j 5 N,

whereηj = −ηPj,1 is a constant row vector,Pj,1 defined in (3.12), 15 j 5 m′.
With this we can then prove the following theorem similar to Theorem 3.6.

Theorem 3.9.Let η be any constant row vector inRn such thatηQ0 = 0, where
Q0 is the eigenprojection ofB corresponding to the zero eigenvalue. Then under
the same assumptions and same notation as in Theorem3.6, we have
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∂l

∂xl
(ηG)(x, t) = ∂l+1

∂xl+1



m′∑
j=1

1√
4πµ(r)j t

e

−
(
x−λ(r)

j
t
)2

4µ(r)
j

t
ηj




+O(1)(t + 1)−
1
2 t−

l
2−1

m′∑
j=1

e−
(
x−λ(r)

j
t
)2

Ct

+
n′∑
j=1

mj∑
k=1

e−µjkt
l∑
i=0

δ(l−i)(x − λj t)ηP
(i)
jk (t)

(3.30)

for l = 0, whereηj , 1 5 j 5 m′, are constant row vectors.

To finish this section, we applyTheorem 3.6 to gas dynamics in thermal nonequi-
librium. Write the first three equations in (3.1) in the form (3.2),

wt + Awx = Bw, (3.31a)

where
w = (p, u, χ)t ,

A =



0 c∗2
f 0

1 0 0

0 a∗ 0


, B =


0 0 −p∗

e1
τ∗

0 0 0

0 0 −1+Q∗
e1

τ∗


. (3.31b)

Let

A0 =

 1 + b∗ 0 −b∗c∗2

f /a
∗

0 c∗2
f 0

−b∗c∗2
f /a

∗ 0 b∗c∗4
f /a

∗


,

whereb is defined by (1.26). ClearlyA0 is symmetric and positive definite by (1.27)
and (1.9). It is easy to verify thatA0A is symmetric, andA0B is symmetric and
semi-negative definite. Therefore, Assumption 3.1 is satisfied.

From (3.31b), A has eigenvalues

λ1 = −c∗f , λ2 = 0, λ3 = c∗f ,

which are simple. The left eigenvectors are

l(1) = (1,−c∗f ,0), l(2) = (−a∗/c∗2
f ,0,1), l(3) = (1, c∗f ,0), (3.32a)

right eigenvectors are

r(1) = − 1

2c∗f


 −c∗f

1
−a∗/c∗f


, r(2) =


 0

0
1


, r(3) = 1

2c∗f


 c∗f

1
a∗/c∗f


 , (3.32b)

satisfyingl(j)r(k) = δjk, 1 5 j, k 5 3. Obviously, none ofr(j) is in the null space
of B. Assumption 3.2 is satisfied as well. For

µj = −l(j)Br(j), 1 5 j 5 3,
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we have

µ1 = µ3 = p∗
e1
a∗

2τ ∗c∗2
f

> 0, µ2 = p∗
e1
a∗

b∗τ ∗c∗2
f

> 0. (3.33)

To compute the leading term ofG, notice thatB has a zero eigenvalue of
multiplicity m = 2. Following Procedure 3.2, we have

L0 =
(

1 0 − p∗
e1

1+Q∗
e1

0 1 0

)
, R0 =


1 0

0 1
0 0


 .

Thus by (1.25),

L0AR0 =
(

0 c∗2

1 0

)
.

This gives

λ
(r)
1 = −c∗, λ

(r)
2 = c∗,

which are simple. Consequently,m′ = 2, andP (r)1 andP (r)2 are determined by
(3.11). That is, they are the eigenprojections ofR0L0AR0L0 when restricted to the
range ofR0L0:

P
(r)
1 =




1
2 − c∗

2 − p∗
e1

2(1+Q∗
e1
)

− 1
2c∗

1
2

p∗
e1

2c∗(1+Q∗
e1
)

0 0 0


 , P

(r)
2 =




1
2

c∗
2 − p∗

e1
2(1+Q∗

e1
)

1
2c∗

1
2 − p∗

e1
2c∗(1+Q∗

e1
)

0 0 0


 . (3.34)

The only nonzero eigenvalue ofB is

ν1 = −1 +Q∗
e1

τ ∗ ,

with corresponding eigenprojection

Q1 =
(

p∗
e1

1 +Q∗
e1

,0,1

)t
(0,0,1).

The dissipative parameters in the leading term ofG are

µ
(r)
j = tr

(
− 1

ν1
AQ1AP

(r)
j

)
= τ ∗a∗p∗

e1

2(1 +Q∗
e1
)2

≡ µ∗

2
, j = 1,2. (3.35)

Comparing this with (1.35b) we see thatµ∗ is exactly the value taken at the con-
stant state “∗” by the “viscosity coefficient” in the second-order Chapman-Enskog
expansion. Here we notice that the constant state is an equilibrium state.
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We are now ready to write down (3.29) for system (3.31): Under physical
assumptions (1.8), for−∞ < x < ∞, t = 0, the Green’s functionG of (3.31) has
the property

∂l

∂xl
G(x, t) = ∂l

∂xl

[
1√

2πµ∗t

(
e
− (x+c∗t)2

2µ∗t P (r)1 + e
− (x−c∗t)2

2µ∗t P (r)2

)]

+O(1)(t + 1)−
1
2 t−

l+1
2

(
e−

(x+c∗t)2
Ct + e−

(x−c∗t)2
Ct

)
(3.36)

+
l∑

i= 0

[
e−µ1t δ(l−i)(x + c∗f t)P

(i)
1 (t)+ e−µ2t δ(l−i)(x)P (i)2 (t)

+ e−µ3t δ(l−i)(x − c∗f t)P
(i)
3 (t)

]
.

Herel = 0 is any integer. At the constant state “∗” that is an equilibrium state, the
equilibrium sound speedc∗ and the frozen sound speedc∗f satisfy 0< c∗ < c∗f
by Proposition 1.2. The dissipative parametersµ∗ > 0 andµj > 0, 1 5 j 5 3,

are given in (3.35) and (3.33). The constant projectionsP
(r)
1 andP (r)2 are given by

(3.34).C > 0 is a constant.AndP (i)j (t), 1 5 j 5 3, 05 i 5 l, are 3×3 polynomial

matrices int with degrees not more thani. Especially,P (0)j (t) = r(j)l(j), where

r(j) andl(j) are given by (3.32).
Notice that in (3.34), the third rows ofP (r)1 andP (r)2 are zero. The only linearly

independentη in Theorem 3.9 isη = (0,0,1). Therefore, if we denote the third
row ofG asG3, (3.30) becomes

∂l

∂xl
G3(x, t) = ∂l+1

∂xl+1

[
1√

2πµ∗t

(
e
− (x+c∗t)2

2µ∗t η1 + e
− (x−c∗t)2

2µ∗t η2

)]

+O(1)(t + 1)−
1
2 t−

l
2−1

(
e−

(x+c∗t)2
Ct + e−

(x−c∗t)2
Ct

)
(3.37)

+
l∑
i=0

[
e−µ1t δ(l−i)(x + c∗f t)P

(i)
1,3(t)+ e−µ2t δ(l−i)(x)P (i)2,3(t)

+ e−µ3t δ(l−i)(x − c∗f t)P
(i)
3,3(t)

]

for l = 0, whereη1 andη2 are constant row vectors inR3, andP (i)j,3 is the third row

of P (i)j , 1 5 j 5 3, 05 i 5 l.

4. Subcharacteristic Conditions and the Dissipative Criterion

In our study of a fundamental solution of a general linear relaxation system
in the last section, we made two basic assumptions. Assumption 3.1 implies the
nonnegativity of the dissipative parameters in the Green’s function. Assumption
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3.2 further guarantees that they cannot be zero, hence must be positive. In other
words, Assumption 3.1 is related to stability, while Assumption 3.2 is related to
dissipativeness. This is why it is called the dissipative criterion. Our study was
based on spectral properties of the matrixĒ(z) = −zA + B = zE(−1

z
), where

E(z) = −A − zB, (3.5)–(3.7). SinceE(z) is exactly the matrix occurring in the
Fourier transform for the hyperbolic-parabolic system

wt + Awx = (−B)wxx,
we were able to make use of the spectral properties ofE(z) obtained in [LZ1].
In that paper, the dissipative criterion played a crucial role in several places, and
an equivalence theorem from [SK] was used. The theorem says that under As-
sumption 3.1, Assumption 3.2 has several equivalent forms. Assumption 3.2 is the
simplest one to verify. The others give a bound on the real part of eigenvalues of
zE(z), necessary for the decay analysis, or give rise to a good term in the energy es-
timate when establishing the global existence for (nonlinear) hyperbolic-parabolic
systems. Clearly, under Assumption 3.1, Assumption 3.2 is also equivalent to the
following: Any left eigenvector ofA is not in the left null space ofB. When this
criterion fails, we have a nonzero row vectorl such thatlA = λl and lB = 0.
System (3.2) then yields

(lw)t + λ(lw)x = 0,

which is a decoupled hyperbolic equation. Therefore, (3.2) is necessarily of com-
posite type in such a situation.

As mentioned in Section 1, subcharacteristic conditions are important for sta-
bility in a relaxation context. The purpose of this section is to clarify the relation
between subcharacteristic conditions and the dissipative criterion. We want to in-
vestigate whether or not a subcharacteristic condition implies dissipation. In this
section, our discussion is for a general system.

Following the set-up in [CLL], we consider the general nonlinear system (1.10),

wt + f (w)x = r(w), (4.1)

wherew, f , r ∈ R
n. Assume thatw is in an open convex setO ∈ R

n, f and
r are smooth, and the system is completely hyperbolic. That is,f ′ has only real
eigenvalues and is diagonalizable. The relaxation termr is assumed to be a vector
field that leavesO invariant under the flow

dw

dt
= r(w), (4.2)

such that it hasm < n independent conserved quantities. That is, there exists a
constant matrixL0 ∈ R

m×n with rankm, such that

L0r(w) = 0 (4.3)

for everyw ∈ O. The conserved quantities are thenw(r) ≡ L0w. Moreover,
assume that each orbit of (4.2) has an equilibrium that is uniquely determined by
the constantsw(r). Denote the equilibrium asE (w(r)),

r
(
E (w(r))

) = 0. (4.4)
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Then forw(r) ∈ L0
O ⊂ R

m,

L0E (w(r)) = w(r), (4.5)

L0E ′(w(r)) = Im×m, (4.6)

andr ′ has rankn−m. Multiplying (4.1) byL0 from the left, we obtainm conser-
vation laws

w(r)t + L0f (w)x = 0.

These can be closed as a reduced system forw(r) if we make the local equilibrium
approximation

w = E (w(r)).

That is, the reduced system (equilibrium system) is

w(r)t + f (r)(w(r))x = 0, (4.7a)

where

f (r)(w(r)) = L0f
(
E (w(r))

)
. (4.7b)

A subcharacteristic condition is a relation between the eigenvalues of (4.1) and of
(4.7). To give a sufficient condition for such a relation, we need to introduce an
entropy condition given in [CLL].

Definition 4.1.A twice-differentiable functionU : O → R is said to be anentropy
for system (4.1) provided

(i) ∇2U(w)f ′(w) is symmetric;
(ii) ∇U(w)r(w) 5 0;
(iii) the following statements are equivalent,

(a) r(w) = 0,
(b) ∇U(w)r(w) = 0,
(c) ∇U(w) is a linear combination of the row vectors ofL0.

Theorem 4.2 ([CLL] ). Assume the existence of a strictly convex entropyU for
system(4.1). Then the reduced system(4.7) is hyperbolic with a strictly convex
entropyU(E (w(r))). Repeated with multiplicities, let the eigenvalues off ′(w) be

λ1(w) 5 λ2(w) 5 · · · 5 λn(w), (4.8)

and the eigenvalues of
(
f (r)(w(r))

)′
be

λ
(r)
1 (w(r)) 5 λ

(r)
2 (w(r)) 5 · · · 5 λ(r)m (w

(r)). (4.9)

Then we have the following subcharacteristic condition

λj
(
E (w(r))

)
5 λ

(r)
j (w(r)) 5 λj+n−m

(
E (w(r))

)
, 1 5 j 5 m. (4.10)
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Next we relateλ(r)j in (4.9) to those defined in Procedure 3.2. From (4.3) we
have

L0r ′(w) = 0.

Sincer ′ has rankn−m, the multiplicity of the zero eigenvalue ofr ′ ism, and the
row vectors ofL0 arem linearly independent left eigenvectors associated with the
zero eigenvalue. From (4.4) we also have

r ′
(
E (w(r))

)
E ′(w(r)) = 0.

LetR0 ≡ E ′(w(r)). With (4.6), the column vectors ofR0 are thenm linearly inde-
pendent eigenvectors ofr ′

(
E (w(r))

)
associated with the zero eigenvalue, satisfying

L0R0 = Im×m. From (4.7b) we have(
f (r)(w(r))

)′ = L0f ′(E (w(r)))R0. (4.11)

This immediately implies the following proposition.

Proposition 4.3.LetA = f ′(E (w(r))) andB = r ′
(
E (w(r))

)
. Then theλ(r)j de-

fined in Procedure3.2are the characteristic values of the reduced system(4.7).

Therefore, if Assumptions 3.1 and 3.2 are satisfied, the heat kernels in the
Green’s function of the linearization are along the characteristic directions of the
reduced system, cf. (3.29).

The proof of Theorem 4.2 was by Legendre dual functions. It is also easily seen
from Definition 4.1(iii) and direct calculation that

∇w(r)U
(
E (w(r))

) = ∇U(E (w(r)))R0 = ηL0R0 = η

for someη = (η1, · · · , ηm). Therefore,

∇w(r)U
(
E (w(r))

)
L0 = ηL0 = ∇U(E (w(r))).

Differentiating both sides yields

∇2
w(r)

U
(
E (w(r))

)
L0 = (R0)t∇2U

(
E (w(r))

)
. (4.12)

That is,
∇2
w(r)

U
(
E (w(r))

) = (R0)t∇2U
(
E (w(r))

)
R0, (4.13)

which is positive definite if∇2U is positive definite. By (4.11) and (4.12), the
left-hand side of (4.13) symmetrizes the reduced system:

∇2
w(r)

U
(
E (w(r))

)(
f (r)(w(r))

)′ = (R0)t∇2U
(
E (w(r))

)
f ′(E (w(r)))R0.

To discuss the relation between subcharacteristic conditions and the dissipative
criterion, we now turn our attention to a general linear relaxation system (3.2),

wt + Awx = Bw, (4.14)

wherew ∈ R
n, andA, B ∈ R

n×n are constant matrices. For system (4.14), we
impose the following assumption:
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Assumption 4.1.(i) There exists a symmetric positive definite matrixA0, such
thatA0A is symmetric.

(ii) B has the zero eigenvalue with multiplicitym, 0 < m < n, and hasm left
eigenvectorsl0j andm right eigenvectorsr0

j , satisfying

l0j B = 0, Br0
j = 0, 1 5 j 5 m,

l0j r
0
k = δjk, 1 5 j, k 5 m.

(iii) Set

L0 =


l01
...

l0m


, R0 = (r0

1, . . . , r
0
m).

ThenA0 in (i) satisfies

(R0)tA0R
0L0 = (R0)tA0. (4.15)

From the above discussion, if (4.14) is taken as the linearization of (4.1) around
an equilibrium state, i.e.,A = f ′(E (w(r))) andB = r ′

(
E (w(r))

)
for a fixed

w(r), and (4.1) has a strictly convex entropyU , then by (4.12) Assumption 4.1 is
satisfied withA0 = ∇2U

(
E (w(r))

)
. Also, Assumption 4.1 is a weaker condition

than Assumption 3.1.

Proposition 4.4.Assumption 3.1 implies Assumption 4.1 ifB has the zero eigen-
value with multiplicitym, 0< m < n.

Proof. It is obvious that Assumption 3.1 implies (i) and (ii) in Assumption 4.1. As
for (iii), by the symmetry ofA0B we have

(R0)tA0B = (A0BR
0)t = 0.

Here the row vectors of(R0)tA0 are left eigenvectors ofB associated with the zero
eigenvalue, and there exists aK ∈ R

m×m such that(R0)tA0 = KL0. Equation
(4.15) is then straightforward.

The proposition can also be shown by takingf (w) = Aw, r(w) = Bw and
U(w) = wtA0w in (4.1), and verifying that all the requirements for (4.1) are
satisfied. ut

We now discuss the relation between subcharacteristic conditions and the dis-
sipative criterion under Assumption 4.1. First of all, Assumption 4.1 implies that
A0 symmetrizesA, while (R0)tA0R

0 symmetrizesL0AR0. Here bothA0 and
(R0)tA0R

0 are symmetric and positive definite. Denote the eigenvalues ofA as

λ1 5 λ2 5 · · · 5 λn, (4.16)

and the eigenvalues ofL0AR0 as

λ
(r)
1 5 λ

(r)
2 5 · · · 5 λ(r)m . (4.17)
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Theorem 4.5.(i) Assumption 4.1 implies a subcharacteristic condition

λj 5 λ
(r)
j 5 λj+n−m, 1 5 j 5 m. (4.18)

(ii) Under Assumption 4.1, a sufficient condition for the dissipative criterion, As-
sumption 3.2, to hold is thatAandL0AR0 do not have any common eigenvalue.

(iii) Under Assumption 4.1, a necessary condition for the dissipative criterion to
hold is

λj < λ
(r)
j < λj+n−m, 1 5 j 5 m. (4.19)

(iv) Under Assumption 4.1, ifm = n − 1 > 0, then the dissipative criterion is
equivalent to the subcharacteristic condition in the strict sense:

λj < λ
(r)
j < λj+1, 1 5 j 5 n− 1. (4.20)

Proof. (i) Let Wj ∈ R
n be any subspace with dimensionj andW

(r)
j ∈ R

m be any
subspace with dimensionj . Assumption 4.1 implies that

λj = min
Wj

max
w∈Wj

wtA0Aw

wtA0w
= max

Wn−j+1

min
w∈Wn−j+1

wtA0Aw

wtA0w
, 1 5 j 5 n,

and

λ
(r)
j = min

W
(r)
j

max
w(r)∈W

(r)
j

(
R0w(r)

)t
A0AR

0w(r)(
R0w(r)

)t
A0R0w(r)

= max
W
(r)
m−j+1

min
w(r)∈W

(r)
m−j+1

(
R0w(r)

)t
A0AR

0w(r)(
R0w(r)

)t
A0R0w(r)

, 1 5 j 5 m.

Inequality (4.18) follows immediately.
(ii) If the dissipative criterion were not true, there would be anη ∈ R

n satisfying

η |= 0, Aη = λη, η = R0η(r)

for someλ ∈ R and someη(r) ∈ R
m. These would imply

L0η = η(r),

L0AR0η(r) = L0Aη = λL0η = λη(r).

Therefore,A andL0AR0 would have a common eigenvalueλ.
(iii) Under Assumption 4.1, we are able to choose eigenvectorswj of A and

eigenvectorsw(r)j of L0AR0 such that

Awj = λjwj , wj
tA0wk = δjk, 1 5 j, k 5 n,

L0AR0w
(r)
j = λ

(r)
j w

(r)
j ,

(
R0w

(r)
j

)t
A0R

0w
(r)
k = δjk, 1 5 j, k 5 m.
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The eigenvalues can then be expressed by the Rayleigh quotient as

λj = min
w∈{wj ,··· ,wn}

wtA0Aw

wtA0w
= max
w∈{w1,··· ,wj }

wtA0Aw

wtA0w
, 1 5 j 5 n,

λ
(r)
j = min

w(r)∈{w(r)j ,··· ,w(r)m }

(
R0w(r)

)t
A0AR

0w(r)(
R0w(r)

)t
A0R0w(r)

= max
w(r)∈{w(r)1 ,··· ,w(r)j }

(
R0w(r)

)t
A0AR

0w(r)(
R0w(r)

)t
A0R0w(r)

, 1 5 j 5 m,

(4.21)

where{· · · } denotes the span of the vectors enclosed. Ifλj = λ
(r)
j for some 15

j 5 m, then takew ∈ {wj , · · · , wn} ∩ {R0w
(r)
1 , · · · , R0w

(r)
j } such thatw |= 0.

From (4.21) we would have

λj 5 wtA0Aw

wtA0w
5 λ

(r)
j = λj .

Consequently,

λj = wtA0Aw

wtA0w

andw would have to be an eigenvector ofA corresponding toλj . Sincew ∈
{R0w

(r)
1 , · · · , R0w

(r)
j },w is in the null space ofB. This contradicts the dissipative

criterion. Similarly, we can show thatλ(r)j |= λj+n−m.
(iv) Whenm = n− 1> 0, the derivation of (4.20) by (ii) and (iii) is trivial.ut
Further discussions of subcharacteristic conditions follow, based on Theo-

rem 4.5. Condition (4.18) is known as a stability condition in the following sense:At
least in the 2× 2 case, if the relaxation term is given the correct sign from physical
considerations, then (4.18) implies the nonnegativity of the dissipative parameter
in the Chapman-Enskog expansion, [Liu]. On the other hand, the condition itself
does not include any sign information for the relaxation term. This can be seen
by changingB to −B in Assumption 4.1, which implies (4.18). The sign infor-
mation for the relaxation term needs to be given explicitly elsewhere, such as the
semi-negativity ofA0B in Assumption 3.1, or (ii) in Definition 4.1 for the entropy
function.

We then want to know whether a certain form of subcharacteristic condition
can prevent “zero projection” of dissipation on equilibrium characteristic directions.
That is, we want to see if there is an equivalence of the dissipative criterion and
certain forms of subcharacteristic conditions. From (iv) of Theorem 4.5, this is
true ifm = n − 1. In this case the dissipative criterion is indeed equivalent to the
subcharacteristic condition in the strict sense. In the general case 0< m < n− 1,
however, there is a gap between the sufficient condition in (ii) and the necessary
condition in (iii) of Theorem 4.5. For instance, letn = 3 andm = 1. What happens
if

λ1 < λ
(r)
1 < λ3 andλ(r)1 = λ2, (4.22)

i.e., the necessary condition is satisfied while the sufficient one is not?
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Example.For a constantc > 0, let

A =

−c 0 0

0 c 0
0 0 0


,

and

(a) B =

−1 0 0

0 −1 0
0 0 0


; (b) B =


−1 1 0

1 −1 0
0 0 −1


.

It is easy to verify that for both choices ofB, Assumption 3.1 is satisfied. Clearly,
n = 3 andm = 1. Direct calculation yieldsλ1 = −c,λ2 = 0,λ3 = c, andλ(r)1 = 0.
Therefore, (4.22) is true for eitherB. However, the dissipative criterion fails for
case (a), while it is satisfied for case (b). Therefore, subcharacteristic conditions
are not appropriate for characterizing dissipation unlessm = n− 1.

5. Evolution of Elementary Waves

To obtain large time behavior of the nonequilibrium flow in the pointwise sense,
we need precise estimates on the evolution of the elementary waves of which
the solution is composed. This type of analysis was started in [Liu2], and greatly
generalized in [LZ1], [Liu3] and [LZ2]. The lemmas in this section are mostly cited
from those papers.

We define the following functions ofx ∈ R andt = 0:

θα(x, t; λ, ν) = (t + 1)−
α
2 e

− (x−λ(t+1))2

ν(t+1) ,

ψ(x, t; λ) = [(x − λ(t + 1))2 + t + 1]− 3
4 ,

ψ̃(x, t; λ) = [|x − λ(t + 1)|3 + (t + 1)2
]− 1

2 ,

ψ̄(x, t; λ) = [(x − λ(t + 1))2 + 1]− 3
4 ,

(5.1)

whereα, λ are constants, andν is a positive constant.

Lemma 5.1 ([Liu3] ). Let the constantsα, α′, β andν be such thatα = α′ = 0,
α − α′ < 3, β > 0, ν > 0, and letλ be any constant. Then for allx values in the
range−∞ < x < ∞, t = 0, we have

∫ t

0

∫ ∞

−∞
(t − t ′)−

α−α′
2 (t − t ′ + 1)−

α′
2 e

− (x−y−λ(t−t ′))2
ν(t−t ′) θβ(y, t

′; λ, ν) dy dt ′

=
{
O(1)θγ (x, t; λ, ν) log(t + 2), if α = 3 or β = 3,

O(1)θγ (x, t; λ, ν), otherwise,
(5.2)

whereγ = min(α,3)+ min(β,3)− 3.

Denote the characteristic function of a setD as char{D }.
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Lemma 5.2 ([Liu3] ). Let the constantsα, α′, β, ν, λ andλ′ be such thatα = 1,
α′ = 0, 0 5 α − α′ < 3, β = 1, ν > 0, andλ |= λ′. Then for any givenε > 0,
K = |λ− λ′|, and allx values in the range−∞ < x < ∞, t = 0, we have

∫ t

0

∫ ∞

−∞
(t − t ′)−

α−α′
2 (t − t ′ + 1)−

α′
2 e

− (x−y−λ(t−t ′))2
ν(t−t ′) θβ(y, t

′; λ′, ν) dy dt ′

= O(1)
[
θγ (x, t; λ, ν + ε)+ θγ ′(x, t; λ′, ν + ε)

+ |x − λ(t + 1)|− β−1
2 |x − λ′(t + 1)|− α−1

2

· char
{
min(λ, λ′)(t + 1)+K

√
t + 1 5 x 5 max(λ, λ′)(t + 1)−K

√
t + 1

}]
+
{
O(1)θα(x, t; λ, ν + ε) log(t + 1), if β = 3

0, otherwise

+
{
O(1)θβ(x, t; λ′, ν + ε) log(t + 1), if α = 3

0, otherwise,
(5.3)

whereγ = α + 1
2 min(β,3)− 3

2, andγ ′ = 1
2 min(α,3)+ β − 3

2.

Lemma 5.3 ([LZ2] ). Let the constantsα, α′, β and ν be such thatα = α′ = 0,
α − α′ < 3, β = 0, ν > 0, and letλ be any constant. Then for any givenε > 0,
and allx values in the range−∞ < x < ∞, t = 0, we have

∫ t

0

∫ ∞

−∞
(t − t ′)−

α−α′
2 (t − t ′ + 1)−

α′
2 e

− (x−y−λ(t−t ′))2
ν(t−t ′) (t ′ + 1)−

β
2ψ(y, t ′; λ) dy dt ′

= O(1)
[
θγ (x, t; λ, ν + ε)+ (t + 1)−

σ
2ψ(x, t; λ)]

+
{
O(1)θα(x, t; λ, ν + ε) log(t + 1), if β = 3

2

0, otherwise

+
{
O(1)(t + 1)− σ

2ψ(x, t; λ) log(t + 1), if α = 3 or β = 2

0, otherwise,
(5.4)

whereγ = α + min(β, 3
2)− 3

2, andσ = min(α,3)+ min(β,2)− 3.

Lemma 5.4 ([LZ2] ). Let the constantsα, α′, β, ν, λ andλ′ be such thatα = 1,
α′ = 0, 0 5 α − α′ < 3, β = 0, ν > 0, andλ |= λ′. Then for any givenε > 0,
K > 2|λ− λ′|, and allx values in the range−∞ < x < ∞, t = 0, we have
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∫ t

0

∫ ∞

−∞
(t−t ′)−α−α

′
2 (t−t ′+1)−

α′
2 e

−(x−y−λ(t−t ′))2
ν(t−t ′) (t ′+1)−

β
2ψ(y, t ′; λ′) dy dt ′

= O(1)θγ (x, t; λ, ν+ε)+O(1)(t+1)−
σ
2
[
(x−λ(t+1))2+(t+1)

5
3−1

3 min(β,2)]−3
4

+O(1)(t+1)−
σ ′
2 ψ(x, t; λ′)

1
3 min(α,3)[(x−λ(t+1))2+(t+1)2

]−3
4 (1−1

3 min(α,3))

·
{

1, if α |= 3

1+log(t+1), if α = 3

+O(1)|x−λ(t+1)|−1
2 min(β, 5

2 )−1
4 |x−λ′(t+1)|−1

2 (α−1)

· char
{
min(λ, λ′)(t+1)+K√

t+1 5 x 5 max(λ, λ′)(t+1)−K√
t+1

}

+O(1)



θα(x, t; λ, ν+ε) log(t+1), if β = 3

2

(t+1)−1
2 (α−1)ψ(x, t; λ) log(t+1), if β = 2

0, otherwise,
(5.5)

whereγ = α+ 1
2 min(β, 3

2)− 3
4, σ = α+ min(β,2)− 3, σ ′ = min(α,3)+β− 3.

Lemma 5.5 ([LZ2] ). Let the constantsν, ν′, λ andλ′ be such thatν > 0, ν′ > 0,
andλ |= λ′. Letk = 0,1. If a functionh(x, t) satisfies

∂
j
x h(x, t) =O(1)[θ2+j (x, t; λ′, ν′)+ (t + 1)−

3
4ψ(x, t; λ′)

+ (t + 1)−
3
4ψ(x, t; λ)], 0 5 j 5 k,

(5.6)

ht + λ′hx − ν

4
hxx =O(1)[θ4(x, t; λ′, ν′)+ (t + 1)−

3
2

· ψ(x, t; λ′)+ (t + 1)−
3
2ψ(x, t; λ)],

then for any givenK > 2|λ − λ′|, and allx values in the range−∞ < x < ∞,
t = 0,

∫ t

0

∫ ∞

−∞
(t − t ′)−

1
2 e

− (x−y−λ(t−t ′))2
ν(t−t ′) ∂k+1

y h(y, t ′) dy dt ′

= O(1)(t + 1)−
k
2
[
ψ(x, t; λ)+ (t + 1)−

1
4ψ(x, t; λ′)

+ |x − λ(t + 1)|−1|x − λ′(t + 1)|− 1
2 (5.7)

· char
{
min(λ, λ′)(t + 1)+K

√
t + 1 5 x 5 max(λ, λ′)(t + 1)−K

√
t + 1

}]
.

Lemma 5.6 ([LZ2] ). Let the constantsα, α′, β, ν, λ andλ′ be such thatα = 1,
α′ = 0, 0 5 α − α′ < 3, β = 0, ν > 0 andλ |= λ′. Then for any givenε > 0,
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K > 2|λ− λ′|, and allx values in the range−∞ < x < ∞, t = 0, we have

∫ t

0

∫ ∞

−∞
(t−t ′)−α−α

′
2 (t−t ′+1)−

α′
2 e

−(x−y−λ(t−t ′))2
ν(t−t ′) (t ′+1)−

β
2 ψ̄(y, t ′; λ′) dy dt ′

= O(1)
[
θγ (x, t; λ, ν+ε)+θγ ′(x, t; λ′, ν)

]
+O(1)(t+1)−

σ
2
[
(x−λ(t+1))2+(t+1)

5
3−1

3 min(β,2)]− 3
4

+O(1)(t+1)−
σ ′
2 ψ(x, t; λ′)

1
3 min(α,3)[(x −λ(t+1))2+(t+1)2

]−3
4 (1−1

3 min(α,3))

+O(1)[|x−λ(t+1)|−1
2 min(β,3)|x−λ′(t+1)|−α−1

2 (5.8)

+|x−λ(t+1)|−β−1
2 |x−λ′(t+1)|−α2 ]

· char
{
min(λ, λ′)(t+1)+K√

t+1 5 x 5 max(λ, λ′)(t+1)−K√
t+1

}
+
{
O(1)

[
θα(x, t; λ, ν+ε)+(t+1)−α−1

2 ψ(x, t; λ)] log(t+1), if β = 2

0, otherwise

+
{
O(1)(t+1)−

β
2ψ(x, t; λ′) log(t+1), if α = 3

0, otherwise,

whereγ = α+ 1
2 min(β,2)−1, γ ′ = 1

2 min(α,2)+β−1, σ = α+min(β,2)−3,
andσ ′ = min(α,3)+ β − 3.

Lemma 5.7 ([LZ1] ). Letν > 0, σ andλ be constants. Then for all−∞ < x < ∞,
t = 0, we have

∫ t

0
e−(t−t ′)/νψ(x − σ(t − t ′), t ′; λ) dt ′ = O(1)ψ(x, t; λ), (5.9)∫ t

0
e−(t−t ′)/νψ̃(x − σ(t − t ′), t ′; λ) dt ′ = O(1)ψ̃(x, t; λ). (5.10)

Lemma 5.8 ([LZ2] ). Letλ be a constant. Then for−∞ < x < ∞, we have∫ ∞

0
(t ′ + 1)−

5
4ψ(x, t ′; λ) dt ′ = O(1)(x2 + 1)−

3
4 . (5.11)

Lemma 5.9.Let ν > 0, λ andλ′ be constants. Then for−∞ < x < ∞, t/2 5
t ′ < t , we have

∫ ∞

−∞
(t − t ′)−

1
2 e

− (x−y−λ(t−t ′))2
ν(t−t ′) ψ̃(y, t ′; λ′) dy = O(1)eC(t−t ′)ψ̃(x, t; λ′), (5.12)

whereC > 0 is a constant.

Proof. Denote the left-hand side of (5.12) asI (x, t, t ′; ν, λ, λ′). Clearly,

I (x, t, t ′; ν, λ, λ′) = O(1)eC(t−t ′)I (x, t, t ′; 2ν, λ′, λ′).
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Thus we consider the caseλ = λ′. Divide the real axis into two parts,|x − y −
λ(t − t ′)| 5 1

2|x − λ(t + 1)| and its complement. Then

I (x, t, t ′; ν, λ, λ) =O(1)
∫ ∞

−∞
(t − t ′)−

1
2 e

− (x−y−λ(t−t ′))2
ν(t−t ′)

· [|x − λ(t + 1)|3 + (t + 1)2
]− 1

2 dy

+O(1)
∫ ∞

−∞
(t−t ′)− 1

2 e
− (x−y−λ(t−t ′))2

2ν(t−t ′) e
− (x−λ(t+1))2

8ν(t−t ′) (t ′ + 1)−1 dy

=O(1)ψ̃(x, t; λ)+O(1)θ2(x, t; λ,4ν)
=O(1)ψ̃(x, t; λ). ut

6. Large Time Behavior

In this section we go back to gas dynamics in thermal nonequilibrium. As the
last part of the paper, we prove Theorem 1.4, which is about the large time behavior
of a flow that is slightly away from an equilibrium state.

Since the solution of (1.5) or (1.36) is a small perturbation around the constant
state “*”, we rewrite the first three equations in (1.36) as

w̃t + Aw̃x = Bw̃ + g̃, (6.1)

where
w̃ = (p − p∗, u, χ)t , (6.2)

A andB are defined in (3.31b), and

g̃ = (g̃1, g̃2, g̃3)
t =

((
c∗2
f − c2

f

)
ux

+
(
p∗
e1

τ ∗ − pe1

τ

)
χ,0, (a∗ − a)ux +

(
1 +Q∗

e1

τ ∗ − 1 +Qe1

τ

)
χ

)t
.

(6.3)

The Green’s function for (6.1) has been found in Section 3 as (3.36) and (3.37).
Introduce a linear transform to diagonalize its leading term:

w = (w1, w2, w3)
t = L(r)w̃, w̃ = R(r)w, (6.4a)

where

L(r) =




1 −c∗ − p∗
e1

1+Q∗
e1

1 c∗ − p∗
e1

1+Q∗
e1

0 0 1


, R(r) = (

L(r)
)−1 =




1
2

1
2

p∗
e1

1+Q∗
e1− 1

2c∗
1

2c∗ 0
0 0 1


. (6.4b)

Also let
w4 = s − s∗, (6.4c)

and
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g = (g1, g2, g3)
t = L(r)g̃, g4 =

(
1

T2
− 1

T1

)
χ

τ
. (6.5)

We have

wt + L(r)AR(r)wx = L(r)BR(r)w + g, (6.6a)

where

L(r)AR(r) =




−c∗ 0 − c∗p∗
e1

1+Q∗
e1

0 c∗ c∗p∗
e1

1+Q∗
e1

− a∗
2c∗

a∗
2c∗ 0


, L(r)BR(r) =




0 0 0
0 0 0

0 0 −1+Q∗
e1

τ∗


 (6.6b)

by (1.25). Let the Green’s function of (6.6) beG. From (3.36) we have for−∞ <

x < ∞, t = 0,
G(x, t) = D(x, t)+H(x, t), (6.7a)

where forl = 0,

∂lxD(x, t) = ∂lx
[

1√
2πµ∗t

2∑
i=1

e
− (x−ci t)2

2µ∗t P (r)i

]
,

∂lxH(x, t) =O(1)(t + 1)−
1
2 t−

l+1
2

2∑
i=1

e−
(x−ci t)2
C∗t

+
l∑

j=0

3∑
k=1

e−µkt δ(l−j)(x − dkt)P
(j)
k (t),

c1,2 = ∓ c∗, d1,3 = ∓c∗f , d2 = 0,

P
(r)
1 =


1 0 0

0 0 0
0 0 0


, P

(r)
2 =


0 0 0

0 1 0
0 0 0


,

(6.7b)

the dissipative parametersµ∗ andµk, 1 5 k 5 3, are positive constants given in

(3.35) and (3.33),C∗ > 0 is a constant, andP (j)k (t), 0 5 j 5 l, 1 5 k 5 3, are
3× 3 polynomial matrices int with degrees not more thanj . UseGi to denote the
ith row ofG, etc. ThenG3 can be refined through (3.37),

G3(x, t) = H3(x, t) = H3a(x, t)+H3b(x, t), (6.8a)

∂lxH3a(x, t) = ∂l+1
x

(
1√

2πµ∗t

2∑
i=1

e
− (x−ci t)2

2µ∗t ηi

)
,

∂lxH3b(x, t) =O(1)(t + 1)−
1
2 t−

l
2−1

2∑
i=1

e−
(x−ci t)2
C∗t

+
l∑

j=0

3∑
k=1

e−µkt δ(l−j)(x − dkt)P
(j)
k,3 (t),

(6.8b)
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whereH3 is the third row ofH , η1 andη2 are constant row vectors inR3, andP (j)k,3

are the third row ofP (j)k .
By Duhamel’s principle and the last equation in (1.36), we have forl = 0,

∂lxwi(x, t) =
∫ ∞

−∞
Gi(x − y, t)∂lyw(y,0) dy

+
∫ t

0

∫ ∞

−∞
Gi(x − y, t − t ′)∂lyg(y, t ′) dy dt ′, 1 5 i 5 3,

∂lxw4(x, t) = ∂lxw4(x,0)+
∫ t

0
∂lxg4(x, t

′) dt ′.
(6.9)

Next we define the ansatz of the solution. Letθα,ψ , ψ̃ , ψ̄ be defined as in (5.1).
Let ν be any fixed number such that

ν > max{2µ∗, C∗},

whereC∗ is the one in (6.7b) and (6.8b). Set

φi(x, t) = θ1(x, t; ci, ν)+ ψ(x, t; ci)+ ψ̃(x, t; cj ), i, j = 1,2 andj |= i;
φ4(x) = ψ̄(x, t; 0) = (x2 + 1)−

3
4 .

(6.10)
Let

M(t) = sup
05t ′5t

max
i=1,2

{
‖(wiφ−1

i )(·, t ′)‖L∞ + ‖(wixφ−1
i )(·, t ′)‖L∞(t ′ + 1)

1
2

+
4∑
l=2

‖∂lxwi(·, t ′)‖L∞(t ′ + 1)
5−l
2

}

+ sup
05t ′5t

{∥∥(w3(φ1 + φ2)
−1)(·, t ′)∥∥

L∞(t
′ + 1)

1
2 (6.11)

+
∥∥∥∥w3x(·, t ′)

( 2∑
i=1

ψ̃(·, t ′; ci)
)−1∥∥∥∥

L∞
(t ′ + 1)

1
2

+
4∑
l=2

∥∥∂lxw3(·, t ′)
∥∥
L∞(t

′ + 1)
5−l
2 + ∥∥(w4φ

−1
4 )(·, t ′)∥∥

L∞

+ ∥∥(w4xφ
−1
4 )(·, t ′)∥∥

L∞ + ∥∥(w4xxφ
− 1

3
4 )(·, t ′)∥∥

L∞

}
.

Clearly, for−∞ < x < ∞, t = 0, we have

|wi(x, t)| 5 M(t)φi(x, t), |wix(x, t)| 5 M(t)(t + 1)−
1
2φi(x, t),

|∂lxwi(x, t)| 5 M(t)(t + 1)−
5−l
2 , 2 5 l 5 4, i = 1,2,

(6.12a)
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and

|w3(x, t)| 5 M(t)(t + 1)−
1
2

2∑
i=1

φi(x, t),

|w3x(x, t)| 5 M(t)(t + 1)−
1
2

2∑
i=1

ψ̃(x, t; ci),
∣∣∂lxw3(x, t)

∣∣ 5 M(t)(t + 1)−
5−l
2 , 2 5 l 5 4,

|w4(x, t)|, |w4x(x, t)| 5 M(t)φ4(x), |w4xx(x, t)| 5 M(t)φ
1
3
4 (x).

(6.12b)

Before using (6.9) to perform a pointwise a priori estimate, we need to obtain
decay rates for higher derivatives ofu andχ in the neighborhood of the particle
path by using a weighted energy method. These rates are necessary for closing the
pointwise analysis. Forl = 1, set

El(t; ε) =
∫ εt

−εt
(ε2x2 + 1)−

3
2
[(
∂lxu

)2 + (
∂lxp

)2 + (
∂lxχ

)2]
(x, t) dx

+
∫ t

t/2

∫ εt

−εt
e−ε(t−t ′)(ε2x2 + 1)−

3
2




l∑
j=1

[(
∂
j
x u
)2 + (

∂
j
x p
)2]+

l∑
j=0

(
∂
j
x χ
)2 (x, t ′) dx dt ′. (6.13)

Lemma 6.1.Under the assumptions of Theorem1.4, we have, fort = 0, 2 5 l 5 5,
andε > 0 small, the following recursive relation:

El(t; ε) =O(1)(M2(t)+ ε2
0

)
· ε−1[ε−1(t + 1)−4 + (t + 1)− max{ 9

2−l,0}(ε4t2 + 1)−
3
2 + e−εt/2

]
+O(1)El−1(t; ε),

(6.14)
whereε0 is the one in(1.42).

Proof. In a method similar to that used for the energy estimate in Section 2, we
multiply the first three equations in (2.4) by∂lxp, c2

f ∂
l
xu andb(∂lxp − (c2

f /a)∂
l
xχ)

respectively, whereb > 0 is defined by (1.26). Sum the resulting equations, and use
(1.5) to convert the derivatives with respect tot into those with respect tox. These
give us (2.5) without the two terms involvings. Multiply the result by the weight

e−ε(t−t ′)(ε2x2 + 1)− 3
2 , then integrate it over[−εt, εt] × [t/2, t]. After integration
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by parts and applying (6.2), (6.4), (6.12) and (1.41), we arrive at∫ εt

−εt
(ε2x2 + 1)−

3
2
[(
∂lxu

)2 + (
∂lxp

)2 + (
∂lxχ

)2]
(x, t) dx

+
∫ t

t/2

∫ εt

−εt
e−ε(t−t ′)(ε2x2 + 1)−

3
2
(
∂lxχ

)2
(x, t ′) dx dt ′

= O(1)ε−1e−εt/2ε2
0 +O(1)(ε + ε0)

·
∫ t

t/2

∫ εt

−εt
e−ε(t−t ′)(ε2x2 + 1)−

3
2
[(
∂lxu

)2 + (
∂lxp

)2]
(x, t ′) dx dt ′

+O(1)ε−1(ε4t2 + 1
)− 3

2
(
M2(t)+ ε2

0

)
(t + 1)− max{ 9

2−l,0}

+O(1)ε0

∫ t

t/2

∫ εt

−εt
e−ε(t−t ′)(ε2x2+1)−

3
2

[ l−1∑
j=1

(
∂
j
x u
)2+

l−1∑
j=0

(
∂
j
x χ
)2]
(x, t ′) dx dt ′

+O(1)ε−2ε0M
2(t)(t + 1)−4.

(6.15)
Similarly, multiplying (2.8) and (2.10) by the weight and integrating, we have∫ t

t/2

∫ εt

−εt
e−ε(t−t ′)(ε2x2 + 1)−

3
2
(
∂lxu

)2
(x, t ′) dx dt ′

= O(1)
∫ εt

−εt
(ε2x2 + 1)−

3
2
[(
∂lxu

)2 + (
∂l−1
x χ

)2]
(x, t) dx +O(1)ε−1ε2

0e
−εt/2

+O(1)ε−2M(t)ε2
0(t + 1)−4

+O(1)ε−1(ε2
0 +M2(t)

)
(t + 1)− max{ 9

2−l,0}(ε4t2 + 1)−
3
2

+O(1)
∫ t

t/2

∫ εt

−εt
e−ε(t−t ′)(ε2x2+1)−

3
2

[ l−1∑
j=0

(
∂
j
x χ
)2+

l−1∑
j=1

(
∂
j
x u
)2]
(x, t ′) dx dt ′

+O(1)(ε + ε0)

∫ t

t/2

∫ εt

−εt
e−ε(t−t ′)(ε2x2 + 1)−

3
2
(
∂lxp

)2
(x, t ′) dx dt ′

+O(1)
∫ t

t/2

∫ εt

−εt
e−ε(t−t ′)(ε2x2 + 1)−

3
2
∣∣∂lxp∂lxχ ∣∣(x, t ′) dx dt ′ (6.16)

and∫ t

t/2

∫ εt

−εt
e−ε(t−t ′)(ε2x2 + 1)−

3
2
(
∂lxp

)2
(x, t ′) dx dt ′

=O(1)
∫ εt

−εt
(ε2x2 + 1)−

3
2
[(
∂lxp

)2 + (
∂l−1
x u

)2]
(x, t) dx +O(1)ε−1ε2

0e
−εt/2

+O(1)ε−1(ε2
0 +M2(t)

)
(t + 1)−

11
2 +l (ε4t2 + 1)−

3
2

+O(1)
∫ t

t/2

∫ εt

−εt
e−ε(t−t ′)(ε2x2 + 1)−

3
2

[ l−1∑
j=1

(
∂
j
x u
)2+

l−1∑
j=0

(
∂
j
x χ
)2]
(x, t ′) dx dt ′
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+O(1)
∫ t

t/2

∫ εt

−εt
e−ε(t−t ′)(ε2x2 + 1)−

3
2
(
∂lxu

)2
(x, t ′) dx dt ′. (6.17)

Substitute (6.16) into (6.17) and simplify. We then have∫ t

t/2

∫ εt

−εt
e−ε(t−t ′)(ε2x2 + 1)−

3
2
(
∂lxp

)2
(x, t ′) dx dt ′

= O(1)
∫ εt

−εt
(ε2x2 + 1)−

3
2
[(
∂lxu

)2 + (
∂lxp

)2]
(x, t) dx +O(1)ε−1ε2

0e
−εt/2

+O(1)ε−2M(t)ε2
0(t + 1)−4 (6.18)

+O(1)ε−1(ε2
0 +M2(t)

)
(t + 1)− max{ 9

2−l,0}(ε4t2 + 1)−
3
2

+O(1)El−1(t; ε)+O(1)
∫ t

t/2

∫ εt

−εt
e−ε(t−t ′)(ε2x2 + 1)−

3
2
(
∂lxχ

)2
(x, t ′) dx dt ′.

Substitute (6.18) into (6.16). The left-hand side of (6.16) is then equal to the right-
hand side of (6.18). The result and (6.18) further simplify the right-hand side of
(6.15), which is then replaced by the right-hand side of (6.14). Therefore,

∫ εt

−εt
(ε2x2 + 1)−

3
2
[(
∂lxu

)2 + (
∂lxp

)2 + (
∂lxχ

)2]
(x, t) dx

+
∫ t

t/2

∫ εt

−εt
e−ε(t−t ′)(ε2x2 + 1)−

3
2 [(∂lxu)2 + (

∂lxp
)2 + (

∂lxχ
)2]
(x, t ′) dx dt ′

is equal to the right-hand side of (6.14). This immediately gives (6.14).ut
Lemma 6.2.Under the assumptions of Theorem1.4, for t = 0 we have∥∥(w4∂

l
xwi

)
(·, t)∥∥

L∞ = O(1)M(t)
(
M(t)+ ε0

)
(t + 1)−σ , (6.19a)

where1 5 i 5 3, and

σ =




2, if l = 2,
15
8 , if l = 3,
13
8 , if l = 4,
3
4, if l = 5.

(6.19b)

Proof. Take a smallε > 0. For|x| = εt , use (6.12) to bound
(
w4∂

l
xwi

)
(x, t). For

|x| 5 εt ,∣∣(w4∂
l
xwi

)
(x, t)

∣∣ =O(1){∣∣(w4∂
l
xwi

)
(−εt, t)∣∣

+M(t)E
1
4
l (t, ε)

(
E

1
2
l (t, ε)+ E

1
2
l+1(t, ε)

) 1
2
}
.

Then use (6.14) and (6.12) to bound the right-hand side.ut
We now perform a pointwise a priori estimate through (6.9) and (6.12).
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Lemma 6.3.Under the assumptions of Theorem1.4, we have for−∞ < x < ∞,
t = 0,

∫ ∞

−∞
Gi(x − y, t)∂lyw(y,0) dy =

{
O(1)ε0(t + 1)− l

2φi(x, t), l = 0,1,

O(1)ε0(t + 1)− 5−l
2 , 2 5 l 5 4,

(6.20)
wherei = 1,2.

Proof. Denote the left-hand side of (6.20) asI . From (6.7),

I =
∫ ∞

−∞
1√

2πµ∗t
e
− (x−y−ci t)2

2µ∗t ∂ lywi(y,0) dy +
∫ ∞

−∞
Hi(x − y, t)∂lyw(y,0) dy,

whereHi is theith row ofH given in (6.7b). Using (6.7b) and (1.42), we can prove
(6.20) in a similar way as Lemmas 3.3–3.6 in [LZ2].ut

Similarly, using (6.8) we can prove the following lemma.

Lemma 6.4.Under the assumptions of Theorem1.4, we have for−∞ < x < ∞,
t = 0, ∫ ∞

−∞
G3(x − y, t)∂lyw(y,0) dy

=



O(1)ε0(t + 1)− 1

2
∑2
i=1 φi(x, t), l = 0,

O(1)ε0(t + 1)− 1
2
∑2
i=1 ψ̃(x, t; ci), l = 1,

O(1)ε0(t + 1)− 5−l
2 , 2 5 l 5 4.

(6.21)

The next lemma is straightforward by (6.4c), (1.42) and (6.10).

Lemma 6.5.Under the assumptions of Theorem1.4, we have for−∞ < x < ∞,

∂lxw4(x,0) =
{
O(1)ε0φ4(x), l = 0,1,

O(1)ε0φ
1
3
4 (x), l = 2.

(6.22)

For the contribution from nonlinear sources we have the following lemmas.

Lemma 6.6.Under the assumptions of Theorem1.4, we have for−∞ < x < ∞,
t = 0,

∫ t

0

∫ ∞

−∞
Gi(x−y, t− t ′)∂lyg(y, t ′) dy dt ′ = O(1)

(
M2(t)+ε2

0

)
(t+1)−

l
2φi(x, t),

(6.23)
wherei = 1, 2, l = 0, 1.

Proof. From (6.5) and (6.3) we have

g = (
ζ1(v, e1)− ζ ∗

1

)
ux + (

ζ2(v, e1)− ζ ∗
2

)
χ, (6.24a)
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whereζi ∈ R
3 andζ ∗

i = ζi(v
∗, e∗1), i = 1, 2. Substituting the third equation in

(1.36) into (6.24a), we also have

g = ḡ −
[

τ

1 +Qe1

(ζ2 − ζ ∗
2 )χ

]
t

, (6.24b)

where

ḡ ≡
[
ζ1 − ζ ∗

1 − τa

1 +Qe1

(ζ2 − ζ ∗
2 )

]
ux +

[
τ

1 +Qe1

(ζ2 − ζ ∗
2 )

]
t

χ. (6.25)

By Taylor expansion, (6.2), (6.4), (6.12), (6.10), (5.1) and (1.36),

ḡ(x, t) = ζ̄
(
w2

1

)
x

− ζ̄
(
w2

2

)
x

+O(1)M2(t)(t + 1)−
5
4

2∑
j=1

ψ(x, t; cj )

+O(1)M2(t)(t + 1)−2ψ̄(x, t; 0), (6.26a)

whereζ̄ ∈ R
3 is a constant vector. Similarly, together with (6.19), we have

[
ḡ − ζ̄

(
w2

1

)
x

+ ζ̄
(
w2

2

)
x

]
x
(x, t) = O(1)M2(t)(t + 1)−

5
4

2∑
j=1

ψ(x, t; cj )

+O(1)
(
M2(t)+ ε2

0

)
min

{
(t + 1)−2, (t + 1)−

3
2 ψ̄(x, t; 0)

}
. (6.26b)

Also, for the second term in (6.24b) we have

∂lx

[
τ

1 +Qe1

(ζ2 − ζ ∗
2 )χ

]
=



O(1)M2(t)

[
(t + 1)− 3

4
∑2
j=1ψ(x, t; cj )+ (t + 1)−2ψ̄(x, t; 0)

]
, l = 0,

O(1)M2(t)
[
(t + 1)− 5

4
∑2
j=1ψ(x, t; cj )+ (t + 1)−2ψ̄(x, t; 0)

]
, l = 1,

O(1)
(
M2(t)+ ε2

0

)
(t + 1)− 1

2
∑2
j=1 ψ̃(x, t; cj ), l = 2.

(6.27)
Denote the left-hand side of (6.23) asI . Then by (6.24b),

I =
∫ t

0

∫ ∞

−∞
Gi(x − y, t − t ′)∂ly ḡ(y, t ′) dy dt ′

+
∫ t

0

∫ ∞

−∞
Gi(x − y, t − t ′)∂ly

[
− τ

1 +Qe1

(ζ2 − ζ ∗
2 )χ

]
t ′
(y, t ′) dy dt ′

≡ I1 + I2.

(6.28)
By (6.7), (6.12), (6.10), (6.26),

I1 =
∫ t/2

0

∫ ∞

−∞
∂l+1
x

[
Gi(x − y, t − t ′)

]
ζ̄
(
w2

1 − w2
2

)
(y, t ′) dy dt ′

+
∫ t

t/2

∫ ∞

−∞
Gi(x − y, t − t ′)ζ̄ ∂l+1

y

(
w2

1 − w2
2

)
(y, t ′) dy dt ′
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+
∫ t

0

∫ ∞

−∞
∂lx
[
Gi(x − y, t − t ′)

][
ḡ − ζ̄

(
w2

1

)
x

+ ζ̄
(
w2

2

)
x

]
(y, t ′) dy dt ′

=
∫ t/2

0

∫ ∞

−∞
∂l+1
x

[
1√

2πµ∗(t − t ′)
e
− (x−y−ci (t−t ′))2

2µ∗(t−t ′)
]
ζ̄i
(
w2

1 − w2
2

)
(y, t ′) dy dt ′

+
∫ t

t/2

∫ ∞

−∞
1√

2πµ∗(t − t ′)
e
− (x−y−ci (t−t ′))2

2µ∗(t−t ′) ζ̄i ∂
l+1
y

(
w2

1 − w2
2

)
(y, t ′) dy dt ′

+O(1)M2(t)(t+1)−
l+1
2

∫ t

0

∫ ∞

−∞
(t−t ′)− 1

2 (t−t ′+1)−
1
2

( 2∑
j=1

e
− (x−y−cj (t−t ′))2

C∗(t−t ′)
)

·
( 2∑
j=1

θ2(y, t
′; cj , ν)+ (t ′ + 1)−

1
2

2∑
j=1

ψ(y, t ′; cj )
)
dy dt ′

+O(1)M2(t)

∫ t/2

0
e−(t−t ′)/C

3∑
k=1

[
(t ′ + 1)−

1
4

2∑
j=1

ψ(x − dk(t − t ′), t ′; cj )
]
dt ′

+O(1)M2(t)

∫ t

0
e−(t−t ′)/C

3∑
k=1

[
(t ′ + 1)−

3
4− l

2

2∑
j=1

ψ(x − dk(t − t ′), t ′; cj )
]
dt ′

+O(1)M2(t)

∫ t

0

∫ ∞

−∞
∂lx

[
1√

2πµ∗(t − t ′)
e
− (x−y−ci (t−t ′))2

2µ∗(t−t ′)
]

·
[
(t ′ + 1)−

5
4

2∑
j=1

ψ(y, t ′; cj )+ (t ′ + 1)−2ψ̄(y, t ′; 0)

]
dy dt ′ (6.29)

+O(1)M2(t)

∫ t

0

∫ ∞

−∞
(t − t ′)−

l+1
2 (t − t ′ + 1)−

1
2

( 2∑
j=1

e
− (x−y−cj (t−t ′))2

C∗(t−t ′)
)

·
[
(t ′ + 1)−

5
4

2∑
j=1

ψ(y, t ′; cj )+ (t ′ + 1)−2ψ̄(y, t ′; 0)

]
dy dt ′

+O(1)
(
M2(t)+ ε2

0

) ∫ t

0
e−(t−t ′)/C

3∑
k=1

(t ′ + 1)−
1
2 ψ̃(x − dk(t − t ′), t ′; ci) dt ′,

whereζ̄i is theith component of̄ζ . The first two terms on the right-hand side of
(6.29), say, fori = 1, are

O(1)M2(t)(t + 1)−
l
2

∫ t

0

∫ ∞

−∞
(t − t ′)−1e

− (x−y−c1(t−t ′))2
2(µ∗+ε)(t−t ′)

[
θ2
(
y, t ′; c1, ν/2

)
+ (t ′ + 1)−

3
4ψ(y, t ′; c1)+ (t ′ + 1)−1ψ(y, t ′; c2)

]
dy dt ′

− ζ̄i√
2πµ∗

∫ t

0

∫ ∞

−∞
(t − t ′)−

1
2 e

− (x−y−c1(t−t ′))2
2µ∗(t−t ′) ∂l+1

y w2
2(y, t

′) dy dt ′
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for a smallε > 0. Apply Lemmas 5.1, 5.3, 5.4 to the first integral and Lemma
5.5 to the second one, where when checking condition (5.6) forh = w2

2 we use
(6.4), (6.1), (3.31b), (1.25), (6.7b), (6.2), (6.3), (6.12), (5.1) and (6.10). The above
integrals are bounded by the right-hand side of (6.23). The other terms on the right-
hand side of (6.29) can be settled by Lemmas 5.1–5.4, 5.7 and 5.6. They are also
bounded by the right-hand side of (6.23).

To estimateI2 in (6.28), we integrate by parts with respect tot ′ and apply (3.3),
(6.27), (1.42), (6.20), (6.6), (6.7) to yield

I2 =O(1)M2(t)(t + 1)−
1
2φi(x, t)+O(1)ε2

0(t + 1)−
l
2φi(x, t)

+
∫ t

0

∫ ∞

−∞

[
ci√

2πµ∗(t − t ′)
e
− (x−y−ci (t−t ′))2

2µ∗(t−t ′)
]
x

· ∂ly
[

τ

1 +Qe1

(ζ2 − ζ ∗
2 )iχ

]
(y, t ′) dy dt ′

+O(1)
∫ t

0

∫ ∞

−∞
(t − t ′)−1(t − t ′ + 1)−

1
2

2∑
j=1

e
− (x−y−cj (t−t ′))2

C∗(t−t ′)

· ∂ly
[

τ

1+Qe1

(ζ2− ζ ∗
2 )χ

]
(y, t ′) dy dt ′

+O(1)
∫ t

0
e−(t−t ′)/C

3∑
k=1

l+1∑
j=l

∂
j
x

[
τ

1+Qe1

(ζ2−ζ ∗
2 )χ

]
(x−dk(t−t ′), t ′) dt ′,

where(ζ2 − ζ ∗
2 )i is theith component of(ζ2 − ζ ∗

2 ). By integration by parts and the
use of (6.27) withl = 1, the first integral above can be shown to be the same as
the sixth integral on the right-hand side of (6.29). The other two integrals are the
same as the seventh, the fifth and the last integrals on the right-hand side of (6.29),
or can be handled similarly. Therefore,I2 is also bounded by the right-hand side of
(6.23). ut

Lemma 6.7.Under the assumptions of Theorem1.4, we have for−∞ < x < ∞,
t = 0,

∫ t

0

∫ ∞

−∞
G3(x − y, t − t ′)∂lyg(y, t ′) dy dt ′

= O(1)
(
M2(t)+ ε2

0

)
(t + 1)−

1
2

{∑2
j=1 φj (x, t), l = 0,∑2
j=1 ψ̃(x, t; cj ), l = 1.

(6.30)

Proof. Denote the left-hand side of (6.30) asI . By (6.8), (6.24b) and integration
by parts we have
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I =
∫ t−1

0

∫ ∞

−∞

[
1√

2πµ∗(t − t ′)

2∑
i=1

e
− (x−y−ci (t−t ′))2

2µ∗(t−t ′) ηi

]
x

∂ly ḡ(y, t
′) dy dt ′

−
∫ t−1

0

∫ ∞

−∞

[
1√

2πµ∗(t − t ′)

2∑
i=1

e
− (x−y−ci (t−t ′))2

2µ∗(t−t ′) ηi

]
x

· ∂ly
[

τ

1 +Qe1

(ζ2 − ζ ∗
2 )χ

]
t ′
(y, t ′) dy dt ′

+
∫ t−1

0

∫ ∞

−∞
O(1)(t − t ′)−1− l

2 (t − t ′ + 1)−
1
2

2∑
i=1

e
− (x−y−ci (t−t ′))2

C∗(t−t ′) g(y, t ′) dy dt ′

+
∫ t−1

0
e−(t−t ′)/C

l∑
j=0

3∑
k=1

∂
l−j
x g(x − dk(t − t ′), t ′) dt ′ (6.31)

+
∫ t

t−1

∫ ∞

−∞

[
1√

2πµ∗(t − t ′)

2∑
i=1

e
− (x−y−ci (t−t ′))2

2µ∗(t−t ′) ηi

]
x

∂lyg(y, t
′) dy dt ′

+
∫ t

t−1

∫ ∞

−∞
O(1)(t − t ′)−1(t − t ′ + 1)−

1
2

2∑
i=1

e
− (x−y−ci (t−t ′))2

C∗(t−t ′) ∂lyg(y, t
′) dy dt ′

+
∫ t

t−1
e−(t−t ′)/C

3∑
k=1

∂lxg(x − dk(t − t ′), t ′) dt ′

≡
7∑
i=1

Ii,

whereηi , i = 1, 2, are constant row vectors inR3. We substitute (6.26a) into
the expression forI1. The case wherel = 0 has been handled in Lemma 6.6
and the first two terms and the sixth term on the right-hand side of (6.29) are

O(1)M2(t)(t + 1)− 1
2
∑2
i=1 φi(x, t). If l = 1, by integration by parts we have

I1 =
2∑
i=1

O(1)M2(t)

∫ t/2

0

∫ ∞

−∞
(t − t ′)−2e

− (x−y−ci (t−t ′))2
ν(t−t ′)

2∑
j=1

[
θ2
(
y, t ′; cj , ν/2

)

+ (t ′ + 1)−
3
4ψ(y, t ′; cj )

]
dy dt ′ +

2∑
i=1

O(1)M2(t)

·
∫ t−1

t/2

∫ ∞

−∞
(t − t ′)−1e

− (x−y−ci (t−t ′))2
ν(t−t ′) (t ′ + 1)−

5
4

2∑
j=1

ψ(y, t ′; cj ) dy dt ′

+
2∑
i=1

O(1)M2(t)

∫ t−1

0

∫ ∞

−∞
(t − t ′)−

3
2 e

− (x−y−ci (t−t ′))2
ν(t−t ′)
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·
[
(t ′ + 1)−

5
4

2∑
j=1

ψ(y, t ′; cj )+ (t ′ + 1)−2ψ̄(y, t ′; 0)

]
dy dt ′. (6.32)

Applying Lemmas 5.1–5.4 and 5.6 gives

I1 = O(1)M2(t)(t + 1)−
1
2

2∑
i=1

ψ̃(x, t; ci).

These settleI1. ForIi , 3 5 i 5 7, we use (6.24a) instead of (6.24b) for g. Using a
method similar to that used to get (6.27), we can find

∂lxg(x, t) = O(1)
(
M2(t)+ ε2

0

)
(6.33)

·
{
(t + 1)− 3

4
∑2
j=1ψ(x, t; cj )+ (t + 1)−2ψ̄(x, t; 0), l = 0,

(t + 1)− 5
4
∑2
j=1ψ(x, t; cj )+ min

{
(t + 1)−2, (t + 1)− 3

2 ψ̄(x, t; 0)
}
, l = 1,

when we use (6.19). Substitute (6.33) intoIi , 3 5 i 5 7, in (6.31), and apply
Lemmas 5.3, 5.4, 5.6, 5.7. These yield the right-hand side of (6.30). We now have
only one more term,I2, to estimate. By integration by parts and (6.27),

I2 = −
∫ ∞

−∞
1√

2πµ∗

( 2∑
i=1

e
− (x−y−ci )2

2µ∗ ηi

)
∂l+1
y

[
τ

1+Qe1

(ζ2 − ζ ∗
2 )χ

]
(y, t−1) dy

+
∫ ∞

−∞
1√

2πµ∗t

( 2∑
i=1

e
− (x−y−ci t)2

2µ∗t ηi

)
∂l+1
y

[
τ

1 +Qe1

(ζ2 − ζ ∗
2 )χ

]
(y,0) dy

+
∫ t−1

0

∫ ∞

−∞
O(1)(t − t ′)−

3
2

( 2∑
i=1

e
− (x−y−ci (t−t ′))2

ν(t−t ′)
)

·
∣∣∣∣∂ly
[

τ

1 +Qe1

(ζ2 − ζ ∗
2 )χ

]∣∣∣∣(y, t ′) dy dt ′
= O(1)

(
M2(t)+ ε2

0

)
(t + 1)−

1
2

2∑
i=1

∫ ∞

−∞
e
− (x−y−ci )2

2µ∗
2∑

j=1

ψ̃(y, t − 1; cj ) dy

+O(1)ε2
0(t + 1)−

l
2−1

2∑
i=1

∫ ∞

−∞
e−

(x−y−ci t)2
νt

(
y2 + 1

)− 3
4 dy

+O(1)M2(t)

∫ t−1

0

∫ ∞

−∞
(t − t ′)−

3
2

( 2∑
i=1

e
− (x−y−ci (t−t ′))2

ν(t−t ′)
)

·
[
(t ′ + 1)−

3
4− l

2

2∑
j=1

ψ(y, t ′; cj )+ (t ′ + 1)−2ψ̄(y, t ′; 0)

]
dy dt ′.

Apply Lemma 5.9 witht ′ = t − 1 to the first term on the right-hand side. This

yieldsO(1)
(
M2(t) + ε2

0

)
(t + 1)− 1

2
∑2
i=1 ψ̃(x, t; ci). The second term has been
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estimated in Lemma 6.3. The last term is the same asI3 in (6.31) if l = 0, and the
same as the last term in (6.32) ifl = 1. Together, these give the right-hand side of
(6.30). ut
Lemma 6.8.Under the assumptions of Theorem1.4, we have for−∞ < x < ∞,
t = 0,∫ t

0

∫ ∞

−∞
Gi(x − y, t − t ′)∂lyg(y, t ′) dy dt ′ = O(1)

(
M2(t)+ ε2

0

)
(t + 1)−

5−l
2 ,

(6.34)
where1 5 i 5 3, 2 5 l 5 4.

Proof. Denote the left-hand side of (6.34) asI (i). For i = 1, 2, by (6.7) and
integration by parts,

I (i) =
∫ t−1

0

∫ ∞

−∞
∂lx

[
1√

2πµ∗(t − t ′)
e
− (x−y−ci (t−t ′))2

2µ∗(t−t ′)
]
gi(y, t

′) dy dt ′

+O(1)
∫ t−1

0

∫ ∞

−∞
(t−t ′)− l+1

2 (t−t ′+1)−
1
2

( 2∑
j=1

e
− (x−y−cj (t−t ′))2

C∗(t−t ′)
)
g(y, t ′) dy dt ′

+
∫ t−1

0
e−(t−t ′)/C

l∑
j=0

3∑
k=1

∂
l−j
x g(x − dk(t − t ′), t ′) dt ′ (6.35)

+
∫ t

t−1

∫ ∞

−∞

[
1√

2πµ∗(t − t ′)
e
− (x−y−ci (t−t ′))2

2µ∗(t−t ′)
]
x

∂l−1
y gi(y, t

′) dy dt ′

+O(1)
∫ t

t−1

∫ ∞

−∞
(t−t ′)−1(t−t ′+1)−

1
2

( 2∑
j=1

e
− (x−y−cj (t−t ′))2

C∗(t−t ′)
)
∂l−1
y g(y, t ′) dy dt ′

+
∫ t

t−1
e−(t−t ′)/C

3∑
k=1

[
∂lxg(x − dk(t − t ′), t ′)+ ∂l−1

x g(x − dk(t − t ′), t ′)
]
dt ′.

With the exception of the first integral withl = 2, we use (6.24a) forg. Then
besides (6.33), we have

∂lxg(x, t) = O(1)
(
M2(t)+ ε2

0

)
(t + 1)−

5−l
2 , 2 5 l 5 4,

by (6.2), (6.4), (6.12), (6.10), (5.1) and (6.19). The last four integrals in (6.35) are
obviously equal to the right-hand side of (6.34). The first integral withl > 2 and
the second one can be estimated using Lemmas 5.3, 5.4 and 5.6. As for the first
integral withl = 2, it is the same asI1 + I2 in (6.31) withl = 1. These settleI (i)

for i = 1, 2.I (3) is easier and can be estimated in a similar way.ut
Lemma 6.9.Under the assumptions of Theorem1.4, we have for−∞ < x < ∞,
t = 0, ∫ t

0
∂lxg4(x, t

′) dt ′ = O(1)M2(t)φ4(x), (6.36)

where0 5 l 5 2.
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Proof. By (6.5), (1.6), (1.12), (6.2), (6.4), (6.12), (6.10) and (5.1) we have

∂lxg4(x, t) = O(1)M2(t)(t + 1)−
5
4

2∑
j=1

ψ(x, t; cj ), 0 5 l 5 2.

Therefore, (6.36) is true by Lemma 5.8.ut
We now close the stability analysis. Under the assumptions of Theorem 1.4,

equation (6.9) and Lemmas 6.3–6.9 imply that

|∂lxwi(x, t)| 5 C
[
ε0 +M2(t)

]
(t + 1)−

l
2φi(x, t), i = 1,2, l = 0,1,

|∂lxw3(x, t)| 5 C
[
ε0 +M2(t)

]
(t + 1)−

1
2

{∑2
i=1 φi(x, t), l = 0,∑2
i=1 ψ̃(x, t; ci), l = 1,

|∂lxwi(x, t)| 5 C
[
ε0 +M2(t)

]
(t + 1)−

5−l
2 , 1 5 i 5 3, 2 5 l 5 4,

|∂lxw4(x, t)| 5 C
[
ε0 +M2(t)

]
φ4(x), l = 0,1,

|∂2
xw4(x, t)| 5 C

[
ε0 +M2(t)

]
φ

1
3
4 (x).

These inequalities and (6.11) then imply that

M(t) 5 C
[
ε0 +M2(t)

]
.

If ε0 is sufficiently small, we have

M(t) 5 Cε0 (6.37)

for all t = 0. Equations (6.2), (6.4), (6.12), (6.37), (6.10), (5.1) and (6.7b) give us
(1.43).
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