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Abstract

We consider the inverse problem for time-dependent semilinear transport equa-
tions. We show that time-independent coefficients of both the linear (absorption
or scattering coefficients) and nonlinear terms can be uniquely determined, in a
stable way, from the boundary measurements, by applying a linearization scheme
and Carleman estimates for the linear transport equations. We establish results in
both Euclidean and general geometry settings.

1. Introduction

We investigate the time-dependent transport equation with nonlinear term in
this article. Let � ⊂ R

d , d � 2, be an open bounded and convex domain with
smooth boundary ∂�. We denote

S� := � × S
d−1, S�2 := � × S

d−1 × S
d−1, S�T := (0, T ) × S�

for T > 0. We also denote the outgoing and incoming boundaries of S� by ∂+S�

and ∂−S� respectively which are defined as follows:

∂±S� := {(x, v) ∈ S� : x ∈ ∂�, ±〈n(x), v〉 > 0},
where n(x) is the unit outer normal vector at x ∈ ∂� and 〈v,w〉 is the dot product
in R

d . Moreover, ∂±S�T := (0, T ) × ∂±S�. Let the function f ≡ f (t, x, v)

be the solution to the following initial boundary value problem for the nonlinear
transport equation:

⎧
⎨

⎩

∂t f + v · ∇x f + σ f + N (x, v, f ) = K ( f ) in S�T ,

f = f0 on {0} × S�,

f = f− on ∂−S�T ,

(1.1)
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where T is sufficiently large, σ ≡ σ(x, v) is the absorption coefficient and the
scattering operator K takes the form

K ( f )(t, x, v) :=
∫

Sd−1
μ(x, v′, v) f (t, x, v′) dω(v′), (1.2)

with the scattering coefficient μ ≡ μ(x, v′, v) and the normalized measure, that is,∫

Sd−1 dω(v′) = 1, where dω(v′) is the measure on S
d−1.

In this paper, we are interested in the inverse problem for the nonlinear trans-
port equation in (1.1). The main objectives are to determine the nonlinearity N ,
absorption σ and the scattering coefficient μ by the boundary data. The problem
is motivated by applications in the photoacoustic tomography, in which the non-
linear excitation is observed due to two-photon absorption effect of the underlying
medium, see [29,43,44,47] and the references therein.

There has been extensive study in the inverse coefficient problem for the trans-
port equation. The associated inverse problem is concerned with determining un-
known properties (such as absorption and scattering coefficients, σ and μ) from
the albedo operator which maps from incoming to outgoing boundary. The unique-
ness result was studied in [10,12–15,46] and stability estimates were derived in
[3–6,38,48,49]. See also recent references [2,45]. Moreover, related studies in the
Riemannian setting can be found in [1,39–42]. As for the nonlinear transport equa-
tion, the unique determination for the kinetic collision kernel was derived in [30] for
the stationary Boltzmann equation and in [36] for the time-dependent Boltzmann
equation. In addition to the recovery of the collision kernel, the determination of the
Lorentzian spacetime, i.e. the first order information, from the source-to-solution
map for the Boltzmann equation was considered in [7].

The main strategy we applied here is using the Carleman estimate for the linear
transport equation and the linearization technique.ACarlemanestimate, established
by Carleman [9], is an L2 weighted estimate for a solution to a partial differential
equation with large parameters. Roughly speaking, a special weight function in
the Carleman estimate is chosen to control irrelevant information and then extract
the desired properties. The Carleman estimates have been successfully applied in
solving inverse problems for various equations. We refer readers to the related
references [8,18,19,21,22,26,38] for applications the inverse transport problem.
As for the linearization technique, it deals with nonlinear equations in inverse
problems to reduce the nonlinear equation to the linear one. In this paper, we apply
the higher order linearization whose feature is that it introduces small parameters
into the problem for the nonlinear equation. Then differentiating it multiple times
with respect to these parameters to earn simpler and new linearized equations.
For more detailed discussions and related studies, see for instance [11,25,35] for
hyperbolic equations, [17,20,23,24,27,28,31–34,37] for elliptic equations, and
[29,30,36] for kinetic equations.

1.1. Main Results

Throughout this paper, we suppose that T is sufficiently large which depends
on the domain. Suppose that σ ∈ L∞(S�) and μ ∈ L∞(S�2) and there exist
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positive constants σ 0 and μ0 such that

0 � σ(x, v) � σ 0, 0 � μ(x, v′, v) � μ0. (1.3)

Moreover, suppose that μ satisfies
∫

Sd−1
μ(x, v, v′) dω(v′) � σ(x, v), and

∫

Sd−1
μ(x, v′, v) dω(v′) � σ(x, v)

(1.4)

for almost every (x, v) ∈ S�. The assumption (1.4) means that the absorption
effect is stronger than the scattering effect in the medium.

Now we denote the measurement operator Aσ,μ,N by

Aσ,μ,N : ( f0, f−) ∈ L∞(S�) × L∞(∂−S�T ) 
→ f |∂+S�T ∈ L∞(∂+S�T ).

(1.5)

It follows from Theorem 2.6 in Section 2 that the initial boundary value problem
(1.1) is well-posed for small initial and boundary data ( f0, f−). Specifically, there
exists a small parameter δ > 0 such that when

( f0, f−) ∈ X�
δ := {( f0, f−) ∈ L∞(S�) × L∞(∂−S�T ) :

‖ f0‖L∞(S�) � δ, ‖ f−‖L∞(∂−S�T ) � δ}, (1.6)

the initial boundary value problem (1.1) has a unique solution. Hence, the map
Aσ,μ,N is well-defined within the class of small given data.

The paper is devoted to investigating the inverse coefficient problem for the
transport equation with nonlinearity. We study the reconstruction of the absorption
coefficient (or scattering coefficient) as well as the nonlinear term from the mea-
surement operator. In that follows, we illustrate the main results on R

d (discussed
in Section 3) and also results on Riemannian manifolds (discussed in Section 4)
separately.

1.1.1. Inverse Problems in Euclidean Space In the first theme of the paper, we
consider the problem (1.1) with the nonlinear term N (x, v, f ) : S� × R → R

satisfying the following conditions:
{

the map z 
→ N (·, ·, z) is analytic on R such that N (·, ·, f ) ∈ L∞(S�);
N (x, v, 0) = ∂z N (x, v, 0) = 0 in S�.

(1.7)

This implies that N can be expanded into a power series

N (x, v, z) =
∞∑

k=2

q(k)(x, v)
zk

k! , (1.8)

which converges in the L∞(S�) topology with q(k)(x, v) := ∂kz N (x, v, 0) ∈
L∞(S�).
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For a fixed vector γ ∈ S
d−1, we say a function p is in the set � if p satisfies

p(x, v) = p(x, −v) in S� and p(x, v) = 0 in � × {v ∈ S
d−1 : |γ · v| � γ0}

(1.9)

for some fixed constant γ0 > 0. We state the first main result. The inverse problem
here is to recover σ and N provided that μ is given.

Theorem 1.1. Let � be an open bounded and convex domain with smooth bound-
ary. Suppose that σ j ∈ L∞(S�) and μ ∈ L∞(S�2) satisfy (1.3) and (1.4) for
j = 1, 2. Let N j : S� × R → R satisfy the assumption (1.7) with q(k) replaced

by q(k)
j for j = 1, 2, respectively. Let σ j , μ(·, ·, v), q(k)

j for all k � 2 be in �. If

Aσ1,μ,N1(h, 0) = Aσ2,μ,N2(h, 0)

for any h ∈ L∞(S�) with ‖h‖L∞(S�) � δ for sufficiently small δ, then

σ1(x, v) = σ2(x, v) in S� and N1(x, v, z) = N2(x, v, z) in S� × R.

Remark 1.1. We would like to point out that the constant γ0 indeed can be chosen
to be arbitrarily small as long as γ0 > 0. In this case, the condition (1.9) becomes
less restrictive in the sense that the coefficients only need to vanish in a small subset
of Sd−1 in order to make the above uniqueness results hold. We refer to Section 3
for detailed discussions and for more relaxed conditions, instead of (1.9), on σ j , μ

and q(k)
j .

Remark 1.2. On the other hand, suppose that σ is given and μ is unknown and
is of the form μ := μ̃(x, v)p(x, v′, v). In this case, we can also recover μ̃, see
Proposition 3.5 for details. Combining with the reconstruction of N (x, v, z), we
obtain the determination of both the scattering coefficient and the nonlinear term
provided that σ is known.

Moreover, we also consider the problem when the nonlinear term has the form

N (x, v, f ) = q(x, v)N0( f ),

where N0 satisfies

‖N0( f )‖L∞(S�T ) � C1‖ f ‖	
L∞(S�T ), (1.10)

and

‖∂z N0( f )‖L∞(S�T ) � C2‖ f ‖	−1
L∞(S�T ) (1.11)

for a positive integer 	 � 2 and constants C1,C2 > 0, independent of f . For
instance, when 	 = 2, N0( f ) can represent the quadratic nonlinearity such as
N0( f ) = f 2 or f

∫

Sd−1 f dω(v′). The latter example finds applications in photoa-
coustic tomography with nonlinear absorption effect and we refer the interested
readers to the references [29,43].
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Theorem 1.2. Let � be an open bounded and convex domain with smooth bound-
ary. Suppose that σ j ∈ L∞(S�) and μ ∈ L∞(S�2) satisfy (1.3) and (1.4) for
j = 1, 2. Let N j (x, v, f ) = q j (x, v)N0( f ), where q j ∈ L∞(S�) for j = 1, 2
and N0 satisfies (1.10)-(1.11) with ∂2z N0(0) > 0. Let σ j , μ(·, ·, v), q j be in �. If

Aσ1,μ,N1(h, 0) = Aσ2,μ,N2(h, 0)

for any h ∈ L∞(S�) with ‖h‖L∞(S�) � δ for sufficiently small δ, then

σ1(x, v) = σ2(x, v) in S� and N1(x, v, z) = N2(x, v, z) in S� × R.

Remark 1.3. Similarly, as discussed in Remark 1.2, if σ is now given, then we can
recover μ̃ and N from the boundary data as well.

1.1.2. Inverse Problems on Manifolds The second theme of the paper is the
inverse problems for the transport equation on manifolds.

We denote M the interior of a compact non-trapping Riemannian manifold
(M, g) with smooth strictly convex (with respect to the metric g) boundary ∂M .
Since M is non-trapping, any maximal geodesic will exit M in finite time, i.e. have
finite length. M plays the role of� in the manifold case, and thus we naturally gen-
eralize the notations for� (e.g. S�, S�T , ∂±S�T , etc.) to corresponding notations
for M (See e.g. SM , SMT , ∂±SMT , etc.). See Section 2 for more details.

We consider the following initial boundary value problem:
⎧
⎨

⎩

∂t f + X f + σ f + N (x, v, f ) = 0 in SMT ,

f = f0 on {0} × SM,

f = f− on ∂−SMT .

(1.12)

Here X is the geodesic vector field which generates the geodesic flow on SM ,
see Section 2 for more details. In particular, X = v · ∇x in the Euclidean case.
The equation (1.12) is in the absence of the scattering effect, due to our Carleman
estimates on Riemannian manifolds in Section 4. The Carleman weight function
chosen in this paper is naturally associatedwith the geodesic flowof theRiemannian
manifold, which depends on both the position x and the direction v, and therefore
makes it hard to control the scattering term by other terms in the estimate, see also
Remark 4.1. Since the main scope of the paper is recovering the nonlinearity of the
transport equation, we do not pursue further the inverse problemwith the scattering
term in the Riemannian case.

LetAσ,N := Aσ,0,N be the measurement operator associated with the problem
(1.12). Analogous to the results in the Euclidean case, we have the following two
main results on Riemannian manifolds:

Theorem 1.3. Let M be the interior of a compact non-trapping Riemannian man-
ifold M with smooth strictly convex boundary ∂M. Suppose that σ j ∈ L∞(SM)

satisfy (1.3) for j = 1, 2. Let N j : SM × R → R satisfy the assumption (1.7) in

the manifold with q(k) replaced by q(k)
j for j = 1, 2, respectively. If

Aσ1,N1(h, 0) = Aσ2,N2(h, 0)
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for any h ∈ L∞(SM) with ‖h‖L∞(SM) � δ for sufficiently small δ, then

σ1(x, v) = σ2(x, v) in SM and N1(x, v, z) = N2(x, v, z) in SM × R.

Moreover, when the nonlinear term takes the form N (x, v, f ) = q(x, v)N0( f ),
we have the following result:

Theorem 1.4. Suppose that σ j ∈ L∞(SM) satisfies (1.3) for j = 1, 2. Let
N j (x, v, f ) = q j (x, v)N0( f ), where q j ∈ L∞(SM) for j = 1, 2 and N0 sat-
isfies (1.10)-(1.11) in the manifold with ∂2z N0(0) > 0. If

Aσ1,N1(h, 0) = Aσ2,N2(h, 0)

for any h ∈ L∞(SM) with ‖h‖L∞(SM) � δ for sufficiently small δ, then

σ1(x, v) = σ2(x, v) in SM and N1(x, v, z) = N2(x, v, z) in SM × R.

Remark 1.4. We actually only need much less data to stably determine both σ and
N . To be more specific, fix positive h ∈ L∞(SM) with Xβh ∈ L∞(SM) for
β = 1, 2, consider the initial boundary value condition (εh, 0) for |ε| sufficiently
small, we establish the following stability result:

‖σ1 − σ2‖L2(SM) � C‖∂t∂ε

(
Aσ1,N1(εh, 0) − Aσ2,N2(εh, 0)

)|ε=0‖L2(∂+SMT ).

If in addition σ = σ1 = σ2, then

‖q1 − q2‖L2(SM) � C‖∂t∂2ε
(
Aσ,N1(εh, 0) − Aσ,N2(εh, 0)

)|ε=0‖L2(∂+SMT ).

The constants C in both estimates are independent of σ j and q j , j = 1, 2. See
Proposition 4.4 and Proposition 4.5 for more details. Similar results hold when the
nonlinear term N j , j = 1, 2 satisfy the assumption (1.7), see e.g. Lemma 3.6 and
the proof of Lemma 3.8.

The rest of this part of the paper is organized as follows: in Section 2, we in-
troduce the notations and function spaces, and also establish several preliminary
results, including boundedness of solutions to the linear equation, Maximum prin-
ciple, and the well-posedness problem for the nonlinear transport equation. We
investigate the reconstruction of the unknown coefficients in the Euclidean setting
and prove Theorem 1.1 in Section 3. In particular, we establish an improved ver-
sion of the Carleman estimate of [38]. In Section 4, we first deduce the Carleman
estimate and the energy estimate in a Riemannian manifold. With these estimates,
Theorem 1.3 follows directly by applying similar arguments as in the proof of
Theorem 1.1. Furthermore, in the case of N = qN0( f ), we show the unique de-
termination of q, which immediately implies the uniqueness of N in Theorem 1.4.
Finally, we note that the techniques for showing Theorem 1.4 can also be applied
to prove Theorem 1.2.
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2. Preliminaries

In this section, we will discuss the forward problem for the initial boundary
value problem for the nonlinear transport equation. In particular, we will prove the
well-posedness result on a more general setting, namely, the Riemannian manifold.
All the results discussed in this section are also valid in the Euclidean space and
will be utilized in Section 3.

2.1. Notations and Spaces

In order to investigate the transport equation on a Riemannian manifold, we
need to introduce the related notations first. Most of the notations below are similar
to the ones we saw earlier in Section 1, but with � replaced by the manifold M .

Let M be the interior of a compact Riemannian manifold (M, g), of dimension
d � 2, with a Riemannian metric g and strictly convex boundary ∂M . Suppose that
M is non-trapping. Let T M be the tangent bundle of M . We denote the unit sphere
bundle of the manifold (M, g) by

SM := {(x, v) ∈ T M : |v|2g(x) := 〈v, v〉g(x) = 1},
where 〈· , ·〉g(x) is the inner product on the tangent space TxM . Let ∂+SM and
∂−SM be the outgoing and incoming boundaries of SM respectively and they are
defined by

∂±SM := {(x, v) ∈ SM : x ∈ ∂M, ±〈n(x), v〉g(x) > 0},
where n(x) is the unit outer normal vector at x ∈ ∂M . For any point x ∈ M , let
SxM := {v : (x, v) ∈ SM}. Moreover, we also denote

SM2 := {(x, v, v′) : x ∈ M, v, v′ ∈ SxM}.
Let T > 0, we denote SMT := (0, T ) × SM and ∂±SMT := (0, T ) × ∂±SM .

For every point x ∈ M and every vector v ∈ SxM , let γx,v(s) be the maximal
geodesic satisfying the initial conditions

γx,v(0) = x, γ̇x,v(0) = v.

SinceM is non-trapping, γx,v is defined on the finite interval [−τ−(x, v), τ+(x, v)].
Here the two travel time functions

τ± : SM → [0,∞) (2.1)

are determined by γ (±τ±(x, v)) ∈ ∂M . In particular, they satisfy τ+(x, v) =
τ−(x,−v) for all (x, v) ∈ SM and τ−(x, v)|∂−SM = τ+(x, v)|∂+SM = 0. Denote
the geodesic flow by

φt (x, v) = (γx,v(t), γ̇x,v(t)).

Let X be the generating vector field of the geodesic flow φt (x, v), that is, for a given
function f on SM , X f (x, v) = d

dt f (φt (x, v))|t=0. Notice that in the Euclidean
space Rd , φt (x, v) = (x + tv, v) and X = v · ∇x where v is independent of x .
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We define the spaces L p(SM) and L p(SMT ), 1 � p < ∞, with the norm

‖ f ‖L p(SM) =
(∫

SM
| f |p d�

)1/p
and ‖ f ‖L p(SMT ) =

(∫ T

0

∫

SM
| f |p d�dt

)1/p

,

withd� = d�(x, v) the volume formof SM .Moreover, for the spaces L p(∂±SMT ),
we define its norm to be

‖ f ‖L p(∂±SMT ) = ‖ f ‖L p(∂±SMT ;±dξ ) =
(∫ T

0

∫

∂±SM
| f |p (±dξ)dt

)1/p

,

where dξ(x, v) := 〈n(x), v〉g(x)d ξ̃ (x, v) with d ξ̃ the standard volume form of
∂SM . Note that in the Euclidean setting since v is independent of x , we denote
d ξ̃ = dλ(x)dω(v), where dλ is the measure on ∂� and dω(v) is the measure on
S
d−1. We also define the spaces Hk(0, T ; L2(SM)) for positive integer k with the

norm

‖ f ‖Hk (0,T ;L2(SM)) =
( k∑

α=0

‖∂α
t f ‖2L2(SMT )

)1/2

.

When p = ∞, L∞(SM), L∞(SMT ) and L∞(∂±SMT ) are the standard vector
spaces consisting of all functions that are essentially bounded.

We first study the forward problem for the linear transport equation in Sec-
tion 2.2. Equipped with this, we apply the contraction mapping principle to deduce
the unique existence of solution to the nonlinear transport equation in Section 2.3.

2.2. Forward Problem for the Linear Transport Equation

We consider the initial boundary value problem for the linear transport equation
with the source S ≡ S(t, x, v):

⎧
⎨

⎩

∂t f + X f + σ f = K ( f ) + S in SMT ,

f = f0 on {0} × SM,

f = f− on ∂−SMT ,

. (2.2)

there the scattering operator K on the manifold takes the form

K ( f )(t, x, v) :=
∫

Sx M
μ(x, v′, v) f (t, x, v′) dv′. (2.3)

We will demonstrate the existence of a solution to (2.2) by proving that the cor-
responding integral equation has a solution. To achieve this, we study the following
simpler case first.

Proposition 2.1. Suppose that σ ∈ L∞(SM) and f− ∈ L∞(∂−SMT ). The solu-
tion f of the problem

⎧
⎨

⎩

∂t f + X f + σ f = 0 in SMT ,

f = 0 on {0} × SM,

f = f− on ∂−SMT

(2.4)
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is

f (t, x, v) = H(t − τ−) f−(t − τ−, γx,v(−τ−), γ̇x,v(−τ−))e−
∫ τ−
0 σ(γx,v(−s),γ̇x,v(−s))ds ,

(2.5)

where H is the Heaviside function, that is, H satisfies H(s) = 0 if s < 0 and
H(s) = 1 if s > 0.

To simplify the notation, in the formulation above we denote τ− := τ−(x, v)

for a fixed (x, v) ∈ SM .

Proof. For a fixed (x, v) ∈ SM and 0 < t < T , let

F(s) := f (s + t − τ−(x, v), φs−τ−(x,v)(x, v)), �(s) := σ(φs−τ−(x,v)(x, v)).

The equation (2.4) can be written as

dF

ds
(s) + �(s)F(s) = 0,

whose solution is

F(s) = F(0)e− ∫ s
0 �(η)dη.

Choosing s = τ−(x, v), we have

F(τ−(x, v)) = F(0)e− ∫ τ−(x,v)

0 �(η)dη,

which leads to

f (t, x, v) = F(0)e− ∫ τ−(x,v)

0 σ(φ−η̃(x,v))dη̃.

by applying the change of variable η̃ = −η + τ−(x, v). By taking F(0) = f (t −
τ−(x, v), φ−τ−(x,v)(x, v)) which vanishes if t � τ−(x, v), we obtain the desired
result. 
�

Let’s study the integral formulation of the linear transport equation (2.2).

Proposition 2.2. Suppose that σ ∈ L∞(SM) and μ ∈ L∞(SM2) satisfy (1.3)
and (1.4). Let S ∈ L∞(SMT ), f0 ∈ L∞(SM), and f− ∈ L∞(∂−SMT ). Then the
solution f to (2.2) satisfies the integral formulation of the transport equation:

f (t, x, v) = f0(γx,v(−t), γ̇x,v(−t))e−
∫ t
0 σ(γx,v(−s),γ̇x,v(−s))ds H(τ− − t)

+ H(t − τ−) f−(t − τ−, γx,v(−τ−), γ̇x,v(−τ−))e−
∫ τ−
0 σ(γx,v(−s),γ̇x,v(−s))ds

+
∫ t

0
e−

∫ s
0 σ(γx,v(−r),γ̇x,v(−r))dr (K ( f ) + S) (t − s, γx,v(−s),

γ̇x,v(−s))H(τ− − s) ds. (2.6)

In the Euclidean case, this result can be found in Proposition 4 (page 233), combin-
ing with Remark 12, in [16]. To make the paper self contained, we provide below
the proof for the Riemannian case.
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Proof. We first consider the homogeneous boundary condition, that is, f− = 0.
Multiplying

e
∫ t
0 σ(φη+k (x,v))dη

on both sides of the transport equation in (2.2), we get

d

dt

(
e
∫ t
0 σ(φη+k (x,v))dη f (t, φt+k(x, v))

)
= e

∫ t
0 σ(φη+k x,v))dηg(t, φt+k(x, v)), (2.7)

where we denote g := K ( f ) + S. By solving the differential equation (2.7) and

then multiplying e− ∫ t
0 σ(φη+k (x,v))dη on both sides of the solution, we have

f (t, φt+k(x, v)) = e− ∫ t
0 σ(φη+k (x,v))dη f0(φk(x, v))

+ e− ∫ t
0 σ(φη+k (x,v))dη

∫ t

0
e
∫ s
0 σ(φη+k (x,v))dηg(s, φs+k(x, v))ds.

(2.8)

Replacing φt+k(x, v) by φ0(x, v) = (x, v) (that is, taking k = −t) in (2.8) gives

f (t, x, v) =e− ∫ t
0 σ(φη−t (x,v))dη f0(φ−t (x, v))

+ e− ∫ t
0 σ(φη−t (x,v))dη

∫ t

0
e
∫ s
0 σ(φη−t (x,v))dηg(s, φs−t (x, v))ds. (2.9)

Moreover, we apply the change of variables η̃ = −η + t so that (2.9) becomes

f (t, x, v) =e− ∫ t
0 σ(φ−η̃(x,v))dη̃ f0(φ−t (x, v))

+ e− ∫ t
0 σ(φ−η̃(x,v))dη̃

∫ t

0
e
∫ t
t−s σ(φ−η̃(x,v))dη̃g(s, φs−t (x, v))ds. (2.10)

We then apply another change of variables s̃ = −s + t so that
∫ t

0
e
∫ t
t−s σ(φ−η̃(x,v))dη̃g(s, φs−t (x, v))ds =

∫ t

0
e−

∫ s̃
t σ(φ−η̃(x,v))dη̃g(t − s̃, φ−s̃(x, v))ds̃.

(2.11)

From (2.10) and (2.11), taking f0(φ−t (x, v)) = 0 if φ−t (x, v) /∈ � (namely, t �
τ−(x, v)), we derive that the solution satisfies the integral equation with f− ≡ 0.

Next, in the case of a nonhomogeneous boundary condition f− �= 0, we let f1
be the solution of (2.4) and look for the solution f of the problem (2.2) in the form
f = f1 + w, where w is the solution of

⎧
⎨

⎩

∂tw + Xw + σw = K ( f1 + w) + S in SMT ,

w = f0 on {0} × SM,

w = 0 on ∂−SMT .

(2.12)

Sincew has the homogeneous boundary condition,w satisfies the integral equation
with f− = 0. Therefore, combining this with (2.5), we finally deduce that f =
f1 + w satisfies (2.6). 
�
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In the following wewill see that solving the integral equation (2.6) is equivalent
to solving (2.2). Hence once we show that the integral equation (2.6) has a unique
solution, this is sufficient to say that the well-posedness of (2.2) holds.

Proposition 2.3. Under the hypothesis of Proposition 2.2, if f satisfies the integral
equation (2.6), then f is the solution to (2.2). Moreover, there exists a unique
solution to the integral equation (2.6).

Proof. Step 1: Equivalence. Below we will show that if there exists a function f
satisfying (2.6), then such f is a solution to (2.2). Notice that

(∂t + X) f (t, x, v) = d

dk
f (t + k, φk(x, v))|k=0.

We apply the operator ∂t + X to the right-hand side of the integral formula (2.6) to
get

(∂t + X) f (t, x, v)

= d

dk

{

f0(φ−(t+k)(φk(x, v))e− ∫ t+k
0 σ(φ−s (φk (x,v)))ds H(τ−(φk(x, v)) − t − k)

+ H(t + k − τ−(φk(x, v))) f−(t + k − τ−(φk(x, v)), φ−τ−(φk (x,v))

(φk(x, v)))e− ∫ τ−(φk (x,v))

0 σ(φ−s (φk (x,v)))ds

+
∫ t+k

0
e− ∫ s

0 σ(φ−r (φk (x,v)))dr (K ( f ) + S)(t + k − s, φ−s(φk(x, v)))H(τ−(φk(x, v)) − s) ds

}∣
∣
∣
∣
k=0

= d

dk

{

f0(φ−t (x, v))e− ∫ t+k
0 σ(φ−s+k (x,v))ds H(τ−(x, v) − t)

+ H(t − τ−(x, v)) f−(t − τ−(x, v), φ−τ−(x,v)(x, v))e− ∫ τ−(x,v)+k
0 σ(φ−s+k (x,v))ds

+
∫ t+k

0
e− ∫ s

0 σ(φ−r+k (x,v))dr (K ( f ) + S)(t + k − s, φ−s+k(x, v))H(τ−(x, v) + k − s) ds

}∣
∣
∣
∣
k=0

=: I1 + I2 + I3.

Here we used the fact that τ−(φk(x, v)) = τ−(x, v) + k.
Now we consider I1 - I3 separately. For I1, we have

I1 = d

dk

(

f0(φ−t (x, v))e−
∫ t+k
0 σ(φ−s+k (x,v))ds H(τ−(x, v) − t)

) ∣
∣
∣
∣
k=0

= f0(φ−t (x, v))e−
∫ t
0 σ(φ−s (x,v))ds

(

−σ(φ−t (x, v)) −
∫ t

0
Xσ(φ−s (x, v))ds

)

H(τ−(x, v) − t)

= − f0(φ−t (x, v))e−
∫ t
0 σ(φ−s (x,v))dsσ(x, v)H(τ−(x, v) − t).

For I2,

I2 = d

dk

(

H(t − τ−(x, v)) f−(t − τ−(x, v), φ−τ−(x,v)(x, v))e− ∫ τ−(x,v)+k
0 σ(φ−s+k (x,v))ds

) ∣
∣
∣
∣
k=0

= H(t − τ−(x, v)) f−(t − τ−(x, v), φ−τ−(x,v)(x, v))

e− ∫ τ−(x,v)

0 σ(φ−s (x,v))ds( − σ(φ−τ−(x,v)(x, v)) −
∫ τ−(x,v)

0
Xσ(φ−s(x, v))ds

)

= −H(t − τ−(x, v)) f−(t − τ−(x, v), φ−τ−(x,v)(x, v))e− ∫ τ−(x,v)

0 σ(φ−s (x,v))dsσ(x, v).
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We denote m = s − k, then

I3 = d

dk

(∫ t+k

0
e− ∫ s

0 σ(φ−r+k (x,v))dr (K ( f ) + S)(t + k − s, φ−s+k(x, v))H(τ−(x, v) + k − s) ds

) ∣
∣
∣
∣
k=0

= d

dk

(∫ t

−k
e− ∫ m

−k σ(φ−ν (x,v))dν(K f + S)(t − m, φ−m(x, v))H(τ−(x, v) − m) dm

) ∣
∣
∣
∣
k=0

= (K f + S)(t, x, v)

+
∫ t

0
e− ∫ m

0 σ(φ−ν (x,v))dν( − σ(x, v)
)
(K f + S)(t − m, φ−m(x, v))H(τ−(x, v) − m) dm.

Combining the above 3 terms together, we have

(∂t + X) f (t, x, v) = I1 + I2 + I3 = −σ(x, v) f + (K f + S)(t, x, v).

Finally, it’s easy to check that f (0, x, v) = f0(x, v) if (x, v) ∈ SM , and f (t, x, v) =
f−(t, x, v) if (x, v) ∈ ∂−SM and t > 0. We thus conclude that f is a solution to
(2.2). Combining with Proposition 2.2, we see that to show the forward problem of
(2.2), it is sufficient to find a solution to the integral equation.
Step 2: Existence of solutions to the integral equation. We define a sequence of
functions f (n) in the following ways:

f (0)(t, x, v) = f0(φ−t (x, v))e− ∫ t
0 σ(φ−s (x,v))ds H(τ−(x, v) − t)

+ f−(t − τ−(x, v), φ−τ−(x,v)(x, v))e− ∫ τ−(x,v)

0 σ(φ−s (x,v))ds H(t − τ−(x, v))

+
∫ t

0
e− ∫ s

0 σ(φ−r (x,v))dr S(t − s, φ−s(x, v))H(τ−(x, v) − s) ds (2.13)

and for n � 0,

f (n+1)(t, x, v) = f (0)(t, x, v)

+
∫ t

0
e− ∫ s

0 σ(φ−r (x,v))dr K ( f (n))(t − s, φ−s(x, v))H(τ−(x, v) − s) ds. (2.14)

Let w(n+1) := f (n+1) − f (n) for n � 0 and then be represented as

w(n+1)(t, x, v) =
∫ t

0
e−

∫ s
0 σ(φ−r (x,v))dr K (w(n))(t − s, φ−s(x, v))H(τ−(x, v) − s) ds.

Recall that in (1.4) for almost every (x, v) ∈ SM , μ satisfies
∫

Sx M
μ(x, v′, v) dv′ � σ(x, v).

From this, we can derive that
∣
∣
∣w

(n+1)(t, x, v)

∣
∣
∣

�
(∫ t

0
e− ∫ s

0 σ(φ−r (x,v))drσ(φ−s(x, v))H(τ−(x, v) − s) ds

)

‖w(n)‖L∞(SMT )

=
⎧
⎨

⎩

(∫ t
0 e

− ∫ s
0 σ(φ−r (x,v))drσ(φ−s(x, v)) ds

)
‖w(n)‖L∞(SMT ) if t < τ−(x, v);

(∫ τ−(x,v)

0 e− ∫ s
0 σ(φ−r (x,v))drσ(φ−s(x, v)) ds

)
‖w(n)‖L∞(SMT ) if t > τ−(x, v);
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=
⎧
⎨

⎩

(
1 − e− ∫ t

0 σ(φ−r (x,v))dr
)

‖w(n)‖L∞(SMT ) if t < τ−(x, v);
(
1 − e− ∫ τ−

0 σ(φ−r (x,v))dr
)

‖w(n)‖L∞(SMT ) if t > τ−(x, v); (2.15)

for (t, x, v) ∈ SMT . We then denote the scalar value κ by

κ := sup
(x,v)∈SM

(

1 − e
− ∫ τ−(x,v)

0 σ(φ−r (x, v))dr

)

.

It is clear that 0 � κ < 1 since 0 � σ � σ 0. Due to the monotonicity of
e− ∫ s

0 σ(φ−r (x,v))dr with respect to s, we obtain

‖w(n+1)‖L∞(SMT ) � κ‖w(n)‖L∞(SMT ) � κn‖w(1)‖L∞(SMT ) � κn+1‖ f (0)‖L∞(SMT ).

(2.16)

Next, we estimate the third term on the right-hand side of (2.13). From (1.3),
we derive that

∣
∣
∣
∣

∫ t

0
e− ∫ s

0 σ(φ−r (x,v))dr S(t − s, φ−s(x, v))H(τ−(x, v) − s) ds

∣
∣
∣
∣

� ‖S‖L∞(SMT )

(∫ T

0
e− ∫ s

0 σ(φ−r (x,v))dr H(τ−(x, v) − s) ds

)

� T ‖S‖L∞(SMT ).

Thus (2.13) and σ � 0 lead to

‖ f (0)‖L∞(SMT ) � ‖ f0‖L∞(SM) + ‖ f−‖L∞(∂−SMT ) + T ‖S‖L∞(SMT ). (2.17)

Combining these estimates (2.16)-(2.17) together, we can derive that

‖w(n+1)‖L∞(SMT ) � κn+1 (‖ f0‖L∞(SM) + ‖ f−‖L∞(∂−SMT ) + T ‖S‖L∞(SMT )

)

(2.18)

with 0 � κ < 1. This implies that the series
∑∞

n=0 w(n+1) is convergent and thus
the partial sum

f (0) +
n∑

k=0

w(k+1) = f (n+1)

converges to a limit f in L∞(SMT ). In particular, f satisfies the integral equation:

f (t, x, v) = f (0)(t, x, v) +
∫ t

0
e− ∫ s

0 σ(φ−r (x,v))dr K ( f )(t − s, φ−s(x, v))

H(τ−(x, v) − s) ds

and, furthermore, f is also a solution of (2.2) due to Step 1.
Step 3: Unique solution for the integral equation. Finally we show the uniqueness
of the solution. Let f1 and f2 in L∞(SMT ) be the solutions to (2.6). Let w :=
f1 − f2 ∈ L∞(SMT ). Then w satisfies the integral equation:

w(t, x, v) =
∫ t

0
e− ∫ s

0 σ(φ−r (x,v))dr K (w)(t − s, φ−s(x, v))H(τ−(x, v) − s) ds.
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Following the argument as in (2.15), we obtain

‖w‖L∞(SMT ) � κ‖w‖L∞(SMT ), 0 � κ < 1.

This implies that w ≡ 0. 
�
From the above discussion, we have shown that there exists a unique solution f

to the integral equation. Due to the equivalence, such f is also a solution to (2.2).
Hence we can now conclude the following well-posedness result for the problem
(2.2).

Proposition 2.4. (Well-posedness for linear transport equation) Suppose that σ ∈
L∞(SM) and μ ∈ L∞(SM2) satisfy (1.3) and (1.4). Let S ∈ L∞(SMT ), f0 ∈
L∞(SM) and f− ∈ L∞(∂−SMT ). We consider the following problem:

⎧
⎨

⎩

∂t f + X f + σ f = K ( f ) + S in SMT ,

f = f0 on {0} × SM,

f = f− on ∂−SMT .

(2.19)

Then (2.19) has a unique solution f in L∞(SMT ) satisfying

‖ f ‖L∞(SMT ) � C
(‖ f0‖L∞(SM) + ‖ f−‖L∞(∂−SMT ) + ‖S‖L∞(SMT )

)
, (2.20)

where the constant C depends on σ , T .

Proof. From Proposition 2.2 and Proposition 2.3, it is clear that the solution f to
(2.19) uniquely exists. Moreover, using a similar argument as in (2.15), we can
derive the stability estimate (2.20) from (2.6). 
�

It has been proved in [[16], Theorem 3, p229] that when f− ≡ 0, S � 0 and
f0 � 0, the solution is nonnegative. In the next proposition, we show the maximum
principle for the transport equation, namely, the solution to (2.19) is strictly positive
if S � 0, the initial and boundary data are strictly positive.

Proposition 2.5. (Maximum principle) Suppose the hypotheses in Proposition 2.4
hold and suppose that S � 0. If f0 � c > 0 and f− � c > 0 for some positive
constant c, then there exists a positive constant c̃ such that f � c̃ > 0 in SMT .

Proof. From (2.13), σ � σ 0 in (1.3), and the hypothesis f0, f− � c > 0, we
obtain

f (0)(t, x, v) � e−Tσ 0
c > 0 almost everywhere (a.e.).

This implies K ( f (0)) � 0 due to μ � 0. Hence, by induction, we can derive from
(2.14) that for n � 0,

f (n+1)(t, x, v) � f (n)(t, x, v) � f (0)(t, x, v) � e−Tσ 0
c > 0 a.e..

We therefore have an increasing sequence converging to a function f (t, x, v),
which satisfies f (t, x, v) � e−Tσ 0

c > 0. Alternatively, we can apply the proof in
Proposition 2.3, which gives that f (n) → f in L∞(SMT ) as n → ∞. Hence this
also leads to the same result, that is,

f (t, x, v) � e−Tσ 0
c > 0 a.e..

This completes the proof. 
�
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2.3. Forward Problem for the Nonlinear Transport Equation

Equipped with the well-posedness result for the linear equation, we will prove
the unique existence of solution for the following problem:

⎧
⎨

⎩

∂t f + X f + σ f + N (x, v, f ) = K ( f ) in SMT ,

f = f0 on {0} × SM,

f = f− on ∂−SMT .

(2.21)

Theorem 2.6. (Well-posedness for nonlinear transport equation) Let M be the in-
terior of a compact non-trapping Riemannian manifold M with strictly convex
boundary ∂M. Suppose that σ and k satisfy (1.3) and (1.4). Then there exists a
small parameter 0 < δ < 1 such that for any

( f0, f−) ∈ X M
δ := {( f0, f−) ∈ L∞(SM) × L∞(∂−SMT ) :

‖ f0‖L∞(SM) � δ, ‖ f−‖L∞(∂−SMT ) � δ}, (2.22)

the problem (2.21) has a unique small solution f ∈ L∞(SMT ) satisfying

‖ f ‖L∞(SMT ) � C
(‖ f0‖L∞(SM) + ‖ f−‖L∞(∂−SMT )

)
,

where the positive constant C is independent of f , f0 and f−.

Proof. To show the existence, let ( f0, f−) ∈ X M
δ , we first consider the following

problem for the linear equation:
⎧
⎨

⎩

∂t f̂ + X f̂ + σ f̂ = K ( f̂ ) in SMT ,

f̂ = f0 on {0} × SM,

f̂ = f− on ∂−SMT .

(2.23)

By Proposition 2.4, there exists a unique solution f̂ of (2.23) that satisfies

‖ f̂ ‖L∞(SMT ) � C
(‖ f−‖L∞(∂−SMT ) + ‖ f0‖L∞(SM)

)
� 2Cδ, (2.24)

where the constant C > 0 is independent of f̂ , f− and f0.
Now we let w := f − f̂ . We observe that if such function w exists, then w

must satisfies the following problem:
⎧
⎨

⎩

∂tw + Xw + σw = K (w) − N (x, v, w + f̂ ) in SMT ,

w = 0 on {0} × SM,

w = 0 on ∂−SMT .

(2.25)

To prove (2.25) has a solution, we apply the contraction mapping principle. We
denote the set

G := {ϕ ∈ L∞(SMT ) : ϕ|t=0 = 0, ϕ|∂−SMT = 0, and ‖ϕ‖L∞(SMT ) � η},
where the parameter η > 0 will be determined later. For ϕ ∈ G, we define the
function F by

F(ϕ) := N (x, v, ϕ + f̂ ).
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Then F(ϕ) ∈ L∞(SMT ) due to (2.24) and the hypothesis of N ( f ). In particular,
Proposition 2.4 yields that the problem

⎧
⎨

⎩

∂t w̃ + Xw̃ + σw̃ = K (w̃) − F(ϕ) in SMT ,

w̃ = 0 on {0} × SM,

w̃ = 0 on ∂−SMT ,

(2.26)

is uniquely solvable for any ϕ ∈ G. We now denote L−1 : F(ϕ) ∈ L∞(SMT ) 
→
w̃ ∈ L∞(SMT ) the solution operator for the problem (2.26) and also define the
map � on the set G by

�(ϕ) := (L−1 ◦ F)(ϕ).

In the following, we will show that � is a contraction map on G. To this end, we
first show that �(G) ⊂ G. Taking ϕ ∈ G, from (1.7), the Taylor’s Theorem, and
Proposition 2.4, we derive that

‖�(ϕ)‖L∞(SMT ) = ‖L−1(F(ϕ))‖L∞(SMT ) � C‖F(ϕ)‖L∞(SMT )

= C‖N (x, v, ϕ + f̂ )‖L∞(SMT )

� C‖∂2z N (x, v, 0)(ϕ + f̂ )2 + Nr (x, v, ϕ + f̂ )(ϕ + f̂ )3‖L∞(SMT )

� C
(
(δ + η)2 + (δ + η)3

)
,

where constant C > 0 is independent of δ and η. Note that both ∂2z N (x, v, 0) and

Nr (x, v, ϕ + f̂ ) :=
∫ 1

0
(1 − s)2∂3z N (x, v, s(ϕ + f̂ ))ds

are bounded in SMT . We then take δ, η sufficiently small with 0 < δ < η < 1
such that

C
(
(δ + η)2 + (δ + η)3

)
< η,

which implies � maps G into itself.
Moreover, for any ϕ1, ϕ2 ∈ G, from Proposition 2.4, we can also derive that

‖�(ϕ1) − �(ϕ2)‖L∞(SMT ) = ‖L−1(F(ϕ1)) − L−1(F(ϕ2))‖L∞(SMT )

� C‖F(ϕ1) − F(ϕ2)‖L∞(SMT ).

We estimate

‖N (x, v, ϕ1 + f̂ ) − N (x, v, ϕ2 + f̂ )‖L∞(SMT )

� C‖∂2z N (x, v, 0)((ϕ1 + f̂ )2 − (ϕ2 + f̂ )2)‖L∞(SMT )

+ C‖Nr (x, v, ϕ1 + f̂ )((ϕ1 + f̂ )3 − (ϕ2 + f̂ )3))‖L∞(SMT )

+ C‖(Nr (x, v, ϕ1 + f̂ ) − Nr (x, v, ϕ2 + f̂ ))(ϕ2 + f̂ )3‖L∞(SMT )

� C
(
(δ + η) + (δ + η)2 + (δ + η)3

)
‖ϕ1 − ϕ2‖L∞(SMT ).
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Here we used the fact that Nr is Lipschitz in z with the Lipschitz constant indepen-
dent of x, v due to the boundedness of ∂kz N . In addition, we choose small δ, η so
that

C
(
(δ + η) + (δ + η)2 + (δ + η)3

)
< 1.

This yields that� is a contraction map. By the contraction mapping principle, there
exists a unique w ∈ G so that �(w) = w, which then satisfies the problem (2.25).
Also w satisfies the estimate

‖w‖L∞(SMT ) = ‖�(w)‖L∞(SMT ) � C
(
(δ + η) + (δ + η)2

)

(
‖w‖L∞(SMT ) + ‖ f̂ ‖L∞(SMT )

)
.

We further take δ, η small enough so that C
(
(δ + η) + (δ + η)2

)
� 1/2 and,

therefore, the term containing ‖w‖L∞(SMT ) on the right-hand side can then be
absorbed by the left-hand side, it follows that

‖w‖L∞(SMT ) � ‖ f̂ ‖L∞(SMT ).

Finally we conclude that f = w + f̂ is the solution to the problem (2.21) and it
satisfies

‖ f ‖L∞(SMT ) � ‖w‖L∞(SMT ) + ‖ f̂ ‖L∞(SMT )

� 2‖ f̂ ‖L∞(SMT )

� C
(‖ f0‖L∞(SM) + ‖ f−‖L∞(∂−SMT )

)

due to (2.24). This completes the proof. 
�

3. Inverse Problems in the Euclidean Space

In this section, we will discuss the inverse problem for the nonlinear transport
equation in the Euclidean space. The main objective is to show that the nonlinear
term aswell as the absorption coefficient (or scattering coefficient) can be recovered
from the boundary measurements. Notice that as mentioned previously, the well-
posedness result in Section 2 also holds in the domain � in Rd .

Recall the following notations in Section 1:

S� := � × S
d−1, S�2 := � × S

d−1 × S
d−1, and

S�T := (0, T ) × � × S
d−1 for T > 0.

Suppose that the absorption coefficient σ ∈ L∞(S�) and scattering coefficient
μ ∈ L∞(S�2) are known and satisfy (1.3) and (1.4). We consider the nonlinear
term N that satisfies (1.7) and takes the form

N (x, v, z) =
∞∑

k=2

q(k)(x, v)
zk

k! ,
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where q(k)(x, v) = ∂kz N (x, v, 0) ∈ L∞(S�) and the series converges in L∞(S�).
Let f be the solution to the initial boundary value problem:

⎧
⎨

⎩

∂t f + v · ∇x f + σ f + N (x, v, f ) = K ( f ) in S�T ,

f = f0 on {0} × S�,

f = f− on ∂−S�T .

(3.1)

The unique existence of small solution f follows by applying Theorem 2.6, which
is also valid in the Euclidean space. Recall that we denote themeasurement operator
by

Aσ,μ,N : ( f0, f−) ∈ L∞(S�) × L∞(∂−S�T ) 
→ f |∂+S�T ∈ L∞(∂+S�T ).

(3.2)

In Section 2, we have defined backward/forward exit time in the Riemannian
manifold.We will adapt these definitions in the Euclidean setting here. For (x, v) ∈
S�, the backward exit time τ−(x, v) is defined by

τ−(x, v) := sup{s > 0 : x − ηv ∈ � for all 0 < η < s}.
This is the time at which a particle x ∈ � with velocity −v leaves the domain �.
Similarly, we define the forward exit time τ+(x, v) for every (x, v) ∈ S� by

τ+(x, v) := sup{s > 0 : x + ηv ∈ � for all 0 < η < s}.
In particular, when (x, v) ∈ ∂±S�, we have τ±(x, v) = 0. Suppose that T is
sufficiently large so that T > diam�, where the notation diam� denotes the
diameter of �.

This section is structured as follows. We first study the reconstruction of the
linear coefficients in Section 3.1 under suitable assumptions. Standing on this re-
sult, we will show that the nonlinear term can be uniquely determined from the
measurement in Section 3.2.

3.1. Recover σ or μ

To recover the unknown σ andμ, we apply the first order linearization to reduce
the nonlinear equation to a linear equation without the unknown N (x, v, f ). From
this, the Carleman estimate for the transport equation is applied to achieve the goal.

For small parameter ε, the well-posedness result in Theorem 2.6 yields that
there is a unique small solution f (t, x, v) ≡ f (t, x, v; ε) to (3.1) with initial data
f |t=0 = εh and boundary data f |∂−S�T = εg. We can obtain the differentiability
of the solution f = f (t, x, v; ε) with respect to ε by adapting the proof of [[29],
Proposition A.4], where the differentiability is discussed for a nonlinear transport
equation, to our setting. Hence, we have the k-th derivative of f with respect to ε

at ε = 0, which is defined by

F (k)(t, x, v) := ∂kε |ε=0 f (t, x, v; ε)

for any integer k � 1.



Arch. Rational Mech. Anal. (2024) 248:62 Page 19 of 41 62

Now we perform the first linearization of the problem (3.1) with respect to ε at
ε = 0. Due to the well-posedness result, the nonlinear term is eliminated and only
the linear terms are preserved. Then (3.1) becomes

⎧
⎨

⎩

∂t F (1) + v · ∇x F (1) + σ F (1) = K (F (1)) in S�T ,

F (1) = h on {0} × S�,

F (1) = g on ∂−S�T .

(3.3)

Hence the problem is reduced to studying the inverse coefficient problem for the
above linear transport equation. Note that the unique determination of (σ, μ) from
the albedo operator was shown in [13–15] by applying the singular decomposition
of the operator under suitable assumptions. One might recover both σ and μ by
directly applying these existing results for the linear equation. However, additional
assumptions might be needed to deduce the uniqueness and stability results in our
setting. Therefore, to be consistent with the assumptions we have made in this
paper, we will only focus on applying the Carleman estimate to recover either σ or
μ by assuming that the other one is given.

Let us briefly discuss how to build the Carleman estimate for the transport
equation with linear Carleman weight function ϕ, see also [38]. First we note that
the Carleman estimate is valid under the geometric assumption on the velocity. For
a fixed vector γ ∈ S

d−1, we denote the subset V of the unit sphere by

V := {v ∈ S
d−1 : γ · v � γ0 > 0}

for some positive constant γ0. For a fixed 0 < β < γ0, there exists a constant a > 0
so that γ · v − β � a > 0 in V. Then we define the function

B(v) := γ · v − β.

Next we define the weight function ϕ ∈ C2([0, T ] × �) by

ϕ(t, x) = γ · x − βt. (3.4)

It follows that (∂t + v · ∇x )ϕ = B(v) > 0, which is essential in the derivation of
the Carleman estimate later.

Moreover, we define the transport operator

P f := ∂t f + v · ∇x f + σ f.

Let w(t, x, v) = esϕ f (t, x, v) for s > 0. We define the linear operator L by

Lw := esϕ(∂t + v · ∇x + σ)(e−sϕw) = Pw − sB(v)w.

We denote Q := (0, T ) × �. From the identity
∫

Q
|P f |2e2sϕ(t,x) dxdt =

∫

Q
|Lw|2 dxdt,

applying the integration by parts, one can derive the Carleman estimate in the
following proposition.
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Proposition 3.1. For a fixed γ1 > 0, suppose that (σ, μ) satisfy

sup
x∈�

B−1(v)|σ(x, v)| � Cσ in Ṽ := {v : |γ · v − β| � γ1}, (3.5)

and

sup
x∈�, v∈Sd−1

∫

Sd−1
|B(v′)|−2|μ(x, v′, v)|2dω(v′) � Cμ (3.6)

for some constants Cσ , Cμ > 0. Let f ∈ H1(0, T ; L2(S�)) satisfy v · ∇x f ∈
L2(S�T ) and f (T, x, v) = 0. Suppose the initial data f (0, x, ·) is supported in V .
Then there exist positive constantsC = C(a, γ0)and s0 = s0(d, γ1,Cσ ,Cμ, ‖σ‖L∞)

so that for all s � s0 > 0, we have

s
∫

V

∫

�

| f (0, x, v)|2e2sϕ(0,x) dxdv + s2
∫

Q

∫

Sd−1
B2| f |2e2sϕ dxdvdt

� C
∫

S�T

|∂t f + v · ∇x f + σ f − K ( f )|2e2sϕ dxdvdt

+ Cs
∫ T

0

∫

Sd−1

∫

∂�

| f |2e2sϕ(n(x) · v) dξ̃ (x, v)dt. (3.7)

Proof. Since f (T, x, v) = 0, for any vector v ∈ S
d−1, applying the integration by

parts leads to the following estimate:
∫

Q
|Lw|2 dxdt

=
∫

Q
|Pw|2 dxdt + s2

∫

Q
B2|w|2 dxdt − 2s

∫

Q
BwPw dxdt

� s2
∫

Q
B2w2 dxdt − 2s

∫

Q
Bw(∂tw + v · ∇xw + σw) dxdt

� s
∫

�

B|w(x, v, 0)|2 dx − s
∫ T

0

∫

∂�

B|w|2(n(x) · v)dλ(x) dt

+ s2
∫

Q
B2|w|2 dxdt − 2s

∫

Q
σ B|w|2 dxdt.

Using (3.5), we can bound the last term by the third term on the right, that is,

2s
∫

Q
σ B|w|2 dxdt � 1

2
s2

∫

Q
B2|w|2 dxdt

if s is large enough. Since w = esϕ f (t, x, v), integrating over Sd−1 yields the
Carleman estimate without the scattering:

s
∫

V

∫

�

| f (0, x, v)|2e2sϕ(x,0) dxdv + s2
∫

Q

∫

Sd−1
B2| f |2e2sϕ dvdxdt
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� C
∫

S�T

|P f |2e2sϕ dxdvdt + Cs
∫ T

0

∫

Sd−1

∫

∂�

| f |2e2sϕ(n(x) · v) dξ̃ (x, v)dt.

(3.8)

by noting that B � a > 0 in V and f (0, x, ·) is supported in V .
To derive (3.7), we observe that

∫

S�T

|P f |2e2sϕ dxdvdt � 2
∫

S�T

|P f − K ( f )|2e2sϕ dxdvdt

+2
∫

S�T

|K ( f )|2e2sϕ dxdvdt.

Due to B−1μ ∈ L2(Sd−1), applying Hölder’s inequality, we get
∣
∣
∣
∣

∫

Sd−1
μ(x, v′, v) f (x, v′, t) dv′

∣
∣
∣
∣

2

�
(∫

Sd−1
|B(v′)|−2|μ(x, v′, v)|2 dv′

) (∫

Sd−1
|B(v′)|2| f (t, x, v′)|2 dv′

)

.

It leads to
∫

Q

∫

Sd−1
|K ( f )|2e2sϕ dvdxdt =

∫

Q

∫

Sd−1

∣
∣
∣
∣

∫

Sd−1
μ(x, v′, v) f (t, x, v′)dv′

∣
∣
∣
∣

2

e2sϕ dvdxdt

� |Sd−1|Cμ

∫

Q

(∫

Sd−1
|B(v′)|2| f (t, x, v′)|2 dv′

)

e2sϕ dxdt,

(3.9)

which can then be absorbed by the second term on the left-hand side of (3.8)
provided that s is large enough. This ends the proof. 
�

We still need the following energy estimate (it can be showed by adapting the
argument in [Lemma 2.1, [38]] for our case V = S

d−1 and, therefore, we omit the
proof here):

Lemma 3.2. Let� be an open bounded and convex domain with smooth boundary.
Suppose that σ ∈ L∞(S�) and μ ∈ L∞(S�2) satisfy (1.3) and (1.4). Let f0 ∈
L∞(S�) satisfy (v · ∇x )

β f0 ∈ L∞(S�), β = 1, 2. Let f be the solution to the
problem

⎧
⎨

⎩

∂t f + v · ∇x f + σ f = K ( f ) + S in S�T ,

f = f0 on {0} × S�,

f = 0 on ∂−S�T ,

(3.10)

and satisfy f ∈ H2(0, T ; L2(S�)) and also (v · ∇x ) f ∈ H1(0, T ; L2(S�)).
Suppose that the source term has the form

S(t, x, v) = S̃(x, v)S0(t, x, v)

with S̃ ∈ L∞(S�) and

‖S0‖L∞(S�T ), ‖∂t S0‖L∞(S�T ) � c3
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for some constant c3 > 0. Then there exists a constant C > 0, which depends on
c3, ‖σ‖L∞(S�), and ‖μ‖L∞(S�2), so that

‖∂t f ‖L2(S�) � C
(‖S̃‖L2(S�) + ‖ f0‖L2(S�) + ‖v · ∇x f0‖L2(S�)

)
. (3.11)

Thenext theoremstates themain estimatewhichwill be used to prove the inverse
coefficient/source problems. It indicates that partial information of the source term
can be revealed by applying the Carleman estimate on the cut-off function of ∂t u
on the time variable see [38] for a similar argument.

Theorem 3.3. Under the sameconditions andhypotheses of Lemma3.2, let S0(0, x, v),
f0(x, v) and μ(x, v′, ·) be supported in V . Suppose that σ and μ satisfy (3.5) and
(3.6). Suppose that

0 < c1 � S0(0, x, v) � c2 in � × V

for some fixed constants c1, c2 > 0, and

S̃(x, v) = S̃(x,−v) in S�, S̃(x, ·) = 0 in {v ∈ S
d−1 : |γ · v| � γ0}.

(3.12)

Then there exists a positive constant C, depending on c j ( j = 1, 2, 3), ‖σ‖L∞(S�),
and ‖μ‖L∞(S�2), so that

‖S̃‖L2(S�) � C
(‖∂t f ‖L2(∂+S�T ) + ‖ f0‖L2(S�) + ‖v · ∇x f0‖L2(S�)

)
. (3.13)

Remark 3.1. From the proof below, one can see that the condition (3.12) can be
replaced by a slightly relaxed assumption:

∫

Sd−1
|S̃(x, v)|2 dv � c0

∫

V
|S̃(x, v)|2 dv for all x ∈ � (3.14)

for some fixed constant c0 > 0. Moreover, the conditions (3.5) (with small γ1) and
(3.6) are satisfied if σ and μ(·, ·, v) satisfy (3.12).

Proof. Let T be large enough so that

T >
max�(γ · x) − min�(γ · x)

β
,

that is,

max
�

(γ · x) < βT + min
�

(γ · x).

This implies

ϕ(T, x) = γ · x − βT � max
�

(γ · x) − βT < min
�

(γ · x) � ϕ(0, x).

Due to the continuity of ϕ, there exist constants ζ > 0, r0 and r1 so that

max
�

(γ · x) − βT < r0 < r1 < min
�

(γ · x)
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and
{

ϕ(t, x) � r1 for (t, x) ∈ [0, ζ ] × �;
ϕ(t, x) � r0 for (t, x) ∈ [T − 2ζ, T ] × �.

We consider the function

z(t, x, v) = χ(t)∂t f (t, x, v),

where f is the solution to (3.10) and χ ∈ C∞
c (R) is a smooth cut-off function

satisfying 0 � χ � 1 and

χ(t) =
{
1 for t ∈ [0, T − 2ζ ];
0 for t ∈ [T − ζ, T ].

Hence z satisfies z(T, x, v) = 0, z|∂−S�T = 0, and the nonhomogeneous transport
equation

Pz − K (z) = χ S̃(∂t S0) + (∂tχ)∂t f in S�T .

Note that since S0(0, x, v), f0(x, v) andμ(x, v′, ·) are supported in V , from (3.10),
it follows that the initial data

z(0, x, v) = S̃(x, v)S0(0, x, v) − v · ∇x f0 − σ f0 + K ( f0) (3.15)

is also supported in V , which satisfies the hypothesis of Proposition 3.1. Now,
applying Proposition 3.1 yields that

s
∫

V

∫

�

|z(0, x, v)|2e2sϕ(0,x) dxdv

� C
∫

S�T

|χ S̃(∂t S0) + (∂tχ)∂t f |2e2sϕ(t,x) dvdxdt + CsD. (3.16)

with

D := s
∫

∂+S�T

|z|2e2sϕ(t,x)(n(x) · v) dξ̃ (x, v)dt � eC1s‖∂t f ‖2L2(∂+S�T )

for some constant C1 > 0. Next we analyze the first term on the RHS of (3.16). To
this end, since ∂t S0 is bounded and ϕ(t, x) � ϕ(0, x), we obtain

∫

S�T

|χ S̃(∂t S0)|2e2sϕ(t,x) dvdxdt �C
∫

S�T

|S̃|2e2sϕ(t,x) dvdxdt

�C
∫

S�T

|S̃|2e2sϕ(0,x) dvdxdt

�C
∫

Q

∫

V
|S̃|2e2sϕ(0,x) dvdxdt (3.17)
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by applying the assumption (3.12), where C > 0 depends on c3. In addition, the
second term on the RHS of (3.16) is controlled by applying (3.11) and thus we
obtain

∫

S�T

|(∂tχ)∂t f |2e2sϕ(t,x) dvdxdt �Ce2sr0
∫ T−ζ

T−2ζ

∫

S�
|∂t f |2 dvdxdt

�Ce2sr0
(
‖S̃‖2

L2(S�)
+ ‖ f0‖2L2(S�)

+ ‖v · ∇x f0‖2L2(S�)

)

(3.18)

by noting that ∂t f |∂−S�T = 0, ∂tχ = 0 in [0, T − 2ζ ] ∪ [T − ζ, T ] and ϕ � r0 in
[T − 2ζ, T ]. Furthermore, (3.15) yields

∫

�

∫

V
|z(0, x, v)|2e2sϕ(0,x) dxdv + CeC1s

(
‖ f0‖2L2(S�)

+ ‖v · ∇x f0‖2L2(S�)

)

� C
∫

�

∫

V
|S̃(x, v)S0(0, x, v)|2e2sϕ(0,x) dvdx . (3.19)

Combining (3.16)-(3.19) together, it follows that

s
∫

�

∫

V
|S̃(x, v)S0(0, x, v)|2e2sϕ(0,x) dvdx

� C
∫

Q

∫

V
|S̃|2e2sϕ(0,x) dvdxdt + Ce2sr0‖S̃‖2L2(S�)

+ CeC1s(‖ f0‖2L2(S�)
+ ‖v · ∇x f0‖2L2(S�)

+ D).

Finally, using the facts that (3.12), S0(0, x, v) � c1 in V and ϕ(0, x) � r1 > r0,
the first two terms on the RHS will be absorbed by the LHS once s is sufficiently
large. This results in

s
∫

�

∫

V
|S̃(x, v)|2e2sr1 dvdx � eC1s(‖ f0‖2L2(S�)

+ ‖v · ∇x f0‖2L2(S�)
+ D),

which ends the proof. 
�
Remark 3.2. In the case that f0 ≡ 0, the term K ( f0) in z(0, x, v) vanishes au-
tomatically. Hence the assumption on the support of μ in Theorem 3.3 can be
removed.

With Theorem 3.3, we state and prove the uniqueness and stability estimate for the
linear coefficients.

Proposition 3.4. Let� be an open bounded and convex domainwith smooth bound-
ary. Suppose that σ j ∈ L∞(S�) and μ ∈ L∞(S�2) satisfy (1.3) and (1.4) for
j = 1, 2. Let N j : S� × R → R satisfy the assumption (1.7) with q(k) replaced

by q(k)
j for j = 1, 2, respectively. For ε > 0, let f j be the unique small solution to
⎧
⎨

⎩

∂t f j + v · ∇x f j + σ j f j + N j (x, v, f j ) = K ( f j ) in S�T ,

f j = εh on {0} × S�,

f j = 0 on ∂−S�T ,

(3.20)
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and F (1)
j = ∂ε|ε=0 f j , j = 1, 2. If σ1, σ2 and μ(·, ·, v) satisfy (3.12), then

‖σ1 − σ2‖L2(S�) � C‖∂t F (1)
1 − ∂t F

(1)
2 ‖L2(∂+S�T )

for h ∈ L∞(S�) with support in V satisfying 0 < c1 � h � c2 in � × V for some
positive constants c1, c2 and (v · ∇x )

βh ∈ L∞(S�), β = 1, 2.
In particular, ifAσ1,μ,N1( f0, 0) = Aσ2,μ,N2( f0, 0) for any ( f0, 0) ∈ X�

δ , then

σ1 = σ2 in S�.

Proof. Let w(1) := F (1)
1 − F (1)

2 , where F (1)
j is the solution to (3.3) with σ replaced

by σ j . Then w is the solution to

⎧
⎨

⎩

∂tw
(1) + v · ∇xw

(1) + σ1w
(1) = K (w(1)) − (σ1 − σ2)F

(1)
2 in S�T ,

w(1) = 0 on {0} × S�,

w(1) = 0 on ∂−S�T .

From the hypothesis, we have that F (1)
2 (0, x, v) = h is strictly positive in � × V

and also bounded from above in S�. Moreover, F (1)
2 and ∂t F

(1)
2 are in L∞(S�T ).

Indeed, one can see this by taking derivative with respect to t on (3.3):
⎧
⎪⎨

⎪⎩

∂2t F
(1)
2 + (v · ∇x )∂t F

(1)
2 + σ2∂t F

(1)
2 = K (∂t F

(1)
2 ) in S�T ,

∂t F
(1)
2 = −v · ∇x h − σ2h + K2h =: h̃ ∈ L∞(S�T ) on {0} × S�,

∂t F
(1)
2 = 0 on ∂−S�T .

(3.21)

By the well-posedness result in Proposition 2.4, the solution ∂t F
(1)
2 for (3.21) exists

in L∞(S�T ) if (h̃, 0) ∈ X�
δ . Hence, combining these together, there exist positive

constants c1, c2, c3 surely that

0 < c1 � F(1)
2 (0, x, v) � c2 in � × V, and ‖F(1)

2 ‖L∞(S�T ), ‖∂t F(1)
2 ‖L∞(S�T ) � c3.

Then F (1)
2 , acting as the source S0, satisfies all the conditions in Theorem 3.3.

In addition, since ∂t F
(1)
2 ∈ L∞(S�T ) and thus is in L2(S�T ), from the equa-

tion (3.3), we can derive that v ·∇x F
(1)
2 ∈ L2(S�T ). Similarly, we can differentiate

(3.21) again with respect to t to derive that ∂2t F
(1)
2 ∈ L2(S�T ) which leads to

(v · ∇x )∂t F
(1)
2 ∈ L2(S�T ). Applying the same argument, one can also deduce that

∂
β
t F

(1)
1 ∈ L2(S�T ) with β = 1, 2, then it implies (v · ∇x )F

(1)
1 , (v · ∇x )∂t F

(1)
1 ∈

L2(S�T ). Hence we obtain that w(1) = F (1)
1 − F (1)

2 satisfies the hypothesis

w(1) ∈ H2(0, T ; L2(S�)), (v · ∇x )w
(1) ∈ H1(0, T ; L2(S�))

in Theorem 3.3. We finally get ‖σ1 − σ2‖L2(S�) � C‖∂t F (1)
1 − ∂t F

(1)
2 ‖L2(∂+S�T ),

due to Theorem 3.3. Since Aσ1,μ,N1 = Aσ2,μ,N2 implies ∂t F
(1)
1 = ∂t F

(1)
2 on

∂+S�T , the uniqueness σ1 = σ2 then holds. 
�
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Remark 3.3. In the proposition, we impose the assumption that (v · ∇x )
βh ∈

L∞(S�) for β = 1, 2, so that the term w(1) = F (1)
1 − F (1)

2 has enough regu-
larity for applying Theorem 3.3.

On the other hand, when σ is given, we study below the reconstruction of μ.

Proposition 3.5. Under the same assumptions as in Proposition 3.4, suppose that
σ ∈ L∞(S�) and μ j ∈ L∞(S�2) satisfy (1.3) and (1.4) for j = 1, 2. Assume
that μ j := μ̃ j (x, v)p(x, v′, v) with μ̃ j ∈ L∞(S�) and p(x, v′, v) ∈ L∞(S�2)

and p(x, v′, v) � c > 0 for some positive constant c. Let f j be the unique small
solution to

⎧
⎨

⎩

∂t f j + v · ∇x f j + σ f j + N j (x, v, f j ) = K j ( f j ) in S�T ,

f j = εh on {0} × S�,

f j = 0 on ∂−S�T ,

(3.22)

and F (1)
j = ∂ε|ε=0 f j , j = 1, 2. If σ , μ̃1, μ̃2 and p(·, ·, v) satisfy (3.12), then

‖μ̃1 − μ̃2‖L2(S�) � C‖∂t F (1)
1 − ∂t F

(1)
2 ‖L2(∂+S�T )

for h ∈ L∞(S�) with support in V satisfying 0 < c1 � h � c2 in � × V for some
positive constants c1, c2 and (v · ∇x )

βh ∈ L∞(S�), β = 1, 2.
In particular, ifAσ,μ1,N1( f0, 0) = Aσ,μ2,N2( f0, 0) for any ( f0, 0) ∈ X�

δ , then

μ̃1 = μ̃2 in S�.

Proof. Let w(1) := F (1)
1 − F (1)

2 , where F (1)
j is the solution to (3.3) with (σ, μ)

replaced by (σ, μ j ). Then w(1) is the solution to
⎧
⎨

⎩

∂tw
(1) + v · ∇xw

(1) + σw(1) = K1(w
(1)) + (K1 − K2)F

(1)
2 in S�T ,

w(1) = 0 on {0} × S�,

w(1) = 0 on ∂−S�T .

The source term is (K1−K2)F
(1)
2 = (μ̃1−μ̃2)(x, v)

∫
p(x, v′, v)F (1)

2 (t, x, v′)dv′.
Following a similar argument as of that of the proof of Proposition 3.4, we can
deduce that μ̃1 = μ̃2 by applying Theorem 3.3. 
�

3.2. Recover the Nonlinear term

From Section 3.1, we have discussed how to reconstruct one unknown linear
coefficient from the measurement Aσ,μ,N provided that the other one is given.
Therefore, in this section, we suppose that (σ, μ) are recovered and only focus on
the reconstruction of the nonlinear term.

The setting is as follows: suppose that f j , j = 1, 2 are the solutions to
⎧
⎨

⎩

∂t f j + v · ∇x f j + σ f j + N j (x, v, f j ) = K ( f j ) in S�T ,

f j = εh on {0} × S�,

f j = 0 on ∂−S�T ,

(3.23)
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where the nonlinear term N j satisfy N j (x, v, f ) = ∑∞
k=2 q

(k)
j (x, v)

f k

k! .
To recover N j , it is sufficient to recover every q

(k)
j , k � 2. To this end, we apply

the induction argument and also rely on the higher order linearization technique to
extract out the information of q(k)

j from the measurement.
To simplify the notation, we denote the operator T by

T := ∂t + v · ∇x + σ − K .

Recall that F (k)
j = ∂kε |ε=0 f j . When k = 2, the function F (2)

j , j = 1, 2, satisfies
the problem

⎧
⎪⎨

⎪⎩

T F (2)
j = −q(2)

j (x, v)(F (1))2 in S�T ,

F (2)
j = 0 on {0} × S�,

F (2)
j = 0 on ∂−S�T

(3.24)

due to the well-posed result f j (t, x, v; 0) = 0. Notice that since both F (1)
j , j = 1, 2

satisfy (3.3) with the same data, the well-posedness for the initial boundary value
problem for the transport equation yields that F (1) := F (1)

1 = F (1)
2 .

We are ready to recover the coefficient q(2)
j .

Lemma 3.6. Suppose that σ ∈ L∞(S�) andμ ∈ L∞(S�2) satisfy (1.3) and (1.4).
Let σ , μ(·, ·, v), q(2)

1 and q(2)
2 satisfy (3.12). If h ∈ L∞(S�) with support in V

satisfying 0 < c1 � h � c2 in � × V for some positive constants c1, c2 and
(v · ∇x )

βh ∈ L∞(S�), β = 1, 2, then

‖q(2)
1 − q(2)

2 ‖L2(S�) � C‖∂t F (2)
1 − ∂t F

(2)
2 ‖L2(∂+S�T ) (3.25)

for some constant C > 0.

Proof. Let w(2) := F (2)
1 − F (2)

2 and then w(2) ∈ L∞(S�T ) satisfies

⎧
⎨

⎩

T w(2) = −(q(2)
1 − q(2)

2 )(x, v)(F (1))2 in S�T ,

w(2) = 0 on {0} × S�,

w(2) = 0 on ∂−S�T .

Following a similiar argument as in Proposition 3.4, Proposition 2.4 yields that
F (1) and ∂t F (1) are in L∞(S�T ). Therefore, we can derive that there exist positive
constants c1, c2, c3 so that

0 < c1 � F (1)(0, x, v) � c2 in � × V, and ‖(F (1))2‖L∞(S�T ), ‖∂t (F (1))2‖L∞(S�T ) � c3.

Then Theorem 3.3 leads to the estimate (3.25) immediately. 
�
SinceAσ,μ,N1 = Aσ,μ,N2 implies ∂t F

(2)
1 = ∂t F

(2)
2 on ∂+S�T , fromLemma3.6,

it suggests that

q(2) := q(2)
1 = q(2)

2
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when the boundary measurements are the same.
To recover the higher order terms q(m)

j , m > 2, notice that the function F (m)
j ,

j = 1, 2 satisfy the problem
⎧
⎪⎨

⎪⎩

T F (m)
j = −q(m)

j (x, v)(F (1))m + Rm, j in S�T ,

F (m)
j = 0 on {0} × S�,

F (m)
j = 0 on ∂−S�T ,

(3.26)

where

Rm, j (t, x, v) := ∂mε

(
m−1∑

k=2

q(k)
j

f kj
k!

)
∣
∣
∣
ε=0

. (3.27)

Notice that the remainder term Rm, j only contains the derivatives of f kj up to order

m − 1, that is, F (1)
j , . . . , F (m−1)

j , and also q(2)
j , . . . , q(m−1)

j .

Lemma 3.7. Let m � 3. Suppose that Aσ,μ,N1( f0, 0) = Aσ,μ,N2( f0, 0) for all

( f0, 0) ∈ X�
δ and also q(k)

1 = q(k)
2 for k = 2, . . . ,m − 1. Then for any 1 � k �

m − 1, we have

F (k)
1 = F (k)

2 in S�T .

Proof. We proceed by applying the induction argument. First we consider the case
m = 3. SinceAσ,μ,N1 = Aσ,μ,N2 , we have q

(2) := q(2)
1 = q(2)

2 due to Lemma 3.6.

Based on this, F (2)
1 and F (2)

2 satisfy the same initial boundary value problem with
the same source q(2)(x, v)(F (1))2. The well-posedness theorem yields that

F (2) := F (2)
1 = F (2)

2 in S�T .

Hence the case m = 3 holds.
Next by the induction, suppose that if q(k)

1 = q(k)
2 for k = 2, . . . ,m − 2,

then F (k)
1 = F (k)

2 in S�T , 1 � k � m − 2, holds. It is sufficient to show that

F (m−1)
1 = F (m−1)

2 when q(k)
1 = q(k)

2 for k = 2, . . . ,m − 1. To this end, we observe

that F (m−1)
j satisfy

⎧
⎪⎨

⎪⎩

T F (m−1)
j = −q(m−1)

j (x, v)(F (1))m−1 + Rm−1, j in S�T ,

F (m−1)
j = 0 on {0} × S�,

F (m−1)
j = 0 on ∂−S�T .

(3.28)

It is clear that q(m−1)
1 (x, v)(F (1))m−1 = q(m−1)

2 (x, v)(F (1))m−1 and Rm−1,1 =
Rm−1,2 by applying q

(k)
1 = q(k)

2 for k = 2, . . . ,m−1 and the definition of Rm−1, j ,

which only contains F (1)
j , . . . , F (m−2)

j and q(2)
j , . . . , q(m−2)

j . Therefore, F (m−1)
j

satisfies the same initial boundary value problem with the same source, which then
leads to F (m−1)

1 = F (m−1)
2 due to thewell-posedness theoremagain. This completes

the proof. 
�
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With Lemma 3.6 and Lemma 3.7, we can now stably and uniquely recover all
the terms q(k)

j for all k � 2.

Lemma 3.8. Suppose all conditions in Lemma 3.6 and Lemma 3.7 hold. Let q(m)
1

and q(m)
2 satisfy (3.12) for m � 2. If Aσ,μ,N1( f0, 0) = Aσ,μ,N2( f0, 0) for all

( f0, 0) ∈ X�
δ , then

q(m)
1 = q(m)

2 for all m � 2.

Proof. For any fixed positive integer m � 2, we will show that q(m)
1 = q(m)

2 by
applying the induction argument. Recall that we have shown the case m = 2, that
is, q(2)

1 = q(2)
2 . By the induction argument, we suppose that q(k)

1 = q(k)
2 for all

2 � k � m − 1. The objective is to prove q(m)
1 = q(m)

2 . From Lemma 3.7, we

can derive that F (k)
1 = F (k)

2 in S�T for k = 1, . . . ,m − 1. This implies that
Rm,1 = Rm,2 by the definition of Rm, j . Hence, we derive that

⎧
⎪⎨

⎪⎩

T (F (m)
1 − F (m)

2 ) = −
(
q(m)
1 − q(m)

2

)
(x, v)(F (1))m in S�T ,

F (m)
1 − F (m)

2 = 0 on {0} × S�,

F (m)
1 − F (m)

2 = 0 on ∂−S�T .

(3.29)

Note that as discussed above, for sufficiently small and well-chosen data h > 0,
there exist positive constants c1, c2, c3 so that

0 < c1 � F(1)(0, x, v) � c2 in � × V, and ‖(F(1))m‖L∞(S�T ), ‖∂t (F(1))m‖L∞(S�T ) � c3

for any integer m � 2. With these estimates, we can apply the Carleman estimate
again in Theorem 3.3 to the problem (3.29) to recover them-th order term, namely,

‖q(m)
1 − q(m)

2 ‖L2(S�) � C‖∂t F (m)
1 − ∂t F

(m)
2 ‖L2(∂+S�T ) (3.30)

for some constant C > 0. Thus q(m)
1 = q(m)

2 follows by the fact that ∂t F
(m)
1 =

∂t F
(m)
2 on ∂+S�T . 
�
Finally, we prove Theorem 1.1

Proof of Theorem 1.1. Since Aσ1,μ,N1 = Aσ2,μ,N2 implies ∂t F
(m)
1 = ∂t F

(m)
2 on

∂+S�T for m � 2, with (1.8), Proposition 3.4 and Lemma 3.8 immediately yield
the result. 
�

4. Inverse Problems on Riemannian Manifolds

LetM be the interior of a compact RiemannianmanifoldM with strictly convex
boundary ∂M , of dimension � 2. Let f be the solution to the problem

⎧
⎨

⎩

∂t f + X f + σ f + N (x, v, f ) = 0 in SMT ,

f = f0 on {0} × SM,

f = f− on ∂−SMT .

(4.1)



62 Page 30 of 41 Arch. Rational Mech. Anal. (2024) 248:62

The objective of the section is to recover σ and N (x, v, f ). For this purpose,
we will deduce the Carleman estimate and energy estimate on the Riemannian
manifolds. Since we could not find the relative results for the transport equation on
manifolds in the literature, we prove them in the upcoming subsection. Once these
are established, we will then turn to the determination of σ and N .

4.1. Carleman Estimate on Riemannian Manifolds

Let σ ∈ L∞(SM), we denote the operators

Pu := ∂t u + Xu + σu, P0 := ∂t + X,

where X is the geodesic vector field on SM . Recall that τ+(x, v) is the forward exit
time of the geodesic starting at (x, v) ∈ SM . Since the manifold is non-trapping,
there exists D > 0, such that 0 < τ+(x, v) < D for all (x, v) ∈ SM . In particular,
we let D be the least upper bound for τ+ on SM .

Since

Xτ+(x, v) = d

dk
τ+(φk(x, v))|k=0,

and τ+(φt (x, v)) = τ+(x, v) − t , we have

Xτ+(x, v) = lim
t→0

τ+(φt (x, v)) − τ+(x, v)

t
= lim

t→0

−t

t
= −1.

In particular, τ+ is a smooth function on SM .
We define the phase function ϕ by

ϕ(t, x, v) = −βt − τ+(x, v),

for some positive constant β, so that

P0ϕ = −β + 1 =: B > 0 if β < 1.

We first deduce the Carleman estimate for the transport equation on a Rieman-
nian manifold.

Theorem 4.1. (Carleman estimate) Let σ ∈ L∞(SM). There exists s0 and C > 0,
such that for all s � s0 > 0

C
∫ T

0

∫

SM
e2sϕ |Pu|2 d�dt

� Cs2
∫ T

0

∫

SM
e2sϕu2 d�dt + s

∫

SM
e2sϕ(0,x,v)u2(0, x, v) d�

− s
∫

SM
e2sϕ(T,x,v)u2(T, x, v) d�

− s
∫ T

0

∫

∂SM
e2sϕu2 dξ(x, v)dt,

for u ∈ H1(0, T ; L2(SM)) and Xu ∈ L2(SMT ). Here d� = d�(x, v) the volume
form of SM, dξ(x, v) = 〈v, n(x)〉g(x) dξ̃ (x, v) with n(x) the unit outer normal

vector at x ∈ ∂M and dξ̃ the volume form of ∂SM.
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Proof. Now let w(t, x, v) = esϕ(t,x,v)u(t, x, v), we define

Lw := esϕP0(e
−sϕw) = P0w − sBw.

We integrate Lw over [0, T ] × SM to get
∫ T

0

∫

SM
|Lw|2 d�dt =

∫ T

0

∫

SM
|P0w − sBw|2 d�dt

=
∫ T

0

∫

SM
|P0w|2 d�dt + s2B2

∫ T

0

∫

SM
|w|2 d�dt − 2sB

∫ T

0

∫

SM
w(P0w) d�dt

� s2B2
∫ T

0

∫

SM
|w|2 d�dt − 2sB

∫ T

0

∫

SM
w(P0w) d�dt

= s2B2
∫ T

0

∫

SM
|w|2 d�dt − sB

∫ T

0

∫

SM
∂t (w

2) d�dt − sB
∫ T

0

∫

SM
X (w2) d�dt

= s2B2
∫ T

0

∫

SM
|w|2 d�dt + sB

∫

SM
w2(0, x, v) d� − sB

∫

SM
w2(T, x, v) d�

− sB
∫ T

0

∫

∂SM
w2 dξ(x, v)dt.

Notice that Lw = esϕP0u and w = esϕ(t,x,v)u, the above calculation gives

∫ T

0

∫

SM
e2sϕ |P0u|2 d�dt

� s2B2
∫ T

0

∫

SM
e2sϕu2 d�dt + sB

∫

SM
e2sϕ(0,x,v)u2(0, x, v) d�

− sB
∫

SM
e2sϕ(T,x,v)u2(T, x, v) d�

− sB
∫ T

0

∫

∂SM
e2sϕu2 dξ(x, v)dt.

To incorporate the absorbing coefficient σ , observe that

|P0u|2 = |Pu − σu|2 � 2|Pu|2 + 2|σu|2,
which yields that

2
∫ T

0

∫

SM
e2sϕ |Pu|2 d�dt + 2

∫ T

0

∫

SM
e2sϕ |σu|2 d�dt

� s2B2
∫ T

0

∫

SM
e2sϕu2 d�dt + sB

∫

SM
e2sϕ(0,x,v)u2(0, x, v) d�

− sB
∫

SM
e2sϕ(T,x,v)u2(T, x, v) d�

− sB
∫ T

0

∫

∂SM
e2sϕu2 dξ(x, v)dt.

Since σ ∈ L∞(SM), by choosing sufficiently large s, the second term on the left-
hand side of the above inequality can be absorbed by the first term on the right-hand
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side, it follows that there exist s0 and C > 0 (independent of s), for all s � s0,
surely that

C
∫ T

0

∫

SM
e2sϕ |Pu|2 d�dt

� Cs2
∫ T

0

∫

SM
e2sϕu2 d�dt + s

∫

SM
e2sϕ(0,x,v)u2(0, x, v) d�

− s
∫

SM
e2sϕ(T,x,v)u2(T, x, v) d�

− s
∫ T

0

∫

∂SM
e2sϕu2 dξ(x, v)dt.


�
Remark 4.1. It is worth mentioning that different from Proposition 3.1 for the
Euclidean case, the Carleman estimate on Riemannian manifolds does not con-
tain the scattering term. This is due to the fact that our weight function ϕ =
−βt − τ+ depends on the direction v. In the proof of Proposition 3.1, see also [38],
it is essential that the weight function ϕ is independent of v, so that the integral
∫ T
0

∫

SM e2sϕ |K (u)|2 d�dt can be absorbed by the term s2
∫ T
0

∫

SM e2sϕu2 d�dt for
s > 0 sufficiently large.

On the other hand, if we replace −τ+ by some globally defined function ψ(x)
independent of v, then Xψ(x, v) = 〈v,∇ψ(x)〉g(x) can not always be positive. In
this case, (∂t + X)ϕ = −β + Xψ could be negative on SMT , consequently the
Carleman estimate can not hold for such weight function. Therefore, one can not
expect to find a globally defined Carleman weight independent of v to prove similar
Carleman estimates.

Next, we derive an energy estimate, which will be used to establish uniqueness
and stability results for an inverse source problem of linear transport equations on
manifolds later.

Lemma 4.2. Suppose σ ∈ L∞(SM) satisfies (1.3). Let f0 ∈ L∞(SM) satisfy
X f0 ∈ L∞(SM), and f− ∈ L∞(∂−SMT ) satisfy ∂t f− ∈ L∞(∂−SMT ). Suppose
that the source term has the form

S(t, x, v) = S̃(x, v)S0(t, x, v)

with S̃ ∈ L∞(SM),

‖S0(0, ·, ·)‖L∞(SM), ‖∂t S0‖L∞(SMT ) � c,

for some fixed constant c > 0. Let f be the solution to the problem
⎧
⎨

⎩

∂t f + X f + σ f = S in SMT ,

f = f0 on {0} × SM,

f = f− on ∂−SMT .

(4.2)
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Then there exists a positive constant C, depending on c, T , and ‖σ‖L∞(SM), so that

‖∂t f ‖L2(SM) � C
(
‖S̃‖L2(SM) + ‖ f0‖L2(SM) + ‖X f0‖L2(SM) + ‖∂t f−‖L2(∂−SMT )

)

(4.3)

for any 0 � t � T and

‖∂t f ‖L2(∂+SMT ) � C
(
‖S̃‖L2(SM) + ‖ f0‖L2(SM) + ‖X f0‖L2(SM) + ‖∂t f−‖L2(∂−SMT )

)

(4.4)

for f ∈ H2(0, T ; L2(SM)) and X f ∈ H1(0, T ; L2(SM)).

Proof. Taking derivative of the transport equation with respect to the time t gives

∂t (∂t f ) + X (∂t f ) + σ(∂t f ) = S̃(x, v)∂t S0(t, x, v). (4.5)

Then we multiply 2∂t f to (4.5) and integrate over SM to get

∂t

∫

SM
|∂t f |2 d� = −

∫

SM
X (|∂t f |2) d� − 2

∫

SM
σ |∂t f |2 d� + 2

∫

SM
S̃(∂t S0)∂t f d�

� −
∫

∂SM
|∂t f |2 dξ(x, v) + C

∫

SM
|∂t f |2 d� + C

∫

SM
|S̃|2 d�

� −
∫

∂−SM
|∂t f |2 dξ(x, v) + C

∫

SM
|∂t f |2 d� + C

∫

SM
|S̃|2 d�,

(4.6)
where the constant C > 0 depends on σ and c. Here we are using the fact that∫

∂+SM |∂t f |2 dξ(x, v) � 0. We denote E(t) = ∫

SM |∂t f |2(t, x, v) d�, integrate
(4.6) over the time interval (0, t), then

E(t) − E(0) � C
∫ t

0
E(s) ds + ‖∂t f−‖2L2(∂−SMT )

+ CT ‖S̃‖2L2(SM)

for 0 � t � T . In the meantime, let t = 0 in the transport equation, we obtain
∂t f (0, x, v) + X f0 + σ f0 = S(0, x, v), which gives

E(0) =
∫

SM
| − X f0 − σ f0 + S(0, x, v)|2 d�

� C
(
‖X f0‖2L2(SM)

+ ‖ f0‖2L2(SM)
+ ‖S̃‖2L2(SM)

)
.

Therefore

E(t) � C
∫ t

0
E(s) ds + C

(
‖X f0‖2L2(SM)

+ ‖ f0‖2L2(SM)
+ ‖∂t f−‖2

L2(∂−SMT )
+ ‖S̃‖2

L2(SM)

)
,

where C depends on σ, c and T . We apply the Gronwall’s inequality to get

E(t) � CeT
(
‖X f0‖2L2(SM)

+ ‖ f0‖2L2(SM)
+ ‖∂t f−‖2L2(∂−SMT )

+ ‖S̃‖2L2(SM)

)
,

which proves the estimate (4.3).
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To prove (4.4), we return to (4.6) and integrate it over (0, T ), by (4.3), we obtain

∫ T

0

∫

∂+SM
|∂t f |2 dξ(x, v)dt

� E(0) − E(T ) + C
∫ T

0
E(s) ds + CT ‖S̃‖2L2(SM)

+ ‖∂t f−‖2L2(∂−SMT )

� E(0) + C
∫ T

0
E(s) ds + CT ‖S̃‖2L2(SM)

+ ‖∂t f−‖2L2(∂−SMT )

� C
(
‖X f0‖2L2(SM)

+ ‖ f0‖2L2(SM)
+ ‖S̃‖2L2(SM)

+ ‖∂t f−‖2L2(∂−SMT )

)
,

where C depends on σ, c and T . 
�
Finally, we will apply the Carleman estimate in Theorem 4.1 and Lemma 4.2

to control the source term in the transport equation.

Theorem 4.3. Suppose σ ∈ L∞(SM) satisfies (1.3). Let f0 ∈ L∞(SM) satisfy
Xβ f0 ∈ L∞(SM) with β = 1, 2, and f− satisfy ∂t f− ∈ L∞(∂−SMT ). Suppose
that the source term has the form of

S(t, x, v) = S̃(x, v)S0(t, x, v)

with S̃ ∈ L∞(SM),

0 < c1 � S0(0, x, v) � c2 in SM and ‖S0‖L∞(SMT ), ‖∂t S0‖L∞(SMT ) � c3,

for some fixed constants c1, c2, c3 > 0. Let f be the solution to the problem
⎧
⎨

⎩

∂t f + X f + σ f = S in SMT ,

f = f0 on {0} × SM,

f = f− on ∂−SMT .

(4.7)

Then there exists a positive constant C, depending on c1, c2, c3 and ‖σ‖L∞(SM),
so that

‖S̃‖L2(SM) � C
(
‖∂t f ‖L2(∂+SMT ) + ‖ f0‖L2(SM) + ‖X f0‖L2(SM) + ‖∂t f−‖L2(∂−SMT )

)

(4.8)

for f ∈ H2(0, T ; L2(SM)) and X f ∈ H1(0, T ; L2(SM)).

Proof. We choose T > D/β, where D is the least upper bounded for τ+, then for
any (x, v) ∈ SM

ϕ(T, x, v) � −βT < −D � ϕ(0, x, v).

Since ϕ is continuous, there exist δ > 0 and −βT < α1 < α2 < −D such that

ϕ(t, x, v) > α2, for 0 � t � δ, (x, v) ∈ SM;
ϕ(t, x, v) < α1, for T − 2δ � t � T, (x, v) ∈ SM.
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Let χ ∈ C∞
0 (R) be a cut-off function, such that 0 � χ � 1 and

χ(t) =
{
1, 0 � t � T − 2δ,
0, T − δ � t � T .

Let u(t, x, v) = χ(t)∂t f (t, x, v), then

Pu = χ S̃∂t S0 + ∂tχ∂t f.

Moreover, u(T, x, v) = 0 and, from the transport equation,

u(0, x, v) = ∂t f (0, x, v) = −X f0 − σ f0 + S̃(x, v)S0(0, x, v).

We apply Theorem 4.1 to u and use ϕ(t, x, v) � ϕ(0, x, v) for t � 0 in SM ,

s
∫

SM
e2sϕ(0,x,v)| − X f0 − σ f0 + S̃S0(0, x, v)|2 d�

� C
∫ T

0

∫

SM
e2sϕ |χ S̃∂t S0|2 d�dt

+ C
∫ T

0

∫

SM
e2sϕ |∂tχ∂t f |2 d�dt + s

∫ T

0

∫

∂+SM
e2sϕ |χ∂t f |2 dξdt

� C
∫ T

0

∫

SM
e2sϕ(0,x,v)|S̃|2 d�dt

+ C
∫ T−δ

T−2δ

∫

SM
e2sϕ |∂tχ∂t f |2 d�dt + CeCs

∫ T

0

∫

∂+SM
|∂t f |2 dξdt

� CT
∫

SM
e2sϕ(0,x,v)|S̃|2 d�

+ Ce2sα1
∫ T−δ

T−2δ

∫

SM
|∂t f |2 d�dt + CeCs

∫ T

0

∫

∂+SM
|∂t f |2 dξdt.

By Lemma 4.2 and 0 < c1 � S0(0, x, v), it follows that

(s − CT )

∫

SM
e2sϕ(0,x,v)|S̃|2 d�

� Cs
∫

SM
e2sϕ(0,x,v)|X f0 + σ f0|2 d� + Ce2sα1

∫ T−δ

T−2δ

∫

SM
|∂t f |2 d�dt

+ CeCs
∫ T

0

∫

∂+SM
|∂t f |2 dξdt

� CeCs(‖X f0‖2L2(SM)
+ ‖ f0‖2L2(SM)

+ ‖∂t f−‖2L2(∂−SMT )
)

+ Ce2sα1‖S̃‖2L2(SM)
+ CeCs‖∂t f ‖2L2(∂+SMT )

.

Since ϕ(0, x, v) > α2, for s large enough so that s
2 > CT , we can derive that

1

2
se2sα2‖S̃‖2L2(SM)

� (s − CT )

∫

SM
e2sϕ(0,x,v)|S̃|2 d�

� CeCs(‖X f0‖2L2(SM)
+ ‖ f0‖2L2(SM)

+ ‖∂t f−‖2L2(∂−SMT )
)

+ Ce2sα1‖S̃‖2L2(SM)
+ CeCs‖∂t f ‖2L2(∂+SMT )

.
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Since α2 > α1, we choose s large enough such that s
2 se

2sα2 −Ce2sα1 > 0 we have
( s

2
e2sα2 − Ce2sα1

)
‖S̃‖2L2(SM)

� CeCs(‖X f0‖2L2(SM)
+ ‖ f0‖2L2(SM)

+ ‖∂t f−‖2L2(∂−SMT )
+ ‖∂t f ‖2L2(∂+SMT )

).

This completes the proof. 
�

4.2. Reconstruction of the Nonlinear Term on a Riemannian Manifold

Let f ≡ f (t, x, v; ε) be the solution to the problem
⎧
⎨

⎩

∂t f + X f + σ f + N (x, v, f ) = 0 in SMT ,

f = εh on {0} × SM,

f = 0 on ∂−SMT .

(4.9)

With the help of the Carleman estimate and linearization techinique, we are
ready to show the following two cases of N :

4.2.1. The Case N = ∑
q(k) f k

k! We show the first main result in the Riemannian
case.

Proof of Theorem 1.3. Consider N (x, v, f ) = ∑∞
k=2 q

(k)(x, v)
f k

k! , we can follow
similar arguments as in Section 3.1 and Section 3.2 in the absence of the scattering
term for the problem (4.9) to recover the unknown terms. In particular, we can
deduce that σ1 = σ2 and also q

(k)
1 = q(k)

2 in SM so that N1(x, v, f ) = N2(x, v, f )
by utilizing Theorem 4.3. 
�
4.2.2. The Case N = qN0( f ) Suppose that the nonlinear term has the form

N (x, v, f ) = q(x, v)N0( f ),

where N0 satisfies

‖N0( f )‖L∞(SMT ) � C1‖ f ‖	
L∞(SMT ), (4.10)

and

‖∂z N0( f )‖L∞(SMT ) � C2‖ f ‖	−1
L∞(SMT ) (4.11)

for a positive integer 	 � 2 and constants C1,C2 > 0, independent of f . We can
show as in the proof of Theorem 2.6 that the well-posedness of (4.9) holds under
the assumptions (4.10)-(4.11).

We will apply Theorem 4.3 to recover σ and q. The strategy is to recover σ

by applying the first linearization and Theorem 4.3. After that, we will employ the
second linearization to recover q.

The first linearization of the problem (4.9) with respect to ε at ε = 0 is
⎧
⎨

⎩

∂t F (1) + XF (1) + σ F (1) = 0 in SMT ,

F (1) = h on {0} × SM,

F (1) = 0 on ∂−SMT .

, (4.12)
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where recall that F (1)(t, x, v) := ∂ε|ε=0 f (t, x, v; ε). The problem now is reduced
to studying the inverse coefficient problem for linear transport equations.

Proposition 4.4. Suppose that σ j ∈ L∞(SM) satisfies (1.3) and q j ∈ L∞(SM)

for j = 1, 2. Let h ∈ L∞(SM) satisfy 0 < c1 � h � c2 for some positive
constants c1, c2 and Xβh ∈ L∞(S�), β = 1, 2. Let f j be the solution to the

problem (4.9) with σ replaced by σ j and q replaced by q j , and F (1)
j = ∂ε|ε=0 f j ,

j = 1, 2. Then

‖σ1 − σ2‖L2(SM) � C‖∂t F (1)
1 − ∂t F

(1)
2 ‖L2(∂+SMT ) (4.13)

for some constant C > 0.

Proof. To obtain (4.13), let w(1) := F (1)
1 − F (1)

2 and then w is the solution to
⎧
⎨

⎩

∂tw
(1) + Xw(1) + σ1w

(1) = −(σ1 − σ2)F
(1)
2 in SMT ,

w(1) = 0 on {0} × SM,

w(1) = 0 on ∂−SMT .

Note that F (1)
2 |t=0 = h is strictly positive in SM and also satisfies

‖F (1)
2 ‖L∞(SMT ), ‖∂t F (1)

2 ‖L∞(SMT ) � C for some constantC > 0. By Theorem 4.3,
it immediately implies (4.13). The proof is complete. 
�

With the establishment of Proposition 4.4, if Aσ1,N1 = Aσ2,N2 , then σ1 = σ2.
Hence we let σ := σ1 = σ2. Now we will recover q in the nonlinear term. To do
so, we apply the linearization again at ε = 0 to obtain

⎧
⎪⎨

⎪⎩

∂t F
(2)
j + XF (2)

j + σ F (2)
j = −q j (x, v)∂2ε |ε=0N0( f j ) in SMT ,

F (2)
j = 0 on {0} × SM,

F (2)
j = 0 on ∂−SMT .

(4.14)

Since f j |ε=0 = 0, by assumption (4.11), we get ∂z N0(0) = 0 and

∂2ε |ε=0N0( f j ) = ∂2z N0(0) (F (1)
j )2.

Notice that since F (1)
j , j = 1, 2 satisfy the same transport equation with the same

initial data and boundary data on ∂−SMT . The well-posedness theorem yields that

F (1) := F (1)
1 = F (1)

2 .

Therefore we denote M0(F (1)) := ∂2ε |ε=0N0( f j ) = ∂2z N0(0) (F (1))2 for j = 1, 2.

The function w(2) := F (2)
1 − F (2)

2 satisfies
⎧
⎨

⎩

∂tw
(2) + Xw(2) + σw(2) = −(q1 − q2)(x, v)M0(F (1)) in SMT ,

w(2) = 0 on {0} × SM,

w(2) = 0 on ∂−SMT .

(4.15)

According to Theorem 4.3, we then have the second main result in the Riemannian
case.
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Proposition 4.5. Suppose that σ ∈ L∞(SM) satisfies (1.3) and q j ∈ L∞(SM) for
j = 1, 2. Let h ∈ L∞(SM) satisfy 0 < c1 � h � c2 for some positive constants
c1, c2 and Xβh ∈ L∞(SM), β = 1, 2. Suppose that the nonlinear term satisfies
∂2z N0(0) > 0. Let f j be the solution to the problem (4.9) with q replaced by q j ,

and F (2)
j = ∂2ε |ε=0 f j , j = 1, 2. Then

‖q1 − q2‖L2(SM) � C‖∂t F (2)
1 − ∂t F

(2)
2 ‖L2(∂+SMT ) (4.16)

for some constant C > 0 depending on σ, h and N0.
Moreover, if Aσ1,N1( f0, 0) = Aσ2,N2( f0, 0) for any ( f0, 0) ∈ X M

δ , then

q1 = q2 in SM.

Proof. Since 0 < c1 � F (1)(0, x, v) = h � c2 and ∂2z N0(0) > 0, we have that
0 � c̃1 � M0(F (1)) � c̃2 for some positive constants c̃1, c̃2. One the other hand, by
applying Proposition 2.4 to the problem (4.12), we obtain that ‖F (1)‖L∞(SMT ) �
C‖h‖L∞(SM), and ‖∂t F (1)‖L∞(SMT ) � C‖Xh+σh‖L∞(SM) � C(‖Xh‖L∞(SM) +
‖h‖L∞(SM)). Now we can directly apply Theorem 4.3 to finish the proof. 
�
Proof of Theorem 1.4. Combining Proposition 4.4 and Proposition 4.5, we have
the unique determination of σ and N from the boundary data. 
�

Finally we end this section by proving Theorem 1.2, where the transport equa-
tion ∂t f +v ·∇x f +σ f +N (x, v, f ) = K ( f ) in�with N defined as N (x, v, f ) =
q(x, v)N0( f ), which is different from the setting in Section 3.

Proof of Theorem 1.2. By utilizing the techniques here and also in Section 3 (in
particular, Theorem 3.3), we can conclude the following two results: (1) If μ is
given, then σ and N are uniquely determined by the boundary data Aσ,μ,N .

(2) On the other hand, if σ is given, then μ and N are uniquely determined by
the boundary data Aσ,μ,N . 
�
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