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Abstract

We study the Muskat problem for one fluid in an arbitrary dimension, bounded
below by a flat bed and above by a free boundary given as a graph. In addition
to a fixed uniform gravitational field, the fluid is acted upon by a generic force
field in the bulk and an external pressure on the free boundary, both of which
are posited to be in traveling wave form. We prove that, for sufficiently small
force and pressure data in Sobolev spaces, there exists a locally unique traveling
wave solution in Sobolev-type spaces. The free boundary of the traveling wave
solutions is either periodic or asymptotically flat at spatial infinity. Moreover, we
prove that small periodic traveling wave solutions induced by external pressure
only are asymptotically stable. These results provide the first class of nontrivial
stable solutions for the problem.

1. Introduction

In this paper we study traveling wave solutions to the one-phase Muskat prob-
lem, which concerns the dynamics of the free boundary of a viscous fluid in homo-
geneously permeable porous media. The n-dimensional (n = 2) wet region .. ;)
lies above the flat bed of depth b > 0 and below the free boundary that is the graph
of an unknown time-dependent function ¢, i.e.

Qe ={xeT xR| —b <x, <(x',0)}, (1.1)

where the cross-section I is either R"~! or T"~! := R*~! /(27 7Z"~1). Here, for
any point x € I' x R we split its horizontal and vertical coordinates as x = (x’, x,,).
We denote the free-boundary and the flat bed respectively by X;(. ;) and X_p; that
is,

Seen =x €T xR |x, =¢(x,0)}and T, = {x e T xR | x, = —b}. (1.2)
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We posit that when the cross-section is R”~!, the free boundary ¢ (x’, r) decays as
|x'| — oo.

The fluid is acted upon in the bulk by a uniform gravitational field —e,, pointing
downward, where e, is the upward pointing unit vector in the vertical direction,
and a generic body force f(~, 1) : Q¢(,n — R". Then the fluid motion in the porous
medium is modeled by the Darcy law

w+ VP =—e,+f and divw =0 in Q0. (1.3)

where, for the sake of simplicity, we have normalized the dynamic viscosity, the fluid
density, and the permeability of the medium to unity. Here, w and P respectively
denote the fluid velocity and pressure. On the surface, the fluid is acted upon by a
constant pressure Py from the dry region above ;. ;) and an externally applied
pressure ¢ (-, t) : X¢(..) — R. This leads to the boundary condition

P=Py+¢ onX.p. (1.4)
The no-penetration boundary condition is assumed on the flat bed:
w, =0 onX_,. (1.5)
Finally, the free boundary evolves according to the kinematic boundary condition
W =w-(=V'¢, 1) onZep. (1.6)
We shall refer to the following system as the (one-phase) Muskat problem

w+ VP =—¢, —|—¥ in Q;(‘yt)

divw =0 in Q;("t)

W =w-(=V'¢.1) on Tep (1.7)
P=P+¢ on X p)

w, =0 on X_p.

In the absence of the body force and the external pressure, i.e. f =0and¢ =0,
(1.7) is called the free Muskat problem.

The free Muskat problem can be recast as a nonlocal equation for the free
boundary function 7 (see (2.17)). It was proved in [12] that the problem is locally-
in-time well-posed for large data ng € H*(I") for any 1 + % < s € R, which
is the lowest Sobolev index guaranteeing that ng € W1o°(T"). We also refer to [3]
for local well-posedness for the case of non-graph free boundary. The free Muskat
problem admits the following trivial stationary solutions

0, —x, + Pp,0) if =R,

w,P,{) = 1.8
( ) 0, —xp +c+ Py, ¢), ce R if T =T""1. (-5

In fact, under mild regularity and decay assumptions, (1.8) are the only station-
ary solutions. They have been proved to be stable in various norms [4,5,11,13]. To

the best of our knowledge, (1.8) are the only solutions that are known to be stable.
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In this paper we are interested in the construction of nontrivial special solu-
tions and the stability of them. In view of the translation invariance of (1.7) in the
horizontal directions, it is natural to consider traveling wave solutions. These are
solutions that propagate along a fixed direction, which without loss of generality we
may assume is the x-direction, with constant velocity y. To this end, we assume
that

¢(x, 1) = p(x — yrer) and f(x, 1) = f(x — yter) (1.9)

and make the traveling wave ansatz
') = (" = ytey). (1.10)
This determines the unknown domain Q, = {x e ' xR | —b < x, < n(x')}

as well as the free boundary ¥, = {x e ' xR | x, = n(x")} as before. We then
define the traveling wave unknowns v : 2, — R" and ¢ : 2, — R via

w(x,t) =v(x —ytey) and P(x,t) = Py — x, + q(x — ytey). (1.11)

In the latter we have subtracted off the hydrostatic pressure, as is often convenient.
The new equations for (v, g, n) read

v+Vg=HF in

divv =0 in ,
—yoin=v-N onk, (1.12)
g—n=¢ on %,
v, =0 on X_p,
where
N =(=V'n, 1. (1.13)

We pause to remark that the only solutions to the free version of (1.12) (f =0
and ¢ = 0) are the trivial solutions as given in (1.8). Indeed, assuming that (v, g, 1)
is a decaying solution, then using Green’s theorem and the boundary conditions for
v and ¢, we obtain

N
/ |v|2dx=—/ v'qux:—/ q(v-—)dS
Q, Q b IN]

n n

—/ qvndS—i—/ q div vdx :yf ndyndx = 0. (1.14)
X Q r

It follows that v = 0 and hence ¢ = c¢, a constant. Consequently n(x’) =
g(x’,n(x")) = c¢. When I' = R"~! this implies that = ¢ = 0 since 7 de-
cays. Thus (v, q,n) = (0,0, 0) is the trivial solution when I' = R"~! In the
periodic case, I' = T~ we obtain the trivial solutions (v, q,n) = (0,c,c), for
¢ € R (one can uniquely determine ¢ by fixing a mass of the fluid). This is not a
surprise since for free Muskat problem, the energy dissipates, so it cannot sustain
the permanent structure of traveling waves. It is therefore necessary to have some
sort of external energy in order for traveling wave solutions to exist. In the context
of (1.12), this is provided by the external bulk force f and the external pressure ¢.

n
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Our first main result states that for suitably small § and ¢, there exists a lo-
cally unique traveling wave solution to (1.12) in Sobolev-type spaces. Note that in
the following statement we employ a reformulation of the problem (1.12) as well
as some nonstandard function spaces; these will be explained after the theorem
statement:

Theorem 1.1. (Proved in Sect.4.2) Let 5 — 1 < s € N and consider the open set

Ui =@, p.m) € n H'PH QR x HP2(Q) x H2(E) | Inllggsare < 8)
(1.15)
with § > 0 as constructed in Theorem 4.3. Define the open set € C R to be R if
' =T" ! and R\{0} if T = R"~\. Then there exist open sets

D C Ex HP2(S)x HS P (D xR) x HS T (Q; R") x HSP2(D xR; R") and S° C U}
(1.16)
such that the following hold:

(1) € x {0} x {0} x {0} x {0} € D’ and (0,0, 0) € S*.
(2) For each (y, o, ¢1, fo, f1) € D°* there exists a locally unique (u, p,n) € S*
classically solving

u+Vap+ VaPn =IM [fo+ 10yl inQ:=T x (=b,0)

divu =0 in Q

—yoin =up onY =T x {0} (1.17)
P =90+ @108, ony

up, =0 on X_yp.

(3) The map D° 3 (v, o, @1, §o. f1) — (u, p, n) € 8 is C' and locally Lipschitz.

Some remarks are in order.

(1) (1.17) is a reformulation of (1.12) in the fixed domain 2 and with f(x) =
fo(x") 4+ f1(x) and (x) = @o(x") + ¢1(x). See Sect.2.1 for the derivation of
(1.17) and for the precise meaning of A, J, M and Sy- The preceding forms
of f and ¢ are imposed since we assume less regularity for f and ¢ when they
are independent of the vertical variable x,,. Note also that the integer constraint
for the regularity parameter s comes from the need to verify that the maps
(f1,m) = f1 0§y and (@1, 1) — @1 0§, are Cl. If these forcing terms are
ignored, then we may relax this requirement for s: see Theorems 6.1 and 6.3.

(2) The space , H**t1(Q; R") is defined in Definition 3.13.

(3) When the cross-section is T”~!, the boundary function 7 is constructed in
oS ("= 1), the usual Sobolev space of zero-mean functions. On the other hand,
when the cross-section is R”~!, then 7 belongs to the anisotropic Sobolev
space HH%(R”_I), as defined in Definition A.1. At high frequencies this
space provides standard H°3/2 Sobolev control, but at low frequencies it only
controls

2 4
/ ST e pae. (1.18)
o,y 1§l
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2 4
The modulus i IJSF Ilf I naturally arises from the linearized operator d; — |D|

tanh(b| D|) and the following structure of the nonlinearity at low frequencies:
N = |D|N. The anisotropic Sobolev space H* (Rd ), which satisfies the inclu-
sions H*(RY) C H*(RY) € HS(R?) + C°(RY), was introduced in [9] for the
construction of traveling wave solutions to the free boundary Navier—Stokes
equations and plays a key role in our construction here. We recall the definition
and basic properties of H*® in Appendix A.1.

(4) Theorem 1.1 asserts the uniqueness of traveling wave solutions in the small but
does not exclude the possibility of nonuniqueness in the large.

Our proof of Theorem 1.1 is based on the implicit function theorem, applied
in a neighborhood of the trivial solutions obtained with y € €, jo = i = 0,
9o =¢1 =0,u =0, p=0,and n = 0. In order for this strategy to work, we need
a good understanding of the solvability of the linear problem

u+Vp+Ven=F inQ

divu =G in

U, +yoin=H on X (1.19)
p=K on X

up, =0 on X_p,

which is obtained by linearizing the flattened reformulation of (1.12) givenin (1.17)
around the trivial solutions. More precisely, we need to identify appropriate function
spaces E and F for which the linear map E > (u, p,n) — (F,G,H,K) € F
induced by (1.19) is an isomorphism. When I' = T”~! the function spaces we
employ are standard L?—Sobolev spaces, but when I' = R"~! even identifying
appropriate spaces turns out to be quite delicate for a couple reasons. First, in
L?—Sobolev spaces on the infinite domain Q = R"~1 x (=b, 0) there are some
subtle compatibility conditions that the data tuple (F, G, H, K) need to satisfy, and
these need to be encoded in F. Second, as mentioned in the above remarks, even
when the data satisfy the appropriate compatibility conditions, the free surface
function n necessarily lives in the strange anisotropic Sobolev spaces given in
Definition A.1, which behave like standard L>—based Sobolev spaces at large
frequencies but have unusual anisotropic behavior at low frequencies (for instance,
these spaces are not closed under composition with rotations). Similar issues arose
in the second author’s recent work on the construction of traveling wave solutions
to the incompressible Navier—Stokes system [7,9,14], and fortunately, we were
able to adapt some of the techniques used in those works to handle the Muskat
construction of Theorem 1.1.

In identifying the appropriate function spaces, we also uncover the method for
showing that (1.19) induces an isomorphism. We first take the divergence of the
first equation and eliminate u to arrive at a problem for p and 5 only, (3.1). To
solve this problem we initially ignore the 7 terms and view the resulting problem
as an overdetermined problem for p, (3.13). This overdetermined problem is only
solvable for data satisfying certain compatibility conditions, reminiscent of those
from the closed range theorem, which we identify in Sect. 3.2. These turn out to be
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the key to solving (3.1), as they lead us to a pseudodifferential equation for 7 that
can be solved independently of p:

[—ivé + &l tanh (€1 D) ] 71(6) = ¥ (). (1.20)

Here v is a specific function determined linearly by the data in (3.1) (see (3.59) for
the precise definition). It is this equation that forces 7 into the anisotropic Sobolev
spaces, but in turn the spaces allow us to construct 7 and verify that it is a reasonably
nice function. Note that when I' = R"~! we require y # 0 precisely because this
term is responsible for ensuring that 7 is a nice function; in the case y = 0 we lose
the ability to verify this. With 5 in hand, we can then solve for p and show that
(3.1) induces an isomorphism (see Theorem 3.12). Then in Theorem 3.17 we show
that we can return to (1.19) and uncover an isomorphism. Finally, in Sect.4, we
verify that our function spaces are nice enough to be used in an implicit function
theorem argument and then employ the IFT to prove Theorem 1.1.

Itis natural to investigate the stability of the traveling wave solutions constructed
in Theorem 1.1, and we next turn to this topic. We expect that the stability analysis
depends on the type and form of external forces. In our second main result, we
prove that under the sole effect of the external pressure (i.e. fo = f; = 0), the small
periodic traveling wave solutions constructed in Theorem 1.1 are asymptotically
stable. For simplicity we state the result for ¢ (x) = go(x’).

Theorem 1.2. (Proved in Sect.6.2 ) Let y € Rand 1 + % < s € R. There exists

a small positive constant €, = &.(s, b, n) such that if ||V<p0||H E4,

=Yy T
then the unique steady solution n, € H* (T"=1) of (2.17) with ¢(x) = @o(x) is
asymptotically stable in H*(T"1). More precisely, there exist positive constants
v and §, both depending only on (s, b, n), such that if ny € H* (T satisfies
In0 — n«ll5s < &, then the dynamic problem (2.17) with initial data 1o has a
unique solution n € ny + Bys0,77)(0, v) for all T > 0, where

YS([0, T1) = I°((0, T1; H* (T~ N LA, T1; 53T Yy); (121
moreover, we have the estimates
In(@) = nellas < no — nellpse™ " Vi >0 (1.22)
and
/OO In@) =l dr < I (1.23)
0 n M H'H'% = 200 no — N«llgs» .
where co = co(s, b, d).

To be best of our knowledge, Theorem 1.2 provides the first class of nontrivial
stable solutions to the one-phase Muskat problem with graph free boundary.

Inspired by the proof of stability of the trivial solution for the Muskat problem in
[11], we obtain the stability of small periodic traveling wave solutions by linearizing
the Dirichlet—-Neumann operator about the flat surface,

G(nh = m(D)h + R(n)h, m(D) = |D|tanh(b|D|), (1.24)
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and establish good boundedness and contraction estimates for the remainder R(7).
More precisely, the results obtained in Sect. 5 imply the estimates

-1
D172 RAl s pay S Il gseray IVRI 21+ i

52 (Td) H'H—%(Td) IVh ||Hx—1(']1'd)

(1.25)
and

_1
D]~z {R(n1)h — R(n2)h} ||H.v(11*d)
< sy (1901 oy =+

+ lIns|l

% r4) g+ oy VAl gs- W)) (1.26)

Y+7 (Td) ||Vh||Hs 1(Td)>»
where ns = n1 — 2 and d = n — 1. The estimates in Sect.5 for the Dirichlet—
Neumann operator are obtained for the free boundary belonging to the anisotropic
Sobolev spaces H*(I'), I" € {R?, T9}, and are of independent interest.

Now, fix a traveling wave solution 1, with data ¢g. The perturbation f = n— .
then satisfies

O f =yo1f—m(D)f+[RM:) M« + ¢0) — R + ) (s + 90) ] — R+ 1) f.

(1.27)
Assuming that fo has zero mean in H*(T¢), then f(¢) has zero mean for r > 0.
When performing the H® energy estimate, the dissipation term m (D) yields a gain
of % derivative:

(m(D) f, f)pscray = cols, b, d>||f||2s+%(w). (1.28)

On the other hand, by virtue of (1.25) and (1.26), we can control the nonlinear
terms in (1.27) in H*~2(T%) by

Cla+ ||f||Hs<w>)||f||2x+%(w), (1.29)

where the coefficient « is small when ¢g and 7, are small. Therefore, if || £ (¢)|| g+ is
small globally, then it decays exponentially. On the other hand, the global existence
and smallness of || f(¢)||ys are proved by appealing to the estimates (1.25) and
(1.26) again for the mild-solution formulation of (1.27).

2. Problem Reformulations

In this section we present two reformulations we will use in proving our two
main theorems. The first one is a reformulation for the general traveling wave
system (1.12) in a flattened domain. When the generic body force f is absent, we
present areformulation for the dynamic problem (1.7) using the Dirichlet-Neumann
operator.
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2.1. Flattening the Traveling Wave System

Consider the flat domain Q2 := Q¢ = I" x (—b, 0) and write ¥ = X = I" x {0}.
We define the Poisson extension operator 3 as in Appendix 7. Assuming that
n € H3/2(2) (see Definition A.1 for the precise definition of this anisotropic
Sobolev space), we define the flattening map §, : Q- fz,, via

Fn () = (s x0 + P4+ x,/b) = x +Pn(x) 1 +xn/b) ey (2.1)

Note that §,|z_, = I and §,(X) = X,. We compute

_ I O;—1)x1
V(o) = ((1 X /D)) 1+ P /b + P () (1 + xn/b>) - 22

We define the functions J, R : Q — (0, o0) via

300) = det VF,(x) = 1+ PBn(x)/b + 8, B0 ) (1 + x,/b) and &(x) = 1/3(x).

(2.3)
It will be useful to introduce the matrix field M : Q@ — R"*" via
- Iy —Rx)A+ xn/b)V“ﬁn(X)>
M(x) = (V T _ n . 2.4
() = (Y, () (le(n_l) ae) (2.4)

Our interest in the field M comes from a trio of useful identities it satisfies.
The first is Piola identity,

9j[JM;jl=0for1 =i < n. (2.5)
The second and third are a pair of identities on ¥ and ¥_:
IMe,|s = (—V/n, 1) and 3Men|27b = €p. (2.6)
To see the utility of the Piola identity note that v : 2, — R" satisfies divv = 0
if and only if b = v o §,; : @ — R”" satisfies JM;;0;0; = 0 (the summation
convention is used here), but
IM;j0;0; = 9;[IM;;0;] = 3]'[3/\/1,?,@1'], 2.7

so a further equivalent condition is that u = IMTH : Q@ — R” satisfies divu = 0.

In light of the previous calculations, we use §, and M to rephrase the traveling
wave Muskat system (1.12) in the fixed domain € by defining u = JMTv o Sy
and p = —Pn + g o §,. The new system reads

U+VAp + VuPn =IMT50F, inQ

divu =0 in
—yoin = up on X (2.8)
p =§0o§n on X%

u, =0 on X_p,
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where A : @ — R is defined by
A@x) =J@MT ()M (x)
_ < I, —(1 +xn/b)V"Bi7(x) )
—(1 + /D) VP (x) R&) + RE) (1 + x,/D)* [V'Fnx)[*)
2.9)

and we write
Vay = AVy. (2.10)

2.2. Dirichlet—Neumann Reformulation

We consider the dynamic Muskat problem (1.7) withff = 0and ¢(x,t) =
¢(x — yter). Inthe moving frame x — x — yte;, we make the change of variables

) =" —yter, 1), wx, 1) =v(x —ytey, 1),
P(x,t) =Py —x, —q(x — ytey, t) 2.11)
to obtain the system
v+Vg=0 inQ,,
divv =0 inQ,,
o —ydin=v-(V'n, 1) onX,, (2.12)
g=n+¢ onXy
v, =0 onX_p,

This problem can be recast on the free boundary by means of the Dirichlet—
Neumann operator (2.14) defined as follows. Let i be the solution of

Ay =0 inQy,
Y =f onZXZy, (2.13)
dy =0 on X_p.
The Dirichlet—-Neumann operator associated to €2 is denoted by G (n) and
[G) 1) := N - (V) ', n(x), NG = (=Vn(x), D, (2.14)
By taking the divergence of the first equation in (2.12), we deduce that ¢ satisfies
Ag =0 in
qg=n+¢C.n) onx, . (2.15)
dng =0 onZ_p,
It follows from the third equation in (2.12) that
v (=Vn, 1) ==Vg - (=V'n, 1) = =G (n + ¢, n()), (2.16)

where G (1) denotes the Dirichlet-Neumann operator for €2,,. Therefore, 1 obeys
the equation

dn=ydn—Gmn+etnE)) onR" xRy, (2.17)
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3. Linear Analysis for the Traveling Wave System

In this section we study the linearization of (2.8) around the trivial solution,
which is the system (1.19), where (F, G, H, K) are given data. Note that for the
purposes of studying the linearization of (2.8) we could reduce to the case G = 0
and H = 0; we have retained these terms here for the sake of generality.

We can eliminate u to get an equivalent formulation of the problem. Indeed, we
take the divergence of the first equation and then use the first equation to remove u
from the boundary conditions. This results in the problem

—Ap=G—divF inQ
—0pp— 0Py +yoin=H — F,(-,0) onX
3.1
p=K onX
—0up — 0Py = —Fu (-, —b) on X_p.

We will study this form of the problem and eventually show that it is equivalent to
(1.19).

Remark 3.1. Throughout what follows we will often abuse notation by identifying
L~ ,~Te (R, TN (3.2)

in order to allow us to handle linear combinations of functions defined on X, ¥_j,
and I" in a simple way. In reality we actually identify these through the natural
isometric isomorphism, but this is obvious and the corresponding notation is too
cumbersome to introduce.

3.1. The upper-Dirichlet-lower-Neumann Isomorphism

Consider the problem
—Ap=f inQ
p=k on X (3.3)
—dyp =1 onX_y

for given (f, k, 1) € H*(Q) x H*1t3/2(2) x H*T1/2($_}). Associated to this PDE
is the bounded linear map

Ty : H*T2(Q) — HY(Q) x H'T2(2) x HT1/2(2_p) (3.4)

given by
Top = (—Ap, pls, =0 pls_)- (3.5)

Theorem 3.2. The map Ty is an isomorphism for every 0 < s € R.
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Proof. To see that Ty is injective we suppose that Ty p = 0, multiply the resulting
equation —Ap = 0 by p and integrate by parts. Using the boundary conditions
contained in the identity Tpp = 0, we deduce that fQ |Vpl? =0, andso p =0in
Q since p = 0 on X. Thus p = 0, and injectivity is proved.

It remains to prove that T is surjective, and this ultimately boils down to the
weak solvability and elliptic regularity associated to the problem (3.3), which we
will briefly sketch. We initially define the space H'(Q) = {f € H'(Q) | f =
O on X}, which we can equip with the inner-product (f, g)oy1 = fQ Vf.Vg.
This in indeed an inner-product and generates the usual H' topology thanks to a
Poincaré-type inequality provided by the vanishing on X. Then by Riesz repre-
sentation, for any F € “H'(Q))*, there exists a unique p € OH'(Q) such that

/va Vg = (F.,q)forallg € "H'(Q), and [[pllog = I1Fllog1 - (3.6)

Next we considers € Nanddata f € H*(Q)and! € HT1/2(Z_). According
to standard trace theory and the above, we can then find a unique p € *H'(2) such
that

/ Vp-Vq =/ fq+/ Ig forallg € "HY (), and [ pllogt < 11f s + I gss12 -
Q Q PIENN

3.7
Standard interior elliptic regularity shows that p € H, S+2(Q) and —Ap = finQ.

loc
Using horizontal difference quotients, we may deduce in turn that

> 0%plog SNl + Wl gssrre (3.8)
loe| Ss+1,0,=0

We then recover control of the vertical derivatives by using the identity —33 p =
A p + f together with a simple iteration argument; this yields the inclusion p €
H512(Q) with the estimate

[Pl gs+2 S W lgs 4 1l gs+s2 - (3.9)

Returning to the weak formulation and integrating by parts, we find that

/(—Ap — f)g =/ (L + 0, p)g forall g € "H' (), (3.10)
Q b

and hence that —d,p =11 on X_;. Thus, p € H1t2(Q) N OH(Q) satisfies Top =
(£,0,0).

For each s € N this analysis defines a bounded linear map Sy : H*(2) x
HTV2(2_ ) — HT2(Q) N YHY(Q) via So(f,1) = p. Employing the usual
Sobolev interpolation theory (see, for instance, [2,15]), we deduce that Sy extends
to a map between the same spaces but for all 0 < s € R.

Now suppose that f € H*(Q), k € Ht3/2(X), and | € H/2(2_,) for
some 0 < s € R. By trace theory, we can pick K € H**?(Q) such that P = k
on ¥, H: K = k on X. Using the above, we then find P = So(f + AK,[l +
0,K) € Ht2(Q)NOH(Q), which satisfies ToP = (f + AK, 0, + 98, K). Then
p:=P+K e H312(Q) satisfies Top = (f, k, 1), and we conclude that Ty is
surjective. O
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Later in our analysis we will need to consider the following bounded linear
operator:

Definition 3.3. We define the bounded linear map E : H*3/2(%) — H'T(Q)
via 8k = T, (0, k, 0).

The next result records a crucial property of E.

Theorem 3.4. The map E from Definition 3.3 satisfies @7{(5, Xp) = 12(5 YO, xp)
for& € T', where Q : R"™! x (=b, 0) — R is defined by
cosh(|§| (x, + b))

0, xp) = cosh(E]) (3.11)

Note that in the case T' = T"~" we have that the dual group is ' = 7"~ c R~
and Q is given by restriction to T'.

Proof. Write p = TO_1 (0, k, 0) € H*T2(), and let p denote its horizontal Fourier
transform. Then p satisfies the ordinary differential boundary value problem

(—E1* + 82 p(&, x,) =0 for x, € (—b,0)
P(E,0) = k(&) (3.12)
3. p(&, —b) = 0.

From this it’s an elementary exercise to verify that p(&, x,) = 12(;; )O(, x,), and
the result follows. O

3.2. The Over-Determined Problem: Compatibility Conditions
Consider the over-determined problem

“Ap=f ingQ
—k %

p on (3.13)

—dp=hy onX

—d,p=h_ onX_,

for given (f, hy, h_, k) € H*(Q) x HT/2(2) x HSTV2(2_p) x HP/2(%).
Associated to (3.13) are a pair of compatibility conditions. The first actually is
associated to a sub-system of (3.13).

Proposition 3.5. Suppose that (f, ho, h_) € H*(Q)x Ht1/2(2)yx HH1/2(2_)
and p € H " (Q) satisfy
—Ap=f inQ
—hp=hy onx (3.14)
—hp=h_ onX_p.

Then the following hold:
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() IfT =R""L, then

0
/ fCox)dxy — (hy —h_) e HX(Z)NH™'(T) (3.15)
—b
and we have the bounds

0
[/b JCoxn)dxn — (hy — h—)] S lpllge

H-2

0
and |:./b fG xp)dx, — (hye — h_):| ' S “ V/p”L2 . (3.16)
_ 4

() IfT =T""!, then
0
/ £0, x)dxy — (h1(0) — h_(0)) = 0. (3.17)
—b

Proof. We will only record the proof for I' = R"~!, as the other case follows from
similar but simpler analysis. We have that

0 0 0
/ fCoxp)dx, = / —A/P(w Xp)dx, — / 8317('9 X,)dx,. (3.18)
—b —b

We then compute

0 0
/ —A'p(, xp)dx, = —A’/ p(-, xp)dx, (3.19)
—b —b
and
0
/ 32p(, xp)dxy = 8, p(-, 0) — 8, p(-, —b) = —(hy — h_). (3.20)

Combining these, we see that

0

0
/ FCox)dx, —(hy —h_) = —A’/ p(, xp)dx,, (3.21)
—b b

and the H 2 inclusion and estimate then follow from an application of Cauchy-
Schwarz, Fubini—Tonelli, and Parseval:

0 ? (&P2 | [° ?
I:_A// p(, xn)dxn] ) Z/ ) / ﬁ(é» xp)dx, | d&
—b g2 Jre-t |E] —b
0
gbzf / |ﬁ<s,xn>|2dxnds§f lp(0)I* dx. (3.22)
Re=1 J—p Q

The H~! inclusion and estimate follow similarly. O



5 Page 14 of 58 Arch. Rational Mech. Anal. (2024) 248:5

Next we identify the formal adjoint of the over-determined problem as an under-
determined problem, given here in homogeneous form:

~Aqg=0 inQ

(3.23)
—d,q =0 on X_,.

We can augment this problem with an extra Dirichlet condition at the upper bound-
ary in order to introduce the upper-Dirichlet-lower-Neumann problem (3.3). In-
deed, we can parameterize solutions to (3.23) by letting ¢ = Ei for some k €
H’13/2(%), where Z is as in Definition 3.3. With this in mind we borrow an idea
from the closed range theorem to deduce a second compatibility condition.

Proposition 3.6. Suppose that (f, hy,h_,k) € H(Q) x HTV/2(Z) x
HTY2(5_p) x HP3/2(2) and p € HT2(Q) satisfy (3.13). Then the data
(f, hy, h_, k) satisfy both of the following equivalent conditions:

(1) Foreveryy € HT3/2(X), ifwe let g = By € H72(Q) for E as in Definition

3.3, then
/ fq —[ kong + hyr +/ h_q = 0. (3.24)
Q = S

(2) For a.e. £ € I" we have that

(0 cosh(|§] (x, + b)) A A
0 —/4} J (&, xn) cosh([&| b) dx, — k(&) |§] tanh(|§| D) — h4(§)

+h_ (&) sech(|€| b). (3.25)

Proof. Let y € H*3/2(X) and write ¢ = B¢ € H*?(Q). Multiplying the first
equation in (3.13) by ¢ and integrating by parts, we find that

/fq=/ —qu=/ —qu+/ povg — 0y pq
Q Q Q 0Q

= / POnqg — Onpq —/ POng — 0npq
b s

= / koug + hiyr —/ h_gq. (3.26)
) X
Rearranging yields (3.24). It remains to prove that (3.25) is equivalent to this.

Viewing k, h4, and h_ as functions on I in the natural way, we may rearrange
(3.26) and apply Fubini—Tonelli to see that

0
A |:/b FCoxn)q (o xg)dx, —kdq(-,0) —hyyr +h_q(-, _b)j| —0. (327)

From this, Parseval’s theorem, and Theorem 3.4, we then find that

0 J—
/f [/b f& x)0E, x)dx, — k(£)3, 0, 0) — hy (§) + ,;_(S)m] T
- (3.28)
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for all v € H**3/2(X). This implies the identity

0 . . . - . R -
0=/bf(5,xn)Q(E,xn)dxn —k(5)0,0(,0) —h () +h-(5)Q&, —D)
(3.29)

forae. & € I, and (3.25) then follows by employing the formula for Q (&, x,,) from
Theorem 3.4. The fact that (3.25) implies (3.24) is readily seen by multiplying

(3.25) by Z and then working backward through the above argument with Parseval
and Fubini—Tonelli. |

Next we show that data obeying the conditions identified in this result must also
obey an estimate in H 2 as in Proposition 3.5.

Proposition 3.7. If (f,hy,h_. k) € H*(Q) x HTV2(Z) x HTV2(2_,) x
HS13/2(3) satisfy either (and thus both) of the conditions in Proposition 3.6. Then
the following hold.

(D) IfT =R, then

0
/ fCx)dxy — (hy —h_) € H2(R"™ (3.30)
—b
and

0
[/b S xp)dxy — (hy — h—)] o S WAz + Ml + Rz + Nkl 2 -
- -

(3.31)
Q) IfT =T, then

0
f £0, x3)dxy — (h1.(0) — h—(0)) = 0. (3.32)
—b

Proof. We will only record the proof when I' = R"~! as the other case is simpler.
The condition (3.25) implies that

o . . (0 cosh(|€] (x, + b))
[, femin @ — @) = [ fen|1- et gy,

+k (&) €] tanh(1€| b) + h_ (&) [1 — sech(|&| b)]. (3.33)

Upon making routine Taylor expansions and applying Cauchy—Schwarz and Par-
seval, we see that

/3(01) |SI4/ f& xn)dx, — (hy(8) — h-(€))

</ Ul%@)] lioe| +/ dxn} dé
B(0,1)

SUkIZ S + a7, + 1 £113 . (3.34)

2

d§




5 Page 16 of 58 Arch. Rational Mech. Anal. (2024) 248:5

This yields the low frequency control of the H ~2 seminorm, but the high frequency
control comes directly from Cauchy—Schwarz and Parseval:
1 4 ; P 2 2 2
Lo i |, 7€ w0t = s @] a6 S U B
(3.35)

Thus, the inclusion (3.30) holds, and upon summing (3.34) and (3.35) we deduce
the estimate (3.31). |

2

3.3. A Pair of Useful Function Spaces

We now introduce a couple function spaces that will be useful in our study of
the over-determined problem (3.13).

Definition 3.8. For 0 < s € R we define the following spaces:
(1) ForT' =R" ! and 0 < r € R we define the space
YS = {(f, hy, h_, k) € HS(Q) x HTV2(2) x HTV2(2) x HT3/2(2 ) |

0
[ rConan, = = hoy e ) (3.36)
—b
and endow this space with the square-norm

I s e NG = 1 W+ Wt Wi+ IA= 110 + Ikl G512
2

0
+ [/ S Coxn)dxy — (hy — h—)} (3.37)
—b

H—[

and its associated inner-product.
(2) ForT'=T""!and 0 < ¢ € R we define the space

YS = {(f. hy, ho, k) € HY(Q) x HTV2(2) x HSTV2(D) x B3/ (5 ) |

0
[, 7055, = s ) = i) =0) (3.38)
and endow this space with the square-norm

I B e NG = 1 W A+ Wt Wi+ DA 310 + 1kl G2
(3.39)

and its associated inner-product.
(3) We define the space

Z5 = {(f,hy h—, k) € H () x H*TV2(2) x HPV2(3_,) x HP/2(2) |
[ fq—/ kanq+h+1p+/ h_q = 0 forevery ¥ € H*¥?(x%),
Q D)

op
where g = Ev/}. (3.40)
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Here we recall that E : H*1t3/2(2) — H*t2(Q) is defined in Definition 3.3.
We endow Z° with the square norm

IO B e s = 1 Wgs 4 M e + IA= sz + 1K D a2
(3.41)

and its associated inner-product.
The next result establishes some key properties of these spaces.

Proposition 3.9. Let0 < s € R, 0 <t € R, and let Y} and Z* be as in Definition
3.8. Then the following hold.

(1) Y} and Z° are Hilbert spaces.

(2) If t < r € R then we have the continuous inclusion Y} — Y.

(3) We have the continuous inclusion Z* — Y3.

Proof. The completeness of Y} is routine to verify, and since E is a bounded
linear map it is easy to see that Z* is a closed subspace of H*(Q2) x H*t1/2(2) x
HST1/2(2_,) x HT3/2(X) and thus complete. This proves the first item. The
second item is trivial when I' = T"~1, and when I' = R"! it follows from the
fact that

[ mwerss [ o wePe (3.42)
Bo,1 1§ = Jsoy €17

when ¢ < r and v is measurable. The continuous inclusion Z* < Y follows from
Proposition 3.7. O

3.4. The Over-Determined Problem: Isomorphism

We now aim to establish an isomorphism associated to the over-determined
problem (3.13).

Theorem 3.10. The bounded linear map T : HsTX(Q) — Z% associated to (3.13),
which is given by

Tlp=(_Ap7_8np|27_anp|2,bs plz)a (343)
is well-defined and is an isomorphism for every 0 < s € R.

Proof. The map T} is obviously a bounded linear map into H* (Q) x H*+t1/2(2) x
HST12(2_,) x H*13/2(2), but the range of T lies in Z* by virtue of Proposition
3.6. Thus, T} : H”z(Q) — Z° is a well-defined and bounded linear map. If
T1p = 0, then in particular Tpp = 0, where Ty is the isomorphism from Theorem
3.2, and so p = 0. This means that 77 is injective.
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Now let (f,hy,h_,k) € Z° Then Theorem 3.2 allows us to set
p =Ty (fkho) € HPX(RQ). Set Hy = —d,pls € H/2(X). Then p
solves the over-determined problem
—Ap=Ff in Q
=k b
b on (3.44)
—0,p=Hy onX
—op,p=h_ onX_p,

and so Proposition 3.6 tells us that

ffq—/ kanq+/ h—q=/ Hiy (3.45)
Q b S_p )

forevery ¢ € H"3/2(X), where ¢ = Ey € H*+2(Q) for E defined by Definition
3.3. On the other hand, the compatibility condition on (f, h4, h_, k) built into the
definition of Z* requires that

/ fq — / ko,q + / h_q = / hiyr (3.46)
Q by ., =
for all such ¥ and g. Equating these then shows that
f (hy — H)y = 0forall y € H/2(%), (3.47)
b

from which we conclude that 1, = H,. Hence p solves (3.13), or equivalently
Tip = (f, h+, h—_, k). Thus T is surjective and so defines an isomorphism. O

3.5. The Isomorphism for the Pressure-Free Surface System

Next we aim to show that the PDE system

—Ap=f in Q

—0hp — 0 Pn+ydin=hy onX (3.48)
p=k on X

—Onp — 0P = h— onX_p

induces an isomorphism between appropriate Banach spaces. As a first step, in the
next lemma we establish that the linear mapping associated to our PDE system
actually takes values in ¥; and is bounded.

Lemma 3.11. Let 0 < s € R. If (p, n) € HT2(Q) x HT3/2(X) then we have the
inclusion

(—Ap, =0, pls — . PBnls + ydin, —0upls_, — 3, Pnls_,, plx) € Y], (3.49)

and

| (=Ap. =8upls — 3 Pnls + yOun. —dupls_, — aFuls,. pls)y,
S ol gs+2 4+ Inllggs+ssz - (3.50)
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Proof. Write the tuple in (3.49) as (f, h4, h—, k). From Theorems A.2, A.4, A.7
and standard trace theory we see that

I f s + gl g+ + 1=l g+ + 1K gsvaz S P gs+2 4 Inllggs+srz
(3.51)

and so in particular (f, hq, h_, k) € H*(Q) x HTV/2(2) x HH1/2(2_,) x
HS+3/2(E).
Suppose now that I' = R”~!. Proposition 3.5 implies that

0
[fbf(-,xn)dxn —(hy +,Pnls —ydin—h- — 3n‘/1377|2,,,)} S lpligs+.

. (3.52)
We know from Theorem A.2 that [31 7] 5-1 S [|11]lp¢s+3/2, and we know from Propo-
sition A.8 that

(0. Bnls — 0. Bnls_, ] -1 S Inllggsar s (3.53)

so we deduce that

0
[/b JCox)dxy — (hy — h—)] S pllgs+2 + nllpgs+sr2 - (3.54)

H-!

Thus (f, hy,h_,k) € Yls and the estimate (3.50) holds when I' = R1L
Now consider the case I' = T"~!. In this case Proposition 3.5 shows that

0 —_— — A —_—
/b S0, xp)dx, — (h4.(0) + 8, P02 (0) —y 911(0) —h—(0) — 8, Bn[z_, (0)) = 0,

(3.55)
but Proposition A.8 shows 9,,Bn|x (0) = 517;(0) = 9,Pnlx_,(0) =0, so
0 A A~ A~
/b J (0, xp)dx, — (h(0) — h—(0)) = 0. (3.56)
Thus, (f, hy, h—, k) € Y| and the estimate (3.50) holds when I' = 1. |

We can now state our isomorphism theorem associated to (3.48).

Theorem 3.12. If I' = R"™!, then assume that y # 0. Then the bounded linear
map T : HS72(Q) x HT3/2(2) — Y] associated to (3.48), which is defined by

T(p,n) = (=Ap, =9 pls — 3Pnls + yoin, =0, pls_, — 3, Pnls_,. pls),
(3.57)

is an isomorphism for every 0 < s € R.
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Proof. First note that Lemma 3.11 tells us that 73 is a well-defined bounded linear
map. If To(p, n) = 0, then

0=/QdiV(—Vp—V‘ﬁn)(er‘an)=/QIVP+V‘J377|2
—/ o (p + B (p + PBn)
02
=/Q|Vp+vq3n|2+/2—a,,(pmn)(pmn)

=/Q|VP+V‘~I377I2+/E—V317777=/Q|VP+V‘J377I2, (3.58)

and so p + PBn = C for some constant C € R. However, on ¥ we have that p =0
and By = 1, so n = C. In turn this requires that = 0 (since n € H*+3/?(X)) and
p =0, and so 7> is injective.

Now let (f, hy, h_, k) € Y;. Define the function 1 : [' > Cvia

(s cosh(|§] (x, + b))
V(&) —/_bf(é,xn) cosh([&| b)

+h_ (&) sech(|€| b). (3.59)

Note that we may rewrite

dx, — k(€) |€| tanh(|&| b) — Ay (§)

0
v = / P& = ) = - (©)

o cosh(|&| (x, + b))
+/_bf(€,xn)[ cosh (] 2) —li|dxn

—k(&) €| tanh(|&| b) + h(€) [sech(|€| b) — 1]. (3.60)

When I' = R*~!, we readily deduce from this and standard Taylor expansion that

2

0
/ E172 1w ©) 1P dg S [/ J G xn)dxy + (hy — h_)]
B(0.1) -b

F U2+ M=l7 2 + 1K1
SIS b R, (3.61)

H-!

Similarly, when I' = T"~!, we must have that 1/(0) = 0. On the other hand, in
both cases we can bound

f L EPR 2 1y @) P dE S I f s + Iy 12
B(0,1)¢
=1+ Wk yssa2 S NCE g e, OIS - (3.62)

Combining these bounds shows that

[ @R[ AR R S I bl
B(0,1) B(0,1)¢ (3 63)
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with the understanding that the first integral is replaced with 0 when I" = 1.
Next note that for £ € I" we have that

|—iy&1 + 5| tanh(l§] &)* = y?&7 + [§]* tanh? (5| b)
_ [y +igltp? for 11 <0

“{<1+y2>|s|2 for lel < 00, Y

and in particular the quantity on the left side vanishes if and only if £ = 0. Con-
sequently, we can define the measurable function  : I' — C via the identity

[—ivé1 + 1§l tanh (1] D) 7(5) = ¥ (§) (3.65)

for & # 0and 77(0) = 0. It may be easily checked that since the data are real-valued
we have that ¥ (§) = ¥ (—£&). The multiplier on the left side of (3.65) satisfies the
same identity, and so we conclude that /(&) = n(—£), which means that 7 is also
real-valued. Synthesizing (3.63) and (3.64), we see from (3.65) that n € H*T3/%(%)
and

2 2+ 4 A N
32 =< / M!n(&)fd@r / (1+ €232 [76)|* dg
B(0.1) &1 )

B(0,1
x/ |$|—2|w(s>|2ds+/ (14 P2 [y (o) de
B(0,1) B(0,1)¢
SIS by ho B (3.66)

again with the understanding that the integrals over B(0, 1) are replaced by 0 when
I' = T"~!, and recalling that *+3/2(T"~1) = gs+3/2(T7— 1),

We now know that y € H*+3/2(%), so we can use Theorem A.7 to see that 37
pst2 (£2), as defined in Definition A.3. In particular, this, Theorem A .4, and standard
trace theory show that 3,Pnls € H*T¥2(Z) and 8, Lnls_, € HT/2(Z_y).
Moreover, a simple computation shows that

3 Pls (€) = & AE) and 8, Pn|x_, &) = |Ele EPAE)  (3.67)

for & € I". From these and the properties of H*3/2() given in Theorem A.2, we
readily deduce that we have the inclusion
(f.hs = youn + 8, Pnls, ho + 8, Pnls_,. k) € H(Q) x HH2(E)
XHS+1/2(Z_[;) X HS+3/2(2).
(3.68)
We claim that, in fact, this modified tuple belongs to the space Z°. To show this

it suffices to check that the modified tuple satisfies the compatibility condition of
Proposition 3.6. Using the identities (3.67), we compute

—(hy(€) — yanE) + 0 PBrls ) + (h_(&) + 9, Bl (£)) sech(|&| b)
= —hy(€) +h_(&) sech(&| b) — [—iy & + & tanh(IE] D] AE).  (3.69)
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Thus, the identity

cosh(l§1Gn +6)) k(&) |€| tanh(l€| b)

0 A~
0= f £ xn)
b

cosh([€]b)
—(hy(E) — yOn(E) + 9. B1lx€) + (h_(&) + 3, Bnlx_, (€)) sech(|&| b)

(3.70)

is equivalent to the identity (3.65), which is satisfied by the construction of . Thus,
for the modified tuple we have the inclusion

(fihe —yoin+ 0, Pnls. h- + ,Pnlx_,. k) € Z° (3.71)

as claimed.
In light of (3.71) and Theorem 3.10 we may then define

p =T (f hy —ydin+ .Bnls, he + ,Bnls_,, k) € HT2(Q),  (3.72)

which satisfies

—Ap=1f in Q
=k p)
p on (3.73)
—Ohp =hy —yoin+ 9, Pnlz on X
—Op=h_+Pnls_, on X_p.
Thus, T2(p, n) = (f, h+, h—, k), and we conclude that 7> is surjective and hence
an isomorphism. O

3.6. The Isomorphism for the Velocity-Pressure-Free Surface System

Finally, we aim to show that the PDE system (1.19) induces an isomorphism be-
tween appropriate Hilbert spaces. First we must identify the domain and codomain
by introducing two definitions. The first defines a closed subspace of H*(£2; R").

Definition 3.13. For 1/2 < s € R we define the space
WHY(GRY) ={u e H (4 R") | uy|x_, =0} (3.74)

Standard trace theory shows that this is a closed subspace of H*(£2; R") and thus
a Hilbert space.

The second definition introduces a container space for the data in the problem
(1.19).

Definition 3.14. Let 0 < 5 € R. For I' = R"*~! we define the space
VS ={(F,G,H,K) € H*TY(Q; R") x H*(Q) x HTV/2(2) x H*T3/2(%) |
0
fb<G —div F) o x)dr, — (H = Fyls + Falx.,) € ()

(3.75)
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and endow it with the square norm

ICF. G H. K5 = 1F |1 3a1 + G 3 + 1 Hi 1312 + 1K 50302
2

0
+|:f (G_diVF)('axn)dxn_(H_F11|Z+Fn|27b):|
—b -1

(3.76)

and the associated inner-product. On the other hand, for I' = T"~! we define the
space

VS = {(F,G,H,K) e Ht' (Q;R") x H*(Q) x H'TV2(%) x H*P3 /() |

O —_— A A A
/ (G — div F)(0, x,)dx, — (H(0) — F,5(0) + Fulx_, (0)) = 0} (3.77)
—b

and endow it with the square norm
I(F, G, H, K)Iys = | F 131 + 1G5 + 1Hi 30002 + 1K 13052 (378)

and the associated inner-product. It’s easy to see that in both cases V* is a Hilbert
space.

Remark 3.15. Note that

0 0
/ —div F(-, x,)dx, = — div// F' (-, xp)dxy, — Fyls + Fuls_,  (3.79)
—b —-b
and so
0 0
f —div F(-, x,)dx, + Fplys — Ful2—p = — div// F'(-, xy)dx,. (3.80)
—b —-b
When I' = R*~! this provides the estimate
0
[/ —div F(, x)dx, + Fylx — mm} S F e (3.81)
H-1

—b

and this means that the term appearing in the H ' seminorm in the definition of
the V* norm can be replaced with

0
[/ G(-, xp)dx, — H} (3.82)
—b H-1

to produce an equivalent norm. Similarly, when I' = T"~! these calculations show
thatadatatuple (F, G, H, K) € H*t1(Q; R") x H* (Q)x HST1/2(2)x HST3/2(%)
belongs to V¥ if and only if

0
f G (0, x,)dx, — H(0) = 0. (3.83)
—b
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Our next lemma shows that the linear map associated to (1.19) takes values in
V¥ and is bounded.

Lemma 3.16. Let 0 < s € R. Suppose (u, p,n) € H TN R") x H12(Q) x
H32(T) and set

F=u+Vp+VPy, G=divu, H=u, +ydn, and K = p. (3.84)

Then (F,G,H,K) € V), (G—divF, H—F,|s, —F,|x_,. K) € Y{, and we have
the bound

I(F. G H.K)llys + | (G = divF. H = Fyls. = Falz_,.. K| s
S llullgss + 1Pl gssz + Inllggesn - (3.85)
Proof. We may readily bound

| Fllgse1 +1Gllgs + 1 H gs+i2 + 1K | g3 S lull gs+1 + 1 pllgs2 4+ 1nllggs+372

(3.86)

On the other hand, if we define f = G —divF € H(RQ), hy = H — Fy,|y €
HTV2(E), h = —F,|g_, € HYV2(S ), and k = K € HF¥/2(), then we
see that

—Ap=G—-divF=f in Q

—0p—Pn+ydin=H — F,(-,00=hy onX .

p=K=k on ¥

=0y p — 0Py = —Fu(-, =b) = h— on X_p,

and so Lemma 3.11 implies that || (f, iy, h—, k)|| vy S IIpll gs+2+nllggs+3/2. When
I' = R"~!, the H~! control provided by the Y] norm is exactly the H~" control in
the V* norm, and the stated estimate follows by summing our two bounds. Similarly,
when ' = T~ ! the vanishing zero mode condition required for inclusion in Y}
corresponds with the vanishing condition needed for inclusion in V5. O

Finally, we can state the isomorphism theorem for the map associated to (1.19).

Theorem 3.17. Assume that0 < s € R, and if T = R"™! | then assume that y # 0.
Then the bounded linear map Tz : , HST1(€2; R") x HS72(Q) x HSH3/2(2) — VS
associated to (1.19), which is defined by

T3(u, p,n) = (u+Vp+VPn, divu, up|z + yoin, plx), (3.88)
is an isomorphism.

Proof. Lemma 3.16 tells us that 73 is well-defined and bounded. If 73 (u, p, n) = 0,
then in particular u + Vp + Vn = 0, and in turn this means that 7>(p, n) = 0.
Theorem 3.12 then implies that p = 0 and n = 0, and so u = 0 as well. Thus, T3
is injective.

Now let (F, G, H, K) € V*. Lemma 3.16 shows that

(fihiho k)= (G —divF. H — Fyls. ~Fulz_, K) € Y],  (3.89)
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and so we may use Theorem 3.12 to define (p, n) = Zfl(f, hy,h_,k) € Hs+2
(Q) x H*T3/2(2). In other words, (p, n) satisfy

—Ap=G—divF in Q

—0up — anmn +yoin=H —F,(-,0) onX (3.90)
p=K on ¥

=0 p — 0Py = —Fu(-, =b) on X_p,

and upon setting u = F — Vp — VPn € ,HT(Q; R") (where we have used
Theorems A.2, A.4, A.7 to handle the VPn term) we deduce that 73(u, p, n) =
(F, G, H, K). Thus, T3 is surjective and so is an isomorphism. O

4. Nonlinear Analysis for the Traveling Wave System

Now we aim to invoke the implicit function theorem to solve (2.8).

4.1. The Nonlinear Mapping

To employ the implicit function theorem we first check that a number of basic
nonlinear maps are well-defined.

Proposition 4.1. Let s > n/2 — 1. Then there exists g > 0 such that the following
hold:

() Ifn € H*F3/2(2) and ||n|lpgs132 < 8o, then

Hb‘“l?n + 53,

o = X 4.1)
where b(x) = 1+ x,/b. In particular, for such ) the functions & and A, defined
in terms of n via (2.3) and (2.9), are well-defined.

) Ifn e H”S/Z(E) and ||n|ps+3/2 < 8o, then the flattening map §, : Q@ —
given by (2.1) is a C'YU=12+U orientation-preserving diffeomorphism.

(3) For n € H*T3/2(X) such that 19l 4¢s+32 < S0, the functions J and 8, given in

terms of 1 as in (2.3), define HSTY(Q) multipliers. Moreover, the maps
Byys2(5(0,80) 3 > J € LIHT(Q)) and @2
Byysi32(5)(0,80) 3 > & € LH () '

are smooth.

(4) For n € H*13/2(2) such that Inllgs+32 < 8o, the functions M and A, given
in terms of 1) as in (2.4) and (2.9), define H**1(Q; R") multipliers. Moreover,
the maps

Byysa2(5(0,80) 3 > M e LIH TN (2 R™) and

| 4.3)
BHS+3/2(E)(O, 8()) ER/Nad Ae E(HS-'_ (Q, Rn))

are smooth.
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Proof. We will only provide the proof for the case I' = R”~! asthe case I' = T" !
is similar but simpler. Since s + 1 > n/2, the existence of a §; > 0 such that
In1l3¢s+32 < 81 implies the bound (4.1) follows readily from the results in Theorems
A.4 and A.7, which show that By € PSt2(Q) — Cg (£2). With this bound in hand,
we may appeal to (2.3) to write

R=3""=(1+b7'Pn+ 58,1‘1377)71 = i(—l)m(b—lmn + bon )"
i (4.4)
In turn, (2.4) allows us to write
B:=M—1=(—8bV'Pn, 8 —1) ®e,, 4.5)

and we conclude that & and B, and hence J = &', M = [ + B, and A =
I + B)T (I + B) are well-defined when ||1l3gs+32 < 81.

Next we use Theorem A.5 (again noting that s + 1 > n/2) to see that the power
series

PH(Q) 320> Y (D" € LIH () (4.6)

m=0

converges and defines an analytic function for || z||ps+1 < 82, forsome § > 0. Again
employing Theorems A.4 and A.7, we may choose 83 > 0 such that ||| pys+32 < 3

implies that Hb_l‘l}n + b3,Bn HP < 8.

s+1

Set §o = min{d1, 82, 83}. Then for [|n]ls+32 < 8o we have that &, J, M, and
A are well-defined pointwise, and the formulas (4.4) and (4.5) then show that the
maps given in (4.2) and (4.3) are smooth.

Finally, suppose ||9[|44s+3/2 < 80. Then according to Theorems A.7 and A.4, the
map §, is C1+ls=n/2+1] ‘Moreover, the bound (4.1) implies that foreach x” € R
the map (—b,0) > x, > e, - §,(x',x,) € (b, n(x)) is increasing since its
derivative is greater than 1/2 everywhere. From this and the fact that §,(x)" = x’
we conclude that § is a bijection from €2 to €2;. On the other hand, the bound
(4.1) also shows that det VF,(x) = 1/2 for x € Q, so g, is a C!Hls—n/2+1]
diffeomorphism by virtue of the inverse function theorem. O

We next introduce some useful notation.

Definition 4.2. Let 0 < s € R and V be a finite dimensional real inner-product
space. We define the bounded linear map Lo : H*(I'; V) — H*(Q; V) via
Lof(x) = f(x").

The next theorem verifies that the nonlinear maps associated to the problem 2.8
are well-defined and C', which is essential for our subsequent use of the implicit
function theorem.
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Theorem 4.3. Let n/2 — 1 < s € N and for § > 0 define the set

U = {(u, p,m) € ) HHQ R x HP(Q) x (D) | Inllgges < 8).
4.7)
There exists a constant § > 0 such thatify € R, g9 € H*13/2(2), o1 € HS T3 (' x
R), fo € HTU(Q: R, f1 € HST2(T x R; RY), and (u, p, n) € US, and we define
F:Q—->R"NG:Q—= R and H, K : ¥ — Rvia

F=u+Vap+VaPn—3IM" [Lafo+Fi03y]. G =divu,
H =u, +yoin, K =p—go—¢108,ls,
(4.8)
where §,, 3, M, and A are determined by n via (2.1), (2.3), (2.4), and (2.9), then
(F,G, H,K) € V5, where V* is as in Definition 3.14. Moreover, the map

W Rx HP2(2)x HS B (xR x HS T (Q RN x HSP2(DxR; R x Uy — V*
(4.9)
defined by W (v, g0, 1, fo, 1, u, p,n) = (F, G, H,K) is C'.

Proof. Again, we will only write the proof for the case I' = R"~!, as the case
I' = T"~! is similar but simpler.

Let$ > 0O be the smaller of §p > O from Proposition 4.1 and é,. > 0 from Corol-
lary A.12. Proposition 4.1, Theorems A.4 and A.7, and the first item of Corollary
A.12, applied with r = 0 = 5 4 1, show that the map

(fo- §1. 1. p.m) > u+Vap+VaPBn —IM" [Lafo + 1 05,] € H T (@ RY)
(4.10)
is well-defined and C!. Next, we note that the maps

u> divu € H(Q) and (y, u, n) — unls, + yoin € H'TV2(2)  (4.11)

are smooth since the former is linear and the latter is a sum of the linear trace map
and a quadratic map. Finally, Proposition 4.1 and the second item of Corollary
A.12, applied with » = o + 1 = s + 2, show that the map (¢, ¢1, p, n) +—
P—@o—¢@1ofylsisC ! These combine to show initially that W is well-defined
and C! as amap into HT1(Q; R") x H*(Q) x HT/2(2) x HST3/2(D).

On the other hand, the map

0
(y,u,n) '—>/ (divu) (-, xp)dxy — (un|s + yo1n)
—b
0 .
= div’/ u' (-, xp)dx, — yoin € H1(Z) (4.12)
—b

is well-defined (thanks to Theorem A.2) and quadratic, and thus smooth. Combining
the above observations with Remark 3.15, we conclude that W is actually a C 1
mapping into the space V¥. O



5 Page 28 of 58 Arch. Rational Mech. Anal. (2024) 248:5

4.2. Invoking the Implicit Function Theorem: Proof of the Main Existence
Theorem

Finally, we are ready to invoke the implicit function theorem to prove the exis-
tence of solutions to the system (2.8).

Proof of Theorem 1.1. For the sake of brevity, write X° = R x H*t3/2(%) x
HP3( x R) x HST (S R") x HST2( x R; R") and W = , HSTH(Q; R") x
HT2(Q) x Ht3/2(2) and note that U{ < W* is an open subset. Let W :
X* x Uj — V* be the C ! map given in Theorem 4.3 and note that a given tuple
(v, @0, 1, fo, 1. u, p,n) € X* x Uy satisfies (1.17) if and only if W (y, ¢o, ¢1,
fo. fi.u, p,m) =(0,0,0,0) € V°.

Given the product structure ¥ : X* x U g — V¥, we can construct the partial
derivatives of W with respect to each factor:

DV : X’ xUj — L(X*; V) and DoV @ X° x Uj — L(WF; V). (4.13)
It is then a simple matter to check that, for y € €,

v(y,0,0,0,0,0,0,0) = (0,0,0,0) and that D, ¥ (y, 0, 0,0, 0,0, 0, 0) = T3,
(4.14)
where 73 : W — V¥ is the isomorphism constructed in Theorem 3.17. For
any ¥, € € we may then employ the implicit function theorem to find open sets
D* () € X® and S°(y4) € U and a C! and Lipschitz function 8y, 1 D (ye) —
S*(ys) such that (4, 0,0, 0,0) € D5(y4), (0,0, 0) € S*(v4), and

V(. 9o, 91, fo. f1. By, (¥, 90, @1, Jo. f1)) = (0,0,0,0) (4.15)

for all (y, ¢o, @1, fo, f1) € D*(yx). The implicit function theorem also guarantees
that E,, parameterizes the unique such solution within S* ().
We now define the open sets

D’ = U D'(yy) € X* and S* = U S (yx) C US. (4.16)
ys«€€ ys€€

By construction, we have the inclusions listed in the first item. Using the above
analysis, we can define the map E : D° — S° via E(y, g0, ¢1, fo, f1) = &,
(v, 90, @1, fo, f1) whenever (y, ¢o, ¢1, fo, f1) € D*(y4). This is well-defined, cl,
and locally Lipschitz by the above consequences of the implicit function theorem.
The second and third items then follow by setting (u, p, n) = E(y, ¢o, ¢1, fo, f1). O

5. Analysis of the Dirichlet-Neumann Operator

This section is devoted to the analysis of the Dirichlet—-Neumann operator G (1)
when 7 is small in H*. Since we will primarily work with the horizontal coordinates,
itis more convenient to denote a pointin £2;, by (x, y), where x € RY.d=n—1 =1,
and y € R. Then, we recall that

[G) [1(x) = N(x) - (Ve y¥)(x, n(x)), N@x) = (=Vfx),1D), (6.1
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where i solves the problem

Acyy =0 inQ,,
v=r on X, (5.2)
oy =0 on X_p.

We straighten the domain Q, = {(x, y) € RIxR:—b <y < nx)) using
the mapping

Spi(x,2)3Q, =M% (=b,0) — (x,0(x,2)) € Q,0(x,2) = —Zb Py (x)+z.

(5.3)
Note that §, is the mapping (2.1) written our new notation. Since
z+b
0:0(x,2) = ZeZ'D'n(X)Jr e IDIn 0o + 1, (5.4)
if
Il + bl | DInllLe < b (5.5)

then §, is a Lipschitz diffeomorphism. A direct calculation shows thatif g : 2, —
R then g(x, z) := (g o §p)(x, 2) = g(x, o(x, z)) satisfies

divy ; (AV, :8)(x, 2) = 3;0(Ax y8)(x, 0(x)), (5.6)
where
0014 —Vx0
o g 7

1,4 being the d x d identity matrix. A is the matrix (2.9) written in our new notation.
Since ¢ is harmonic in Q,,, v = ¥ o §, satisfies divy ;(AV, ;v) = 0in Q,. We
write A as a perturbation of the identity matrix

5ePIn@) + e 1P| DIn () ZzbeZ'D‘Vn
A= I‘”“{ — b 2Dl T (%)2\6 DIy~ eIy (o) — 2L Pl Dy (x) }
7 FedPln(x)+5fL e \D\|D|n(x)+1 ’
(5.8)
Consequently, v satisfies
Ay ;v = 0;0Q4[v] + divy Qplv], (5.9

where

(Z;b)2|eZ'D'Vn|2 5! — SEeAPIDIne)
etlPly(x) + 5L elPDIn(x) + 1

’r
Z

Qalv] = bb APy - Vv

1 z+b +b
Oplv] = — (EeZ'D‘nm + TeZ'D'|D|n<x)) Vv + TeZ'D‘Vnazv.

(5.10)
Setting
D(z) = |D|tanh((z 4 b)| D), (5.11)
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we decompose Ay . = (3; + D(2))(d; — D(z)). Then, (5.9) is equivalent to the
following system of forward and backward parabolic equations

(0; + D(2))w = divy Qp[v] — D(z) Qalvl, (5.12)

(0; = D(@)v = w + Qqlv]. (5.13)
Since D(—-b) = 0 and d;v(x, —b) = 9d,0(x, —b)dy¢(x, —b) = 0, we have
Qqlv](x, —b) and w(x, —b) = 0.

By the chain rule and (5.13), the Dirichlet—-Neumann operator can be written
in terms of f and w as

1+ |Veol
G f = (= Vao  Vev b =00 )l = devlemg
Z
1+ |Vol?
+ (—ng-vxv+(% - 1)azv)|zzo (5.14)
Z

= (P@v +w+ Qulv1) =0 = Qalvlle=o = m(D) f + wl.—o,

where we have denoted
m(D) = |D|tanh(b|D]). (5.15)

Using the identities
(8, + D(2))w = [cosh((z + b)IDI)]_laz{ cosh((z + b)IDl)w}

(5.16)
(8, — D(2))v = cosh((z + b)|D|)3Z{[cosh((z T b)|D|)]—1v},

we can integrate (5.12) and (5.13) to obtain

w(z) = fz cosh((z' + b)|D|) {
~ J_, cosh((z + b)|D))

vx Op[v](2) = D(2) Qulvl()} d2',  (5.17)

_ cosh((z +b)| D)) O cosh(z+D)ID) ( N
V& = o@Dl / cosh((z + p)|D]) (V) + Qalel@}dz
(5.18)
for z € [—b, 0]. It then follows from (5.14) that
G f=mD)f+RmS, (5.19)
cosh((z’ cosh((z" + b)| D)) di , / /
R f = / cosh(5 D)) {divy Qp[v](z) — [D|tanh(b| D|) Qu[v](z))} dz’.
(5.20)
Clearly R(n) f is a derivative.
We denote I = [—b, 0] and
U™ =L®U; H' (M) nL'(1; H ' (m9)), (5.21)

where the definition of the Chemin—-Lerner spaces LP H* is recalled in Definition
A.15. In Appendix A.4, we establish estimates in Chemin—Lerner norms for the
operators appearing in (5.17) and (5.18). The next proposition uncovers the low-
frequency structure and provides the boundedness of the remainder R(1).
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Proposition 5.1. Leto = 0p > 1 + %. There exist a small positive constant c; =
c1(o, 00, b, d) such that if ||n||eo < c1 then the following assertions hold.
(1) We have

Ve zvllge-1 = ClIVx fllgo-1 + Clinllxe IV £ 1l goo-1, (5.22)

where and C = C(o, 09, b, d).
(2) For any continuous symbol £ : R — R satisfying

BN GEEEY

Y4 =
© &7 iflE] < 0

) (5.23)

we have

_1
€2 (D)R(n)fIIH(,,%(Rd) = Clinlleo ey Va f Il go-1 may

+Clnllpe @ay I Ve fll goo-1ay, — (5.24)

where C = C(¢, 0, 0¢, b, d). Moreover, forn, f : T — Rwehave R/(n)\f(O) =0
and

1
D| 2R
DI 2Ry
= Clinll goo way 1 Vx £ | o1 cray + ClInll go (ray | Ve £ Nl groo-1 (pays (5.25)
where C = C(o, 09, b, d).
Proof. Applying the estimates (A.42) and (A.43) to (5.18) and (5.17), we obtain

||va||U(,_| < C”vxf”Hff—' + C”wa”Zl([;Hﬂ—l) + C||Vy Qa[v]”Zlu;Hv—l)
= ClIVx fllgo-1 + C”w”Zl(/;Hrr) + C”Qa[U]HZI([;HG)

(5.26)
and
Illye-s < Cldive oMz + CIPOQul N oy o
< CI Q50T 120y + ClIQalvll71 72 o
where C = C(b). It follows that
IVivllye-1 = ClIVx fllge-1 + Cll Qalvlllzi s, oy
+ ClQslvlliz1(s. oy, € = C(D). (5.28)

On the other hand, equation (5.13) gives d,v = D(z)v+ w + Q[v]. Since D(z) =
|D|tanh((z + b)|D]) and 0 < tanh((z + b)|&|) < 1 for z € [—b, 0], we obtain
D) vllgo-1 £ |Vxv|lgo-1. Combining this with (5.26) and (5.27), we deduce

19:vllyo-1 = CIVx fllgo-1 + CllQalvlllyo-1 + Cll V]l yo-1, C = C(b).
(5.29)
Foro =2 o9 > 1+ ‘51 and ||n|le0 < c1 small enough, we can apply the product
estimate (A.57) and the nonlinear estimate (A.68) to obtain
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1(Qalv], QolvDllye—1 = Flinlizeo) {1l I Vx,z0llyo—1 + 10l | V20l oo

(5.30)
where F : Rt — R is nondecreasing and depends only on (o, o9, b, d).
A combination of (5.28), (5.29) and (5.30) yields
Vx,zvllgo-1
< ClIVa fllgo-1 + Fnling) {Inlle0 1 Ve zvllgo-1 + Inll#e | Ve vl yoo—1 } »
(5.31)

where C = C(o, 09, b, d). Applying (5.31) with o = o we deduce that there exists
co = ¢o(00, b, d) > 0smallenough such thatif ||| < co,then || Vy vl op-1 <
C(00, b, d)||Vx f |l oo-1. Inserting this into (5.31) yields

IVx,zvllyo-1 = ClIVx fllgo-1 + Clinlleo | Vi, 2vllgo-
+ClnliHe IV fll goo-1. € = C(0, 00, b.d). (5.32)

Therefore, for some ¢| = ¢ (0, 09, b, d) < c¢ small enough, we have
Vi zvllgo—1 = ClIVi fllgo-1 + Clinllye Vi f Nl oo (5.33)
provided that ||n||e0 < c1. This concludes the proof of (5.22).
We turn to prove (5.24). Using the formula (5.20) and the estimate (A.44) we

obtain

||£_%(D)R(77)f||Ha—l < ||g—%(D) divy Qp[v]ll

DVHT 1)
+||137%(D)|D|tanh(lel)Qa[v]IIZ,(I,Hr,,%) (5.34)
Noticing that
chee =], =0 (535)
1§12 if |§] < o0

we deduce

| Qplv] ”ZI(I;H") =+ |l tanh(b|D|)Qa[v]”Zl(I;Hrr)
(5.36)

"2 (D)R <
le=2 DRI,y S

SJ ||Qh[v]||zl(1;1-10) + ||Qa[v]||Zl(1;Ha)-
Therefore, (5.24) follows from (5.36), (5.30) and (5.33). Finally, (5.25) can be
proved analogously. O

Next we establish the contraction estimate for R(7).
Proposition 5.2. Leto 2 op > 1 + % and consider f € H° and nj € H°

) j =
1, 2. Set ns = n| — ny. There exists a positive constant ¢ = c3(0, 09, b, d) < ¢y
such that if |nllHeo < c2, j = 1,2, then the following estimates hold:
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(1) For any symbol € satisfying (5.23), we have

le= (D) (R f = RO fHI,

=3 Rd)

= C||773||HU0(Rd)(”fo”Hrr—l(Rd) + lIm ||H0(Rd)||fo||H60—1(Rd)>

+ Clnsllpgo gy | Vi £ 1l goo-1 gy (5.37)
where C = C(¢, 0, 00, b, d).
(2) We have
_1
1DI72 (RG0S = RO oy
= C||’78||H<70('11‘d)(||fo||1-1071(11‘d) + ||771||1-10(11‘d)||fo||H60*1(11‘d))
(5.38)

+ Climsll o cpas 1V £ | oot cpay»
where C = C(o, 09, b, d).

Proof. We shall only prove (5.37) since the proof of (5.38) is similar. Consider
nj, f: R? — R such that 7l < c1. We recall from (5.20) that

{divy Qp[v](&") — | DI tanh(b| D|) Qq[v](z) } d2,
(5.39)

(Y cosh((z' + b)|D|)
R(j) fj ) —[bm

where || Vy vjllgo-1 S Ve fllgo-1 by virtue of (5.22).
We shall adopt the notation g5 = g1 — g2. Arguing as in (5.36), we obtain

1672 (DR F = ROV S 1((QolvDs. (QaloDs) Iz ripaey = Ao
(5.40)

Using the product estimate (A.57), the nonlinear estimate (A.68) and the bound

z|D | D | D | D
I(eP'n1, &P, 1PV, ! 'Vnz)an(,;Hao-l))snmnw +lm2llreo S,

(541
one can prove that
As S I(@Ps, @PIV0)s) oo rireo-1y Ve 2v1 171 7 o)
(P m)s. €PN 11,1y | Ve 201 e r:%)
+1(eP 1, PV i) oo ooty 1 Ve 205 171 1 o)
(P PV ) 71 gy Ve z0sll o i) (5.42)

Combining this with the easy inequalities
I (eleIg’ eZ|D|Vg)||Zl(l;H§’)

S lgluy < lgliwe and [I(e%Plg, PV e) Il oo 13401
S llgllxeo, (5.43)
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we obtain

o S Imsllreo I Va zvillz g, goy + M5l | V2ot zoe (7200

(5.44)

F Il 1Va,20s 171 oy + 11l [V 2Us [ Loo (1; 50).

Assuming that ||5;|le0 < c1, we can invoke the estimate (5.22) to have
||Vx,zvj||L°°(I;L°°) S ||Vx,zvj||zm(1;H”0) 5 ||VXf||H”O—" (5.45)

IVx 20T mey S WV fllge-1 + 10jl#e 1V fll goo-1-

Consequently,

o S mslimeo (VxS ll o=t + Imllme Ve fll goo-1) + 105114 1V £l goo-1

+ 17140 I Vi 20 o=t + 100 1V, V3l g1 (5:46)
On the other hand, the proof of (5.28) and (5.29) yields
Vi zvsllyo-1 S 1((QalvD)s, (QplvDs)llyo-1- (5.47)

Arguing as in the proof of (5.46) one can show that

1((QalvDs, (QolvDs)lyo-1 S Insllzeo Ve fll go-1 + Intllre I Vi f1l oo-1)
Fns e 1 Va fll goo-1 + M1ll#e0 [ Vi zvsllye-1 + 01llxe Vi zvs | goo-1-
(5.48)

It follows from (5.47) and (5.48) that

19c0sllt S U019 et Wb 19 g2+ st 19 g
+ 171 12200 11V 208 Lot + 11l 1V 208 oot (5.49

With o = 00, (5.49) implies that if [|3;[l7e0 < & < c; then
IVx zvsllgoo-1 S Insllzeo | Vi 1l gog-1- (5.50)

We then insert the preceding estimate into (5.49) to obtain that if || 7] || 100 < c2 < €]
then

IVi,zvslligo-1 S Insllaeo (Ve fll go-1 + It llme 1 Ve fll goo-1)
Fsll e | Va £l goo-1- (5.51)

Finally, inserting (5.51) into (5.46) we arrive at (5.37). |
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6. Stability of Traveling Wave Solutions

In this section, we consider the Muskat problem without external bulk force
(f = 0). In order to simplify the presentation, we shall assume that the external
pressure ¢ is independent of the vertical variable, i.e. ¢(x, y) = @o(x), where we
adopt the notation (x, y) for the horizontal and vertical components of a point in
the fluid domain. More precisely, we study equation (2.17) for the free boundary

n:
dm=yoin—Gmm+ey), x.H)eR'xRy, d=n—-121. (6.1)

The proofs of all the results in this section can be generalized to the more general
case ¢(x,y) = @o(x) + ¢1(x, y) with extra regularity assumption of ¢ as in
Theorem 1.1.

6.1. Existence of Traveling Wave Solutions

The existence and uniqueness of steady solutions to (6.1) have been obtained
in Theorem 1.1 by means of the implicit function theorem. In this subsection, we
shall apply the results in Sect.5 for the Dirichlet—-Neumann operator to provide
an alternative proof in this special case of the data, which serves to motivate and
inform the strategy we will employ in studying the time-dependent problem (6.1).

Solutions to the steady equation

yoin — G+ ¢o) =0 (6.2)

shall be constructed by a fixed point argument. To this end, we first use the expansion
G(n) = m(D) + R(n) to equivalently rewrite (6.2) as

(yd1 —m(D))n = R()(n + ¢o) +m(D)go. (6.3)

We note that the symbol yi&; —m (&) vanishes only at & = 0, and it follows from the
definition (5.20) of R(n) that the right-hand side of (6.3) vanishes at zero frequency.
Therefore, we may seek solutions that vanish at zero frequency by solving the fixed
point problem

=Ty := (o —m(D) " {R( + ¢0) + m(D)po},  (6.4)
where we adopt the convention that m 0) =0.

Theorem 6.1. Letd = 1,5 > 1 —i—% andy € R\{0}. There exist small positive con-
stants ro andry, both depending only on (y, s, b, d), suchthat for ||V go | gys—1ray <
r1, 1y, is a contraction mapping on By gay (0, ro). Moreover, the mapping that
maps ¢ to the unique fixed point of Ty, in Byysray (0, ro) is Lipschitz continuous.
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Proof. In the finite depth case, we have that m(D) = | D|tanh(b|D) satisfies

|&]* for €] < 0,
= 6.5
m() {|s| for [£] = oo. (6.5)

Consequently, for low frequencies || < 1, we have

[ w®]7 {vn-moy e e
[El<1

2+ |g* 1 -
B d 6.6

< C(y, b)/ |5|2 —[8(&)|d.

where .% denotes the Fourier transform. On the other hand, for high frequencies
|€] = 1, we have

/ (&)
€121

<Co 2q
< ()/|s|>1<$> |§|2|g(§>| d 6.7)

7 [ —mone] @ e

<coy [ @b Ligera.
=1 &1

‘We note that the condition y # 0 was used in the low-frequency estimate (6.6) but
not in the high-frequency estimate (6.7).
It follows from (6.5), (6.6) and (6.7) that

Iy o1 —m(D)) gl < C(V,b)llmff(D)gII 1 (6.8)

From (6.8) and the definition of 7y, (1), we deduce

I\)

170 Dl < Cy, b)lm™3 (D) RGN + 90) + m(Dgo} |,
< Co.b) [Im EDRMG + g0l + Im? (D )«)oan,%}

< C b {Im™ 2 DIRMG1+90)ll g + Vo0l et}

N

(6.9)

where we have used the fact that the norms ||m% (D)¢0||H 1 and ||[Vgo|| gs—1 are

2
equivalent.

Suppose that ||| < c1, where ¢ is given in Proposition 5.1. Then the
estimate (5.24) with 0 = og = s yields
_l
lm=2(DYRm (1 + @)l -1 = CGs, b, d) Il 1V + @o)ll s

< C(s, b, )il (Inllze + 1V@ollgs-1) s
(6.10)
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where we have used the inequality || V|l gs-1 < ClInl#s-
It follows from (6.9) and (6.10) that for ||n||%s < c1 we have

1740 I3 = Cr{lnliaes (1l + V@0l gs—1) + [ Vgoll gsr } . (6.11)

where C; = Ci(y,s,b,d). If |[Veollgs-1 < m, then 7, maps the ball
B35 (0, ro) C H* toitself, where rp = min{cy, ﬁ}. By virtue of Proposition 5.2,
one can reduce the size of || V|| ys—1 and the radius ro so that 7, is a contraction
on By (0, rg). By the Banach contraction mapping principle, 7, has a unique
fixed point  in By (0, rg). The Lipschitz continuous dependence of 1 on ¢ again
follows from Proposition 5.2. O

We now define the space of Sobolev functions with average zero on the torus.

Definition 6.2. For 0 < s € R we define the space H* (T = {f € H5(T%) | de
f= 0}.

‘We now record a variant of Theorem 6.1 for the torus case.

Theorem 6.3. Letd > 1,5 > 1+% andy € R. There exist small positive constants
ro and ry, both depending only on (s, b, d), such that for ||V go | gs-1(1ay < r1, Ty
is a contraction mapping on B g, (Td>(0, ro). Moreover, the mapping that maps ¢o
to the unique fixed point of Ty, in B g, (Td)(O, ro) is Lipschitz continuous.

Proof. The proof mostly follows from obvious modifications to the proof of The-
orem 6.1 with the following caveat. Since the zero mode of 7, vanishes in the
periodic setting, there is no need for a low frequency estimate such as (6.6) and
only the high frequency estimate (6.7) is needed. Consequently, y # 0 is not
needed, and the constants then do not depend on y. O

6.2. Stability of Periodic Traveling Wave Solutions

In this subsection, we prove that small periodic traveling wave solutions ob-
tained in Theorem 6.3 are nonlinearly asymptotically stable. The remainder of this
section is devoted to the proof of Theorem 1.2.

Suppose that, for fixed (y, ¢o), 7« is a steady solution of (2.17). We perturb
N« by fo and set f(x,t) = n(x, t) — n«(x), where 5 is the solution of (2.17) with
initial data no = 1« + fo. We have that

Wf =y f —{G+ N0+ f+90) — G« + o)} (6.12)

Using the expansion G(n)g = m(D)g + R(n) f we rewrite (6.12) as

Wf=vhf -G+ Nf —{Gs+ /s 4 90) — G(:) (s + 90) }
=y f—mD)f— R+ )f
— {m(D)(x + @0) + R« + /)M + 90) — m(D)(n« + ¢0) — R(1:) (N« + ¢0)}
=ydrf —m(D)f +[R:)(x + @0) — R(nx + ) + 0)] — RO + 1) f.
(6.13)
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The solution of (6.13) with initial data fy will be sought as the fixed point of the
mapping

N(f) = V=PIt g5y L(F)(1) — B(S, £)@), (6.14)

where

t
L)) = /0 eV=mPNE=D) [R (1, (14 + @0) — R + £) (s + 90)] (r)d,
(6.15)

t
Bg. (1) = / Q=M ONED R 4 ¢) Fl(T)dr. 6.16)
0

To that end, we shall appeal to the following fixed point lemma:

Lemma 6.4. Let (E, || - ||) be a Banach space and let v > 0. Denote by B, the open
ball of radius v centered at O in E. Assume that L : B, — EandB : B, x E — E
satisfy the following conditions.

e Forall x € B, B(x, ) is linear.

o There exists a constant Cp. € (0, 1) such that |L(x)|| £ Cz|x| forall x € B,.

o There exists an increasing function Gg such that |B(x, y)|| < Ge(|IxID|y|l for
all x € By, and y € E. There exists r, > 0 such that

Cr+ 6By < % (6.17)

o There exists an increasing function Fr : Ry — Ry such that
Vxi,x2 € By, |£(x1) — L) = llxr — x| Felxall + llx2lD). (6.18)

o There exists an increasing function Fg : Ry — Ry such that

V.X1,.x2 € B\)v Vy € Ev ”B(X], )’) - B(x21 )’)”
< e = x2llly IFBdAIx I+ llx2 ). (6.19)

Assume, moreover, that
1
Frv) +Gpv) + vFp2v) < 3 (6.20)

Then, for all xy € E with ||xo|| < %min{v, 4}, the mapping B, > x — N (x) :=
x0 + L(x) + B(x, x) € By has a unique fixed point x, in By, with ||x«| < 2| xol.

Proof. Letxg € E, ||xo| < % min{v, r,}. The fixed point of N will be obtained by
the Picard iteration x,,+1 = AN (x,), n = 1. It can be shown using induction with
the aid of (6.17) that ||x,|| < 2|lxo|| for all n = 0, hence (x,) C B,. Using the
assumptions on £ and B, we obtain

INGX) = NI = llx = yIH{FcAxll + IyID + Gslx D) + Iy Fsdx] + yID}
Vx,y € By. 6.21)
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Combining (6.21) with (6.20) yields

1
[lxn+1 — Xull < llxn — xa—1 H{FL Q@) + Gr(v) + vFRQ2v)} = Enxn — Xp—1ll.
(6.22)

It follows that (x,) is a Cauchy sequence, hence x, — x, € E. In particular, we
have ||x.|| < 2||xo| < v, and thus (6.21) implies that A/ (x,) — AN (x,). Passing to
the limit in the scheme x,11 = N (x,,) yields x, = N (x,). The uniqueness of x,
in B, again follows from (6.21). O

‘We now have all the tools needed to prove Theorem 1.2.

Proof of Theorem 1.2. We consider 1, and ¢g in H*(T%) with s > 1 + % and

llwollzs < % and [|n«]lgs < 5, where ¢; is the constant given in Proposition 5.2.
We note that if de u = 0 then Apu = 0 (see (A.33)). Consequently, for

1 £ g2 £ g1 £ o0, we have

(yd1—m (D))t
e ull . 1
: I za ([a,m;ﬂ’”‘n (T4)

t
/ (7I=m(D))1
a

) S COh. Dlullpn, (6.23)

SCO,dlgl. el ,
L ([a,ﬂ];H*‘*ﬁ(ﬂrd)) L (W’ﬁJ:H“ 2 (T‘”)

(6.24)

provided that u and g(-, ) have zero mean. These estimates can be proved as in
Proposition A.17 with the aid of the dyadic estimate

18,7y p < C@e P Ajull . jZ 1 (629)
Set Y*([a, B1) = L®([er, B1; H*(T4)) N L2 ([ar, B1; H*F2(T)) and

I Mlye ey = I N zoo o, pr; e crayy + 11+ ”zz<[a,m;m+%<w)> o2

Consider fj € HS (T andlet T > 0 be arbitrary. By Proposition 5.1 2), R always
has zero mean, and so do £ and . Therefore, using (6.23), (6.24) and the fact that

I M2, prs e myy = I N2 o, prc ey (6.27)
we obtain
le@ O =mPNE follysqo.ry < C b, ) foll s, (6.28)
1L Nys o,y S Cb, d)IR(:) (4 + 90) — R(s + ) (15 + @0) |l 2( S,1>,
12(10.7; H 2
(6.29)
1B(g. Hllysqo,rny £ Cb, DRI (6.30)

L2307 H )’
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We want to apply Lemma 6.4 with

E=Er = {f e Y*([0,T]) | /d fx,t)dx =0ae.t €0, T]} . (6.31)
T

Let B, be the open ball in E7 with center 0 and radius v < 2%

Let f € By. We have || fllLooo,71: %) = I1f | Foe 0. 77, 115)> hence | f (D)1l s <
v < /3 ae.t € [0, T]. Consequently, (|7 + f(¢)|lgs < c2 a.e.t € [0, T] and
thus we can apply the contraction estimate (5.37) with n; = 1y, 12 = 1« + f,
a:s+%and00:s,

IR (1) (s + 00) — R(s + (s + wo)lle,%

< Cll e {1V + 90y + el sy IV 4+ 00) 51|
F Oy 15+ 90) 5

S CIAN ooy {1900+ @Oy + Wl oy IV + g0)l gt |
(6.32)

a.e.t € [0, T], where C = C(s, b, d) and we have used the embedding H* C H*
for u = 0. Combining (6.29) and (6.32) yields

ILCAHys o1
S CIfI IV (s + (ﬁo)lle,% + IIU*IIHH% Vi (75 + ©0) || ps—1 } ;

(6.33)

LZ([O,TJ;H”%) {

where C = C(s, b, d).
Next, for g € B,, we can apply the remainder estimate (5.24) witho = s + %
and o¢ = s to have

IR+ & f 1oy < Cllne gl IVefll oy + Cli 481y 1V f s
S Clall oy IV F Iy + Clighas IV fIl
+ C”g”HH—% ”fo”Hs—l (634)

a.e.t € [0, T], where C = C(s, b, d). It follows from (6.30) and (6.34) that
s <
1B(g, Hllysqo.ry = Climsll o1 ”VXf”y([o,n;H“%)
C oo g IV
+CligllLeeqo,71: 59|l Xf”L2<[o,T];H“%>
C \% i~ s
+ ”g”m([o,T];H”%)” xfllzeoqo,ry: 51

< C(Iln*llHH% + llgllysqo,rp) I fllysqo, 7. (6.35)
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where C = C(s, b, d). By a completely analogous argument, we obtain that

ILCf1) — LU ys o,y
S ClIR(Mx« + [0 + @0) — R(n« + f2) (04 + wo)llL2<lo TJ-H‘*%>

< Cli = Follgorys (190w + @0l g + Il oy 190 + g0l gt |

+ Cllf1 = f2llLoeqo, 9 1 f1l 1>||Vx(77* + @) |l gs-1

L2 ([0. TI:H 2

+Cllfi — L2 IV (75 + @0) [l 51

120,71 )
< Clfi = flysqor) [IIVx(n* + wo)llHP% + ||77*||HS+% Vi (s + ©0) |l ys—1
+ A1 llys qo,rp I Ve (s + @0) | o1}

for f1, f> € By, and

(6.36)

1B(g1, f) — B(g2, Nllysqo,m1
S ClIR(« + g1 f — R(ns + gz)fIILZQ0 Tm%)

< Cligt — g2l (o, 11: 5%

X \Y + \% 00 S Hgs—
I x'f”u([o,r];ﬂ‘*%) ”gllILZ([o,T];H”%)” w [l Lo, 7y 1)

+Clig1 — g2||L2([o,T];HS) ||77*||HJ+% ||fo||Loo([o,T];HH)

+Clig1 — g2l ||fo||L°°([0,T];HS*1)

L2007 H )
< Cllgr = g2llqornlflvsqory (14 Il oy +Ig1llvsqory) (637

for g1, g2 € By. In both (6.36) and (6.37), C = C(s, b, d).
In view of (6.33), (6.35), (6.36) and (6.37), we find that the conditions in Lemma
6.4 are satisfied with

Ce=ClIVeOn + 00l g+l 1960+ o)l et |
G5 = C (Inl oy +2).
Fe@ = C{IVe + 90y + 10l oy VO @0lr (6.38)
+ 21V + 90l |
Fo@) =C (1410l 0y +2).

where C = C(s, b, d). According to Theorem 6.3, if ||V¢0||HS7% is small enough
then ||17*||Hx+% < C(s, b, d)||V<PO||HS_%~ Therefore, for sufficiently small

||V‘P0||Hs7% , we have Cp < ‘—IL and the conditions (6.17) and (6.20) hold for suf-
ficiently small r, and v. Therefore, by virtue of Lemma 6.4 and with the aid of
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(6.28), if || follgs < %min{v, r+} := & then A has a unique fixed point f in B,,
and

I fllysqo,ry = Cb, )| follus YT > 0.

Since the smallness of ¢q, v and 7, is independent of 7', f is a global solution.

Next, we prove that f decay exponentially in H*. Since f € Y*([0, T]) for
all T > 0, using (6.32) and (6.34) we deduce that J; f € Lz([O, T]; HS’%) for
all T > 0. Then applying Theorem 3.1 in [10] yields f € C([0, T]; H*) for all
T > 0. Appealing to (6.32) and (6.34) again, we deduce that

1 o
Ea”f()”ys

= (3 f, f>H“%,H”%
=(yaf, f)H,,%‘HHl —{mDVf f) o) ]

2 2, H"2

— RO+ N ) o) ory T (RO + 90)
= RO+ )+ 900 ) o) ovd

< _ 2 2 {
= CoIIfIIHH% +C||f||HS+% IV (4 +¢0)IIH.V7%

(6.39)

0l 1V G+ @)t}
- C{Imel g Iy + 1NN JUAT s

where we have used the facts that f(-, ) has zero mean to get that

(m(D)f. f) |, ZCoIIfIIi{H%, co = co(s. b, d). (6.40)

HD S
It follows that
1d 2
il < — 2 2 s 41
> dr I f@OlFs = CoIIfIIHH% +C|If|IHH% {w+ 0 fllast, (6.41)

where

=1+ @0y + 0l IV + 0l + 0l oy
(6.42)

We choose || Vy¢o ”H‘Y_% small enough so that u < 36—8 and assume that || fo|lgs <

min{§, %}. Using the continuity of # — || f(¢)| gs, we deduce from (6.41) that
If(Ollgs < 5¢& forallz > 0, and thus

d 2 co 2 €0 2

—NfOlgys = —= I f@ S —— 1 FON5ys- 6.43

I Ollas = 3IIf()IIHH% = 3IIf()IIH (6.43)
Therefore, we obtain the exponential decay

LEOllas < N follgse™ 8" Ve >0 (6.44)
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and the global dissipation bound

00
3

/ IF O de < = follye- (6.45)
0 H "2 co

This completes the proof of Theorem 1.2. O
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Appendix A. Analytic Tools

This appendix collects a number of analysis tools used throughout the paper.

A.1 Specialized Scales of Anisotropic Sobolev Spaces

In this subsection we recall the properties of a scale of anisotropic Sobolev spaces
introduced in [9].

Definition A.1. Let 0 < 5 € R.

(1) We define the anisotropic Sobolev-type space

HR) ={fe S RY| f=Ff feLl, R, and || flsy < oo},

(A.1)
where the square-norm is defined by
2+ 4 N 2 N 2
= [ S e e [ wr|ie] e
BO,1) & B(0,1)¢
(A.2)

We endow the space H*(R?) with the obvious associated inner-product. We
write H*(X) = H*(R"~!) with the usual identification of ¥ ~ R"~!.
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(2) We define
H(TY) = H*(T%) = {f € H'(TY) | / f= 0} (A3)
Td

with the usual norm.
(3) We write H*(X) = H*(I") via the natural identification of ¥ = I" x {0} with
[ e {R*1 =1y,

The following result summarizes the fundamental properties of this space:

Theorem A.2. Let 0 < s € R. Then the following hold.

() H*(RY) is a Hilbert space, and the set of real-valued Schwartz functions is
dense in H* (RY).

(2) HS(R?) — H*(RY), and this inclusion is strict for d = 2. If d = 1, then
H*(R) = H*(R).

(3) Ift € Rand s < t, then we have the continuous inclusion H' (RY) — H*(R%).

(4) For R € Ry and f € H*(RY) define the low-frequency localization fir =
(fx B.r))" and the high-frequency localization fy g = (fx B©.R))" - Then
fir € Nizo H R N Npen CARY), and fr g € H*(RY) N H (RY). More-
over, we have the estimates

ikl 3 S NS llpgs and | f ] s S 1S s (A4)

as well as

Sl s and || fur | s S 1S llpgs -
(A.5)

| firll g Sk 1Flpes

(5) For each k € N we have the continuous inclusion H*(R?) — C(I)‘ (RY) +
H' (RY). R
(6) Ifs > d/2 then f € L'(RY; C), and

|7

R S g - (A.6)

(7 If k e Nand s > k 4+ d /2, then we have the continuous inclusion H?* (RY) —
Ch(RY).

@) Ifs 2 1, then |V fllgs—1 S N fllgs for each f € HS(RY). In particular, we
have that V : H*(R?) — H*"'(R%; R?) is a bounded linear map, and this
map is injective.

) Ifs 2 1, then [01 flg—1 S ||f||Hsf0rf e H’ (Rd) In particular, we have that
91 : HS(RY) — HS~ l(Rd) N H~YRY) is a bounded linear map, and this map
is injective.

Proof. These are proved in Proposition 5.2 and Theorems 5.5 and 5.6 of [9]. O

Next we recall another space introduced in [9] that will be useful in working with
the Poisson extension of functions in H*(X).
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Definition A.3. Let0 < s e Randn = 2.
(1) When I' = R"~! we define the space

PS(Q) = HY(Q) + H(Z) = {f € LL.(Q) | there exist g € H*(2) and h € H*(E)
such that f(x) = g(x) + h(x’) for almost every x € Q}. (A7)

We endow P* (£2) with the norm

1fllps = inf{llgll s + lallpgs | f =g+ hforg € H (Q),h e H'R" ).
(A.8)

(2) When I' = T"~! we define the space P*(Q) = H*(2) and endow it with the
usual H*(£2) norm.

The key properties of this space are recorded in the following.

Theorem A.4. Ler 0 < s € R and n 2 2. Then the following hold.

(1) Ift e Rand s < t, then we have the continuous inclusion P' () C P$().

(2) For each f € H*(X) we have that || fllps < || fllygs, and hence we have the
continuous inclusion H* (X) C P*(2).

B)IfkeNands > k +n/2, then ||f||c,’§ S| fllps forall f € P(2). Moreover,

we have the continuous inclusion

PR C(f U@ fim 3/ () =0for lal Sk} C Q).
(A9)

D Ifs 2 1, then |V [l ys—1 S\ fllps for each f € PS(2). In particular, we have
that V : P5(Q) — H*~1(Q: R") is a bounded linear map.

(5) If s > 1/2, then the trace map Tr : H*(2) — H’~Y2(X) extends to a bounded
linear map Tr : P5(Q2) — H~V2(X). More precisely, the following hold.
@ If f € CUQ) NP(Q), then Tr f = f]5.
(b) If o € CLR"! x (b, 0]), then

/ Tr fo :/ O fo+ fopp forall f € P°(Q). (A.10)
o Q

(c) We have the bound || Tt flls-12 S I f s for all f € P*(R).

Proof. Inthecasel” = R~ these are proved in Theorems 5.7,5.9,and 5.11 of [9].
In the case I' = T"~! they follow from standard properties of Sobolev spaces. O

Next we record a crucial fact about the P spaces: they give rise to standard H*
multipliers.
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Theorem A.5. Letn 2 2 and s > n/2. Then for 0 < r < s

gl S WS lips gl e forall f € P°(Q) and g € H™(R2).  (A.11)

In particular, for 1 < k € N the mapping

k k
H @ x[[P@5>3 @ fi..... o= g[[fieH @ (A12)

j=1 j=1
is a bounded (k + 1)—linear map.

Proof. When I' = T"~! this follows from the standard properties of Sobolev
spaces. Assume then that ' = R”~!. The bound (A.11) is proved for r = s in
Theorem 5.14 in [9]. When r = 0, the bound (A.11) follows immediately from the
third item of Theorem A.4. The general case 0 < r < s then follows from these
endpoint bounds and interpolation (see, for instance, [2,15]). O

A.2 Poisson Extension
We now study the Poisson extension operator, first on standard Sobolev spaces.

Proposition A.6. Let —1/2 < s € R. Forn € H*(Z) define Pn : @ — R via

1
(27.[)11—1

Pr(x) = / X E el (g)de. (A.13)
I

Then Pn € HTV2(Q) and |Bl ys+12 S nll ys- In particular, B - H* (L) —
HSHY2(Q) defines a bounded linear map.

Proof. We’ll only present the proof in the case I' = R”~!, and the case I' = T"~!
is similar and simpler. First note that

0
/ ‘e@m
—b

Suppose initially that m € N and that n € H™~!/>(Z). Using (A.14), we may
readily bound

2 b for |&] <0

1
dx, = — (1 — e 261y = (A.14)
T2 ﬁ for |&| < oo.

1Bl S [ @ RE[ O( €], d
Mam@) < - n(§) L e xnd§

S G GRS T TS

Thus, P : H"~/ 2($) — H™(Q) defines a bounded linear operator for every
m € N. Standard interpolation theory (see, for instance, [2,15]) then shows that
P : H~1/2(2) - H'(Q) defines a bounded linear operator for every 0 < ¢ € R,
which is the desired result upon setting t — 1/2 = s. O



Arch. Rational Mech. Anal. (2024) 248:5 Page 47 of 58 5§

Next we consider the Poisson extension on the anisotropic spaces H* (%), which
requires the use of the IP spaces from Definition A.3.

Theorem A.7. Let0 < s € Rand T’ = R"~!. For n € H*(Z) define Pn : @ — R
via

1 i
P = G fR s, (A.16)

Then the following hold:

() Pn —m € HFVAQ) and |Bn = millgsein S Inllggs, where m = miy €
HH2(2)yn Mken Clg(E) in the notation of Theorem A.2.

(2) B € PTV2(Q) and |Byllps+12 S (0llggs.

(3) The induced map B : H*(Z) — PTV2(Q) is bounded and linear.

Proof. We split n into its high and low frequency parts: n = 5, + n;, where
Mn = X o.1)c and 71 = X p(o.1)71- Then we know from Theorem A.2 that n;, 1 €
H () with | 77/|HS < |Inllgys for j € {I, h}. We also know that n, € H*(X) with
Innllgs < lInllyys . Consequently, Proposition A.6 shows that Pn;, € HH2(Q)
with

IBnnll sz S Mnnlls S Il - (A.17)

Now consider the function Pn; — n; : 2 — R, which satisfies
1 i/ R
Pux) —m@) = ——— / eV — DAE)E. (A1)
(2m) B(,1)
We calculate

0 2 1
/ e‘E‘Xn—1’ dx, = ——(=3+2&|b+4e 50 — 72Dy

b 21
213
|5 for el (A.19)
b for |&| < o0.
For any m € N this allows us to bound
2 a2 [C | el 2
||q3m—m||,,m5f (€) \n@);/ e 1" ax,ae
B(0,1) —b
_ N 2
Sf €2 g [AE)| dg
B(0,1)
N 2
5[ €1 7A@ dg < Il - (A.20)
B(0,1)

Thus, B, —n1 € (e H™ (K2), but in particular we can choose a fixed s +1/2 <
m € N to see that Pn; — n; € H1/2(Q) with

1B — il gs+12 S NP = mill gm S Mnllges - (A21)
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Finally, note that 1; € (1), H'(X) and that
lnill3¢ = lnillggs forall0 <t € R. (A.22)

In particular, ; € H*+1/2(2) with n1ll3gs+12 < linllp¢s. We may thus combine

(A.17), (A.21), and (A.22) to see that Pn = [Py + Py — n1)] + n with

IBnn + B — D)l gs+172 + Inillags+r2 S nllggs - (A.23)

Hence, Py € PT1/2(Q) with |[PBnllpsti2 < Inllggs , which is the desired bound.
O

Finally, we record some results about the normal derivative of the Poisson extension.

Proposition A.8. Let 0 < s € R and n € H*13/2(X). Then the following hold.

(1) IfT = R*1 then 3,Bn(-,0) — 3, Bn(-, —b) € H'R* ") and
[0, B0 (-, 0) — 0, B, =b) ] g1 = b IVEnll2 S Inllpgsean . (A24)

(2) IfT =T\, then 8, P15 (0) = 3,81z, (0) = 0.

Proof. We’ll only prove the first item, as the second is simpler and similar. Theorem
A.7 tells us that Pn € P+2(Q), and so Theorem A.4 then implies that 3,Bn
HST1(Q). Note that APy = 0 in Q. Using this and the absolute continuity of
Sobolev functions on lines (see, for instance, Theorem 11.45 in [8]), we may then
compute

0, Bn(x’, 0) — 3, Pn(x’, —b)

0 0
/33‘~I3n(x/,t)dt=—f AP (x’, 1)de
—b

0
—div’/ V'Pn(x’, )dt. (A.25)
b

Thus, Cauchy—Schwarz, Fubini—Tonelli, and Parseval imply that

1 o __ 2
[6, B0, 0) — 8, P’ —b) |y = /H; Rl / e | ds
O _—
gzﬂ/ f IE‘BH(EJ)IZdté§b2[IV‘BHIZ. (A26)
Re=1J—p Q

The stated inequality follows from this and Theorems A.4 and A.7. O
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A.3 Composition

In this subsection we aim to study some composition operators. We begin by intro-
ducing some notation that allows us to extend the flattening maps to full space.

Definition A.9. Let x € C°(R) besuchthat0 < x < 1, x = 1 on[—2b, 2b], and
supp(x) C (=3b, 3b). Given n € H°F1/2(X) define ¢, : T x R — I' x R via

n

&)00) = x + X C)lm @) + EPn =)o) (147 ) en. (A27)

where E : LZ(Q) — L% x R) is a Stein extension operator, ‘3 is the Poisson
extension as defined in Proposition A.7 and Theorem A.7, and when I' = R*~!
we take 7 = 11,1 € ()50 H' (Z) N Nken CS(E) in the notation of Theorem A.2,

while when I' = T"~! we take 1; = 0. Note that Proposition A.6 and Theorem A.7
show that By —n; € H°+1(Q), and since the Stein extension restricts to a bounded
map E : H°t1(Q) — H°t(I' x R) we have that E(Pn — ;) € HT(I' x R).

Next we record some properties of these maps.

Proposition A.10. Leto > n/2, n € H°T/2(X), and define €, : T xR — ' xR
as in Definition A.9. Then the following hold.

(1) The map €, is Lipschitz and C!, and HV@W — ]Hc}} S Inllggs+1/2.

(2) If V is a real finite dimensional inner-product space and 0 < r < o, then

sup [ 9;€, - e f |y S A4 Inliggorr2) 1 f Il (A.28)
15j,k<n
and
sup [ (3;€, ek — 3, € - en) f || e S —Cllggeern 1f L (A29)
15j,k<n

foreveryn,t € H°tV2(S) and f € H' (I x R; V).

(3) There exists 0 < 84 < 1 such that if |nllyo+12 < 84 then &, is a bi-
Lipschitz homeomorphism and a C' diffeomorphism, and we have the estimate
|ve, — 1||C£ <1/2.

Proof. Firstnote thato + 1 > n/2+ 1, so Proposition A.6, Theorem A.7 and stan-
dard Sobolev embeddings show that E(Bn —n;) € C g (I' x R). On the other hand,
n € thO ‘H' (%), so Theorem A.2 shows that n; € Cg(E). These observations
and their associated bounds then imply the first item. Next we write ¢, =1+ we,
so that V&, = I + e, ® Vw. To prove the second item it suffices to show that
|| aja)f”H,. S Inllpgo+12 1 fllgr for 0 £ v < o and 1 < j < n. To establish this
we observe that on the one hand, thanks to Theorem A.2, xn; € () keN Cg (I' x R),
and on the other E(PBn —n;) € H° (" x R). Thus, 0;jw consists of linear combi-
nations of terms in (o C&(I' x R) and in H% (R"), and so the sufficient bound
follows from standard Sobolev multiplier results (see, for instance, Lemma A.8 in

[9D.
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To prove the third item we note that if w has Lipschitz constant less than unity, then
wey, is contractive on R", and so the Banach fixed point theorem implies that &, is
a bi-Lipschitz homeomorphism. To control the Lipschitz constant of w we use the
supercritical Sobolev embeddings as above to verify that this constant is less than
unity provided that ||5||¢s+1/2 < 84 for some sufficiently small universal constant
8« € (0, 1). O

The next result studies the smoothness properties of composition with the maps
from Definition A.9.

Theorem A.11. Letn/2 < o € N, 0 < §, < 1 be as in the third item of Proposition
A.10, and V be a real finite dimensional inner-product space. Let r € N satisfy
0<r <o+ 1andletk € {0,1}. Consider the map A : HF(I x R; V) x
BH"+1/2(Z)(O’ 8:) — H'(I' x R; V) given by A(f,n) = f o &,, where &, :
I' xR — T x R is as defined in Definition A.9. Then A is well-defined and ck,
and ifk = 1 then DA(f,1)(g,¢) = xb(n + E(Bn — n)(0n f 0 €)) + g o &y,
where b(x) = (1 + Xn/b).

Proof. With Proposition A.10 established, the result follows from minor and ev-
ident modifications of the argument used to prove Theorem 1.1 in [6] (see also
Theorem 5.20 in [9]). O

Finally, as a byproduct of this theorem we obtain smoothness properties associated
to composition with the flattening maps .

Corollary A.12. Letn/2 <o € N, 0 < 8, < 1 be as in the third item of Propo-
sition A.10, and V be a real finite dimensional inner-product space. Let r € N
satisfy 0 < r < o + 1. For n € HOtV/2(X) define Sy 0 Q — Qyvia (2.1). Then
the following hold.

(1) The map Ag : HTHT x R; V) x BHG+1/2(Z)(O, 8x) — H"(2; V) given by
A(f,n) = f oFy is well-defined and C! with DAq(f,n)(g,¢) = I;‘Bn(anfo
)¢ + g 0Ty, where b(x) = (1 + x,/b).

(2) Assume r = 1. Then the map Sy : H' YT x R; V) x BHU+1/2(E)(O, 8x) —
H'=V2(2; V) given by Gx(f,n) = f o Zylx is well-defined and C' with
DGx(f,m) (g, ¢) =10 f oTpils + 8o Fyls.

Proof. The firstitem follows from Theorem A.11 and the observation that Aq ( f, )
= RqoA(f,n), where Rg : H'(I' x R; V) — H’"(2; V) is the bounded linear
map given by restriction to 2. This identity follows directly from the fact that, by
construction, &, = §;, in Q2. The second item follows by composing the first item
with the bounded linear trace map. O

A.4 Littlewood—Paley Analysis for the Anisotropic Sobolev Space H?*

In this subsection we develop some Littlewood—Paley theory for the anisotropic
spaces.
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Definition A.13. Let x € C*(R?) be a radial function such that x(&) = 1 for
] < 5, x(&) =0for || = 1. Set

9() = x(§) — x(28), xj(§)=xQ7/&) forjeZ, ¢o=x, and
9j¢) =928 forj = 1. (A.30)
The Littlewood—Paley dyadic block A is defined by the Fourier multiplier
Aj=¢;(Dy) forj=20, A;j=0 forj=—1. (A.31)

The low-frequency cut-off operator S; is defined by

j
Sj=x;(D) =Y Ay forj = 0. (A32)
k=0

The above Fourier multipliers can act on functions (distributions) defined on R or
T, and the Fourier transform is defined accordingly. In particular, for u : T — R
we have

1 1
Ao(D)u = (h)du(()) = Gy fw . (A.33)

Since 72 ¢ (§) = 1forall§ € R¢, we have that > 720 Aj = Id. Moreover, we
have supp¢; C {2/72 < |&| < 2/} for j = 1 and x¢; =0 for j = 2.
Bony’s decomposition for product of functions is

where
Trg=) S;afAjgand R(f.g)= Y  Ajfig.  (A39)
jz3 JhZ0,1j—KI<2

We note that supij_/gﬁjg c{2/3 <& <2/t for j > 1.
We recall the following result from [1].

Lemma A.14. ([1, Lemma 2.2]) Let C be an annulus in R%, m € R, and k =
2[1 + %], where [r] denotes the integer part of r. Let o be a k-times differentiable
function on R4 \ {0} such that for all o« € R with || < k, there exists a constant
Cq such that

0% (§)] < Colé™ 1 forall & € RY \ {0}. (A.36)

There exists a constant C, depending only on the constants C,, such that for any
p € [1,00] and any constant » > 0, we have, for any function u € LP (M%),
M € {R, T}, with Fourier transform supported in \C,

lo(D)ullpr < CA™ |lu|lLr. (A.37)

Next we recall the definition of the Chemin—Lerner norm.
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Definition A.15. Let M be either Ror T. For I C Rand s € R, the Chemin-Lerner
norm is defined by

o]

2 2sj 2
[ B el VN e (A38)
j=0

When the low-frequency part is removed, we denote
00
el aray = D2 2218 jutl o pgay and ey e gy
10201
= Z 220 AjuniqU;Lz(Md». (A.39)
j=1

It what follows, unless otherwise specified, when the set M is omitted in function
space notation, it can be either R or T. We recall another result from [1], this time
about products.

Proposition A.16. ([1, Corollary 2.54]) For I C R, q € [1,00] and s > 0, there
exists C = C(d, s) such that

I fellas = ClliflliLellglas + Clighee L fllas, (A.40)
||fg||Zq(1;Hs) § C||f||L°°(I;L°°)||g||Zq(1;H.v) + C||8||L°°(1;L°°)||f||Zq(1;H.v)
(A41)

provided that the right-hand sides are finite.
Next we study the boundedness of some key operators in the Chemin—Lerner norm.

Proposition A.17. The following hold.

(1) There exists an absolute constant C such that for all 1 < p < o0, 0 € R and
u € H°(R?), we have

cosh((z + b)|DJ)

1
< 2b7,C o, (A2
cosh(bID]) = max{ Hiull (A42)

~ 1
L2 (—b,0,HO Y )

(2) There exists an absolute constant C such that forall 1 < g3 < g1 £ 00,0 € R
1

- 1L
and f € LY*([-b, 0]; H; P2 we have

f(x,zhdZ

H/Z cosh((z' 4+ b)|D|)
—p cosh((z +D)|D]) "

~ 1
L ([fb,ow”ql )
q1+45

< max{b ,C} £, TRV (A43)
L ([—b,O];H qz)
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where qlz + q— = 1. In addition, for any z € [—b, 0], we have

cosh((z' + b)| D)) o
d
H/b cosh((z + b)|DJ) flx,2)dz Ho
¢11+<12
< max{b 1% C}||f||~q2 ([ bOLH 1+PL2) (A.44)

Proof. Forall —b < z1 < 75, we have 0 < z5 — z1 < 75 + b and hence

cosh((z1 +5)0) sz e2@atbe 4 2@—z)e

1< = <2 A45
~ cosh((z2 + b)c) e2(atb)e 4 = ( )
forall ¢ = 0.
To prove the first item we note that (A.45) implies
w g S+ B)O) ) e (A46)
cosh(bc)

for all z € [—b, 0]. Consequently, for j > 1 and u € H®, we have

HA ~cosh((z + b)| D) )
! cosh(b|D|)

cosh((z + b)|DJ)

12| cosh(|D]) 12
< ( /R ) 4e21'f'|Z,»\u<s>|2da5)é <2¢2 7 | Ajull 2 (A47)
since |&] = 2772 on the support of Z\, u(&). It follows that

where C is an absolute constant. On the other hand, the low frequency part can be
bounded as

H cosh((z + b)|D|)

1
cosh(b| D)) g 2||||AOM||L§ ”Lf([—b,O]) g 2bv ||A0’4||L2~

LP([—b,0;L%)

(A.49)
Combining (A.48) and (A.49) yields

cosh((z + )| D)) |

2y 2j >
cosh(b|D|) §<2b”)  Aoull Z+ZC ( ’ ”)lA ul2,

T2 (=b0LH )
< maX{ZbF,C} 3o (A.50)

This completes the proof of the first item.
We now turn to the proof of the second item. To prove (A.43), we set

(x.2) —fz cosh((z' + b)| D)
g2 = _p cosh((z + b)|D|)

fx,2)hd7. (A.51)
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For z € [—b,0] and j = 1, using (A.45) we estimate
% cosh((z/ + b)|D

/ (@ +OIDD
—p cosh((z + b)|D|)

cosh((z' 4 b)| D)
cosh((z + b)| D))

L2

lajeC. ), =
< /Z dz’
b L2
1
< / ( / e2“Z”'fko(zfs>f<s,z’>|2ds)2dz’
—b R4

1
2z nNoj—1 — 2
é/ </ e (2= |Ajf(§,z/)|2d$) dz’
—b R4

z L
< [ e p s (A.52)

A]f(s Z/)

Applying Young’s inequality in z we deduce

—z2)—

2
”Ajg”L;“([fb,O];Lz) § ”e ”L?(R+)||Ajf||L32([7b,O];L2)

_i=2
Tz q ”Ajf”LZz([—b,O];LZ)
q‘l

< CYTNAF 2 g1y (A.53)
where L = 1 + qu — qiz and C is an absolute constant. On the other hand, it is
readily seen that

z €
180g (D)l 2 2 /_ IB0f G l2d £ 265 180 f Nysn o1
(A.54)
and hence
q1+fi§
18081 51 oy 12) = 26 12 1AL N2 gy 112y (A.55)
A combination of (A.53) and (A.55) leads to (A.43).
Finally, the proof of (A.44) is similar to the case g1 = oo of (A.43). O

Next we consider some more product estimates.

Proposition A.18. Let s > 0, p € [1,00], and I C R. Then, there exists C =

C(d, s) such that the estimate

||fg||Zp(1;HS(Rd)) =C (||f||L00(1;L00(Rd)) + ||Xf||L00(1;L1(Rd))) ||g||Zp(1;1-1x(Rd))
+ C”g”LOO([;LOO(Rd))”f”Zﬁ([;H;(Rd)) (A.56)

holds provided that the right-hand side is finite. Consequently, for s > 0 and
S0 > %, there exists C = C(d, s, so) such that
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||fg||Zp(1;HS) § C”f”LOC([;HfO(]Rd)) ||g||Zp(1;H:) + C||g||L°°(I;L°°) ”f”Z/’(l;Hg)‘
(A.57)

Proof. We first note that for M = T, (A.57) is a consequence of (A.41) and the
continuous embedding H* (T4) ¢ L*°(T9) for s > %.
To prove (A.56) and (A.57) for M = R, we shall consider functions f(x, z) and
g(x, z) defined on R? x I. For fixed z € I, we use Bony’s decomposition (A.34):
J§=Trg+Tof +R(f. g), where Trg =} ;>3 8;-3fAjg. For j = 3 we have
supp S; 3 fAjg C {2773 < |&| < 2771} and hence Ax(S;_3fAjg) = O for all
k = 0 satisfying |j — k| = 3. Thus, for & = 0 using Bernstein’s inequality we
obtain
2MIATrgl: =21 Y. Aw(Siaf ARl
J23,1j—kIS2
C Y 2YISiafAugle
J23,1j—kI=2
<Clflee Y. 2901458l (A.58)
J23,1j—kI=2

where C = C(d, s). Since [ € I~J’(I; Hg), we have A f € L% ae. z € I for
Jj 2 3. Consequently, the preceding estimate for 7s g also holds for Ty, f; that is,

MMk Ty fllz S Cligllzse Y 29114, 2 (A.59)
J23.1j—kI=2

A

It follows that

o0
2
171813 ey S Ol Bz Do (20 25088 0e o))
k=0 j23,|j-k|<2

o0
2 2sj 2 2 2
§ C”f”Loo([;Loo) ZZ S‘/”Ajg”Lp(];]}) é C”f”LDC(I;LOO)”g”Zp([;HﬁY)’
Jj=3

(A.60)

and similarly we have
||Tgf||Zp(1;Hs) é C||8||L°°(I;L°°)||f||Zp(];Hg)- (A.61)

As for the remainder R(f,8) = }_;>0 2 ,<2 &) fAj+vg, we note that supp
AjfAj1vg C{IE] <2713}, Thus Ay(A; fAj4,g) =O0fork = j +5 and

1Ak Y AjfAjgl S Y D 1A fA )l (A62)

v =2 JZ2k—4 |22
where

IAKA; A2 SIA; fllzzliglee ifj 21 (A.63)
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and

IAKA; Az S 1Al Avglle S Ix FllplAvgllz if j = 0.
(A.64)

It follows that
ks
2% || Ak Z AijjJrvg”Lp([;LZ)
v|<2
253 sy s ia 1A fllpaany gl sy ifk 25,
< izhj=
2%\ x Fll ooy 1 Avgll porir2y ifk <4
Y st imkea 250 e Iglloo ;o 2% % ifk = 5,
< eizhi= ; (A.65)
||Xf||L°°(I;L1)||g||Zp(1;L2) if k § 4.

By Young’s inequality for series, we deduce

HZ’“IIAk 2 DS Ajrglliraie
IvI<2

< o0([-] 00 Tp(r-Hs)-
sy ~ gl (I;L )”f”L/ (I;Hy)

(A.66)
‘We thus obtain

IRCE ONzn ey S W Pl oy I8N En s ey + gLtz LF I, -
(A.67)

Combining (A.60), (A.61) and (A.67) we obtain (A.56). Finally, (A.57) follows
from (A.56) and (A.6). |

Our next result records some estimates for nonlinear maps of the form (f, g) —
g1+ )"

Proposition A.19. Let I C R, p € [1l,00], s > 0, and sy > %. There exists a
positive constant C = C(d, s, so) such that if || f | oo 1,150y < % then

S = llelz + ClIfI s0)lgllz

1+ f = W8I Tr(1; %) LR NENTr (1, HS)

Lr(I;HY)
Hlglzorsz= I F T ag)- (A.68)

PVOOf: By virtue of (A6) we have ||f||L°°(I;L°°) g Cl ”f”L"Q(I;HSO)’ C] = Cl
(d, s, so), and hence | f| < % a.e. if || fllpoo(r: 10y = 2LC1 Then the expansion
g . .
— = -1/ gf! A.69
7 o (=Digf (A.69)
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holds a.e on RY. We claim that with Cy = max{C1, C}, where C is given in (A.57),
we have

18/ 1oz 15y S Co(Call f oo rs0)) ™

{1 Mmool znsm + g oo f Iz |
(A.70)

for all j = 1. Indeed, the case j = 1 follows at once from (A.57). Assume that
(A.70) holds for some J = 1. Applying (A.57) once again, we deduce

I M g amsy = 1 @D Tt
< Coll flleea; ey 185 Nzt sy + Callgf? ooty WA NEp ;)
< CZ(C2||f||L°°(1;HS0))j{||f||L°°(1;HJ0)||g||Zp(1;Hx) (A.71)
+ g I ni |
+ Callgf et | I Eoar: -

Combining this with the estimate

lgf ey < llglneeqr L°G)||f||Loo(1 ooy S lIgllzeoqszoey (Crll flleoe 10))!
(A72)

we obtain (A.70) for j + 1.
Finally, for || £l zoo(7:750) < 2172 we can sum (A.70) over j = 1 to obtain

I

LP(I;H%)

§ ||g||Zp(1;Hs) + 1 — C||f||L00(1;7-(30) ||f||L00(1;HS0(Rd))||g||Zp(1;H.v)
n C

(I = Cl fllLoocr; 750y

This implies (A.68). O

q gl F Iy (A.73)
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