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Abstract

This paper is concerned with quantitative homogenization of second-order
parabolic systems with periodic coefficients varying rapidly in space and time,
in non-self-similar scales. The homogenization problem involves two oscillating
scales. We obtain large-scale interior and boundary Lipschitz estimates as well
as interior C1,α and C2,α estimates by utilizing higher-order correctors. We also
investigate the problem of convergence rates for initial-boundary value problems.
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1. Introduction

In this paper we shall be interested in the quantitative homogenization of a
parabolic operator with periodic coefficients varying rapidly in space and time, in
different scales. More precisely, we consider the parabolic operator

∂t + Lε (1.1)

in Rd+1, where ε > 0 and

Lε = − div
(
A(x/ε, t/εk)∇)

, (1.2)

with 0 < k < ∞. We will assume that the coefficient tensor A = A(y, s) =(
aαβ
i j (y, s)

)
, with 1 ≤ i, j ≤ d and 1 ≤ α, β ≤ m, is real, bounded measurable and

satisfies the ellipticity condition

‖A‖∞ ≤ μ−1 and μ|ξ |2 ≤ aαβ
i j (y, s)ξα

i ξ
β
j (1.3)
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for any ξ = (ξα
i ) ∈ R

m×d and almost everywhere (y, s) ∈ R
d+1, where μ > 0

(the summation convention is used throughout).We also assume that A is 1-periodic
in (y, s); that is

A(y + z, s + t) = A(y, s) for (z, t) ∈ Z
d+1 and almost everywhere (y, s) ∈ R

d+1.

(1.4)

The qualitative homogenization theory for the operator (1.1) has been known
since the 1970s (see for example [10]). As ε → 0, theweak solution uε of the initial-
Dirichlet problem for the parabolic system (∂t + Lε)uε = F in �T = � × (0, T )

converges weakly in L2(0, T ; H1(�)) and strongly in L2(�T ). Moreover, the limit
u0 is a solution of the initial-Dirichlet problem for (∂t +L0)u0 = F in �T , where
L0 is a second-order elliptic operator with constant coefficients. Furthermore, the
(homogenized) coefficients of L0 as well as the first-order correctors depend on k,
but only for three separated cases: 0 < k < 2; k = 2; and 2 < k < ∞.

In recent years there has been a great amount of interest in the quantitative
homogenization theory for partial differential equations, where one is concerned
with problems related to the large-scale regularity and convergence rates for solu-
tions uε. Major progress has been made for elliptic equations and systems in the
periodic and non-periodic settings (see [3–9,11,16,17,19,27,28] and references
therein). Some of these works have been extended to parabolic equations and sys-
tems in the self-similar case k = 2. In particular, we established the large-scale
Lipschitz andW 1,p estimates in [13] and studied the problem of convergence rates
in L2(�T ) as well as error estimates for two-scale expansions in L2(0, T ; H1(�))

in [14]. Also see related works in [22–24,30]. Most recently, in [15], we have
studied the asymptotic behavior of the fundamental solution and its derivatives
and established sharp estimates for the remainders. We refer the reader to [2] for
quantitative stochastic homogenization of parabolic equations.

If k �= 2, the ε scaling in the coefficient tensor A(x/ε, t/εk) is not consistent
with the intrinsic scaling (x, t) → (δx, δ2t) of the second-order parabolic equa-
tions. To the authors’ best knowledge, very fewquantitative results are known in this
case. Direct extensions of the existing techniques developed for elliptic equations
fail due to the fact that the homogenization problem involves two oscillating scales
mentioned above. For more recent work as well as motivations on homogenization
problems with more than one oscillating scale, which are referred to as reiterated
homogenization, see [1,12,18,26,29] and references therein.

In this paper we develop a new approach to study homogenization of parabolic
equations and systems with non-self-similar scales. This allows us to establish
large-scale interior and boundary Lipschitz estimates for the parabolic operator
(1.1) with any 0 < k < ∞, under conditions (1.3) and (1.4).

Let Qr (x0, t0) = B(x0, r) × (t0 − r2, t0) denote a parabolic cylinder. The
following is one of the main results of the paper:

Theorem 1.1. Assume A = A(y, s) satisfies (1.3) and (1.4). Let uε be a weak
solution to

(∂t + Lε)uε = F in QR = QR(x0, t0), (1.5)
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where R > ε + εk/2 and F ∈ L p(QR) for some p > d + 2. Then for any
ε + εk/2 ≤ r < R,

( 
Qr

|∇uε|2
)1/2

≤ C

{( 
QR

|∇uε|2
)1/2

+ R

( 
QR

|F |p
)1/p

}

, (1.6)

where C depends only on d, m, p, and μ.

The inequality (1.6)may be regarded as a large-scale interior Lipschitz estimate.
We also obtain large-scale C1,α and C2,α excess-decay estimates, which are new
even for k = 2, for solutions of ∂t + Lε (see Sections 4 and 5). Regarding the
condition R > r ≥ ε+εk/2, wemention that there exists uε such that (∂t +Lε)uε =
0 in Rd+1 and ∇uε is ε-periodic in x and εk-periodic in t (the solution uε is given
by x j + εχλ

j (x/ε, t/ε
2) with λ = εk−2; see Section 2). Note that if the periodic

cell (0, ε)d × (−εk, 0) for ∇uε is contained in the parabolic cylinder Qr (0, 0),
then r2 ≥ εk and 2r ≥ √

dε. This implies that r ≥ (ε + εk/2)/4. As a result, the
condition R > r ≥ ε + εk/2 for (1.6) is more or less necessary without additional
smoothness assumptions on A.

The next theorem gives the large-scale boundary Lipschitz estimate, which is
new even in the case k = 2. Let � be a bounded C1,α domain in R

d for some
α ∈ (0, 1). Define Dr (x0, t0) = (

B(x0, r) ∩ �
) × (t0 − r2, t0) and �r (x0, t0) =(

B(x0, r) ∩ ∂�
) × (t0 − r2, t0), where x0 ∈ ∂� and t0 ∈ R.

Theorem 1.2. Assume A = A(y, s) satisfies (1.3) and (1.4). Suppose that (∂t +
Lε)uε = F in DR = DR(x0, t0) and uε = f on �R = �R(x0, t0), where
ε + εk/2 < R ≤ 1, F ∈ L p(DR) for some p > d + 2, and f ∈ C1+α(�R) for
some α ∈ (0, 1). Then for any ε + εk/2 ≤ r < R,

( 
Dr

|∇uε|2
)1/2

≤ C

{( 
DR

|∇uε|2
)1/2

+R−1‖ f ‖C1+α(�R) + R

( 
DR

|F |p
)1/p

}

, (1.7)

where C depends only on d, m, α, p, μ, and �.

Under the additional Hölder continuity condition on A, the large-scale esti-
mates in Theorems 1.1 and 1.2 imply the uniform interior and boundary Lipschitz
estimates for |∇uε(x0, t0)|. In the case k = 2, this follows readily from a simple
blow-up argument by considering uε(εx, ε2t) and using the classical Lipschitz esti-
mates for parabolic operators with Hölder continuous coeffcients. If k �= 2, wemay
consider the function uε(δx, δ2t)with either δ = ε or εk/2. It leads to the problem of
uniformLipschitz estimates for parabolic operators of forms, ∂t − div

(
A(x/ε, t)∇)

and ∂t− div
(
A(x, t/ε)∇)

, with locally periodic coefficients. The detailswill appear
elsewhere.

In this paper we also investigate the rate of convergence in L2(�T ) for the
initial-Dirichlet problem

(∂t + Lε)uε = F in �T and uε = f on ∂p�T , (1.8)
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where ∂p�T denotes the parabolic boundary of �T .

Theorem 1.3. Let � be a bounded C1,1 domain in R
d and 0 < T < ∞. Assume

A = A(y, s) satisfies (1.3) and (1.4). Also assume that ‖∂s A‖∞ < ∞ for 0 <

k < 2 and ‖∇2A‖∞ < ∞ for k > 2. Let uε be a weak solution of (1.8) and
u0 its homogenized solution (with the same data F and f ). Suppose that u0 ∈
L2(0, T ; H2(�)) and ∂t u0 ∈ L2(�T ). Then

‖uε − u0‖L2(�T )

≤ C
{
‖u0‖L2(0,T ;H2(�)) + ‖∂t u0‖L2(�T )

}
·

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

εk/2 if 0 < k ≤ 4/3,

ε2−k if 4/3 < k < 2,

εk−2 if 2 < k < 3,

ε if k = 2 or 3 ≤ k < ∞,

(1.9)

for any 0 < ε < 1, where C depends only on d, m, k, A, �, and T .

The convergence rates εγ for different k’s in (1.9) are obtained as a result
of the formula γ = min(k/2, 2 − k) for 0 < k < 2; γ = 1 for k = 2; and
γ = min(1, k − 2) for k > 2. In Theorem 1.3 we do not specify conditions on F
and f , but rather require that u0 ∈ L2(0, T ; H2(�)) and ∂t u0 ∈ L2(�T ). Notice
that if � is C1,1, F ∈ L2(�T ) and f = 0, then ‖∇2u0‖L2(�T ) + ‖∂t u0‖L2(�T ) ≤
C‖F‖L2(�T ). It follows that

‖uε − u0‖L2(�T ) ≤ Cεγ ‖F‖L2(�T ), (1.10)

where γ ∈ (0, 1] is given above.

Remark 1.4. Whether the convergence rate in (1.10) is sharp for 0 < k < 2 and
2 < k < 3 remains open. We point out that even though the homogenized equation
does not depend on k for 0 < k < 2 and for 2 < k < ∞, the sharp convergence rate
for (1.10) may depend on k. This is already clear in the trivial case Aε = A(t/εk)
for k close to 0. We also note that the convergence rate given by Theorem 1.3 is not
continuous in k at k = 2, and that the non-self-similar case k �= 2 requires additional
smoothness conditions. These seem to be consistent with the known results in
reiterated homogenization. In particular, in the elliptic case with coefficient tensor
Aε = A(x/ε, x/εk) for 0 < k < 1, the convergence rate obtained in [25] for
� = R

d is εγ with γ = min(k, 1 − k) under the assumption that A(y, z) is
Lipschitz continuous in z.

We now describe our general approach to Theorems 1.1–1.3. The key insight
is to introduce a new scale λ ∈ (0,∞) and consider the operator

Lε,λ = − div
(
Aλ(x/ε, t/ε

2)∇)
, (1.11)

where Aλ(y, s) = A(y, s/λ). Observe that the coefficient tensor Aλ is 1-periodic in
y and λ-periodic in s. Moreover, for each λ fixed, the scaling of the parameter ε in
Aλ(x/ε, t/ε2) is consistent with the intrinsic scaling of the second-order parabolic
operator ∂t+Lε,λ.As a result,wemayextend someof recently developed techniques
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for elliptic equations to the parabolic equation (∂t + Lε,λ)uε,λ = F , as in the case
k = 2. We point out that for the results to be useful, it is crucial that the bounding
constantsC in the estimates of solutions uε,λ do not depend onλ (and ε). This allows
us to use the observation Lε = Lε,λ for λ = εk−2 and prove Theorems 1.1 and
1.2. The approach also leads to large-scale C1,α and C2,α excess-decay estimates
as well as a Liouville property, expressed in terms of correctors for ∂t + Lε,λ.

The approach described above works equally well for the problem of conver-
gence rates. In addition to the observation Lε,λ = Lε for λ = εk−2, we also use the
fact that as λ → ∞, the homogenized coefficient matrix Âλ for ∂t +Lε,λ converges
to Â∞, the homogenized coefficient matrix for ∂t + Lε in the case 0 < k < 2. If
λ → 0, then Âλ → Â0, the homogenized coefficient matrix for ∂t +Lε in the case
2 < k < ∞.

The paper is organized as follows: in Section 2 we introduce the first-order
correctors χλ and homogenized coefficients for ∂t +Lε,λ, with λ > 0 fixed, as well
as correctors and homogenized coefficients forLε in (1.1)with 0 < k < ∞.We also
establish precise estimates of | Âλ− Â∞| for λ > 1, and of | Âλ− Â0| for 0 < λ < 1,
under additional regularity assumptions on A. These estimates are used in the proof
of Theorem 1.3. In Section 3 we prove an approximation result for solutions of
(∂t + Lε,λ)uε,λ = F in a parabolic cylinder. This is done by using ε-smoothing
and dual correctors. The proof follows the approach used in [14] by the present
authors for the case λ = 1. The proof of Theorem 1.1 is given in Section 4, where
we also establish a large-scale C1,α estimate. In Section 5 we introduce second-
order correctors for the operator ∂t + Lε,λ and prove a large-scale C2,α estimate.
The large-scale boundary Lipschitz estimate in Theorem 1.2 is proved in Section
6. We remark that the approaches used in Sections 4–6 are motivated by recently
developed techniques for studying the large-scale regularity in the homogenization
theory for elliptic equations and systems [3,4,6–8,11,16,17]. Finally, we give the
proof of Theorem 1.3 in Section 7, where we also obtain error estimates for a
two-scale expansion in L2(0, T ; H1(�)).

The summation convention is used throughout. We will use
ffl
E u to denote the

L1 average of u over the set E ; that is
ffl
E u = 1

|E |
´
E u. For notational simplicity

we will assume that m = 1 in the rest of the paper. However, no particular fact
pertaining to the scalar case is ever used. All results and proofs extend readily to
the case m > 1—the case of parabolic systems.

2. Correctors and Homogenized Coefficients

Let A = A(y, s) be a matrix satisfying conditions (1.3) and (1.4). For λ > 0,
define

Aλ = Aλ(y, s) = A(y, s/λ) for (y, s) ∈ R
d+1. (2.1)

The matrix Aλ is (1, λ)-periodic in (y, s); that is

Aλ(y + z, s + λt) = Aλ(y, s) for (z, t) ∈ Z
d+1.
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Let χλ = χλ(y, s) = (χλ
1 (y, s), . . . , χλ

d (y, s)), where χλ
j = χλ

j (y, s) is the weak
solution of the parabolic cell problem

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∂sχ
λ
j − div

(
Aλ∇χλ

j

) = div
(
Aλ∇ y j

)
in Rd+1,

χλ
j is (1, λ)-periodic in (y, s),ˆ λ

0

ˆ
Td

χλ
j (y, s) dyds = 0,

(2.2)

where Td = [0, 1)d ∼= R
d/Zd . By the energy estimates,

 λ

0

ˆ
Td

|∇χλ
j |2 dyds ≤ C, (2.3)

where C depends only on d and μ. Since

∂s

ˆ
Td

χλ
j (y, s) dy = 0,

we obtain, by the integral condition in (2.2),

ˆ
Td

χλ
j (y, s) dy = 0. (2.4)

This, together with (2.3) and Poincaré’s inequality, gives

 λ

0

ˆ
Td

|χλ
j |2 dyds ≤ C, (2.5)

where C depends only on d and μ. Since χλ and ∇χλ are (1, λ)-periodic in (y, s),
it follows from (2.3) and (2.5) that if r ≥ 1 + √

λ,

( 
Qr

(
|∇χλ|2 + |χλ|2

))1/2

≤ C (2.6)

for any Qr = Qr (x, t), where C depends only on d and μ.
Let

Âλ =
 λ

0

ˆ
Td

(
Aλ + Aλ∇χλ

)
dyds. (2.7)

Lemma 2.1. There exists C > 0, depending only on d and μ, such that | Âλ| ≤ C.
Moreover,

μ|ξ |2 ≤ ξ · Âλξ (2.8)

for any ξ ∈ R
d .
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Proof. The inequality | Âλ| ≤ C follows readily from (2.3). To see (2.8), we note
that

ξ · Âλξ =
 λ

0

ˆ
Td

Aλ∇(ξ · y + ξ · χλ) · ∇(ξ · y + ξ · χλ) dyds

≥ μ

 λ

0

ˆ
Td

|∇(ξ · y + ξ · χλ)|2 dyds

= μ

 λ

0

ˆ
Td

(|ξ |2 + |ξ∇χλ|2) dyds
≥ μ|ξ |2

for any ξ ∈ R
d , where we have used the fact

´ λ

0

´
Td ∇χλ dyds = 0. �

It is well known that for a fixed λ > 0, the homogenized operator for the
parabolic operator

∂t + Lε,λ = ∂t − div
(
Aλ(x/ε, t/ε

2)∇)
(2.9)

is given by ∂t − div
(
Âλ∇

)
[10]. In particular, if k = 2, the homogenized operator

for the operator in (1.1) is given by ∂t − div
(
Âλ∇

)
with λ = 1.

To introduce the homogenized operator for ∂t + Lε in (1.1) for k �= 2, we first
consider the case 0 < k < 2. Let χ∞ = χ∞(y, s) = (χ∞

1 (y, s), . . . , χ∞
d (y, s)),

where χ∞
j = χ∞

j (y, s) denotes the weak solution of the (elliptic) cell problem

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

− div
(
A∇χ∞

j ) = div(A∇ y j ) in Rd+1,

χ∞
j is 1-periodic in (y, s),ˆ
Td

χ∞
j (y, s) dy = 0.

(2.10)

By the energy estimates and Poincaré’s inequality,
ˆ
Td

(
|∇χ∞

j (y, s)|2 + |χ∞
j (y, s)|2

)
dy ≤ C, (2.11)

for almost everywhere s ∈ R, where C depends only on d and μ. Let

Â∞ =
ˆ 1

0

ˆ
Td

(
A + A∇χ∞)

dyds. (2.12)

It follows from (2.11) that | Â∞| ≤ C , where C depends only on d and μ. By the
same argument as in the proof of Lemma 2.1, one may also show that

μ|ξ |2 ≤ ξ · Â∞ξ (2.13)

for any ξ ∈ R
d . For 0 < k < 2, the homogenized operator for the parabolic

operator in (1.1) is given by ∂t − div
(
Â∞∇)

(see [10]).
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Next, we consider the case 2 < k < ∞. Define

A = A(y) =
ˆ 1

0
A(y, s) ds. (2.14)

Let χ0 = χ0(y) = (χ0
1 (y), . . . , χ0

d (y)), where χ0
j = χ0

j (y) is the weak solution
of the (elliptic) cell problem

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

− div
(
A∇χ0

j

)
= div

(
A∇ y j

)
in Rd ,

χ0
j is 1-periodic in y,ˆ
Td

χ0
j dy = 0.

(2.15)

As in the case 0 < k < 2, by the energy estimates and Poincaré’s inequality,
ˆ
Td

(
|∇χ0

j (y)|2 + |χ0
j (y)|2

)
dy ≤ C, (2.16)

where C depends only on d and μ. Let

Â0 =
ˆ 1

0

ˆ
Td

(
A + A∇χ0

)
dyds =

ˆ
Td

(
A + A∇χ0

)
dy. (2.17)

It follows from (2.16) that | Â0| ≤ C , where C depends only on d and μ. By the
same argument as in the proof of Lemma 2.1, we obtain

μ|ξ |2 ≤ ξ · Â0ξ (2.18)

for any ξ ∈ R
d . For 2 < k < ∞, the homogenized operator for ∂t + Lε in (1.1) is

given by ∂t − div
(
Â0∇

)
(see [10]).

In the remaining of this section we study the asymptotic behavior of the matrix
Âλ, as λ → ∞ and as λ → 0. We begin with a lemma on the higher integrability
of ∇χλ.

Lemma 2.2. Let χλ be defined by (2.2). Then there exists q > 2, depending on d
and μ, such that

( λ

0

ˆ
Td

|∇χλ|q dyds
)1/q

≤ C, (2.19)

where C depends only on d and μ.

Proof. Let u(y, s) = y j + χλ
j . Then ∂su − div(Aλ∇u) = 0 in Rd+1. By Meyers-

type estimates for parabolic systems (see for example [2, Appendix]), there exist
q > 2 and C > 0, depending only on d and μ, such that

( 
Qr

|∇u|q dyds
)1/q

≤ C

( 
Q2r

|∇u|2 dyds
)1/2

(2.20)
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for any Qr = Qr (x, t) = B(x, r) × (t − r2, t). It follows that

( 
Qr

|∇χλ
j |q dyds

)1/q

≤ C + C

( 
Q2r

|∇χλ
j |2 dyds

)1/2

. (2.21)

Choose r > 1 + √
λ so large that Td × (0, λ) ⊂ Qr . Since ∇χλ

j is 1-periodic in y
and λ-periodic in s, we obtain

( λ

0

ˆ
Td

|∇χλ
j |q dyds

)1/q

≤ C

( 
Qr

|∇χλ
j |q dyds

)1/q

≤ C + C

( 
Q2r

|∇χλ
j |2 dyds

)1/2

≤ C,

where we have used (2.6) for the last step. �
Theorem 2.3. Assume A = A(y, s) satisfies conditions (1.3) and (1.4). Then

Âλ → Â∞ as λ → ∞. (2.22)

Moreover, if ‖∂s A‖∞ < ∞, then

| Âλ − Â∞| ≤ Cλ−1‖∂s A‖∞ (2.23)

for any λ > 1, where C depends only on d and μ.

Proof. We first prove (2.23). Observe that

Âλ − Â∞ =
ˆ 1

0

ˆ
Td

A(y, s)∇ {
χλ(y, λs) − χ∞(y, s)

}
dyds.

It follows by the Cauchy inequality that

| Âλ − Â∞| ≤ C

(ˆ 1

0

ˆ
Td

|∇ {
χλ(y, λs) − χ∞(y, s)

} |2 dyds
)1/2

. (2.24)

By the definitions of χλ and χ∞,

1

λ

∂

∂s

{
χλ
j (y, λs)

} − div
{
A(y, s)∇(

χλ
j (y, λs) − χ∞

j (y, s)
)} = 0 in Td+1.

This leads to
ˆ 1

0

ˆ
Td

A(y, s)∇{
χλ
j (y, λs) − χ∞

j (y, s)
} · ∇{

χλ
j (y, λs) − χ∞

j (y, s)
}
dyds

= −1

λ

ˆ 1

0

ˆ
Td

∂

∂s

{
χλ
j (y, λs)

} · {
χλ
j (y, λs) − χ∞

j (y, s)
}
dyds

= −1

λ

ˆ 1

0

ˆ
Td

∂

∂s

{
χ∞
j (y, s)

} · {
χλ
j (y, λs) − χ∞

j (y, s)
}
dyds,
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where we have used the fact
ˆ 1

0

ˆ
Td

∂

∂s

{
χλ
j (y, λs) − χ∞

j (y, s)
} · {

χλ
j (y, λs) − χ∞

j (y, s)
}
dyds = 0

for the last step. Hence, by (1.3) and the Cauchy inequality,

μ

ˆ 1

0

ˆ
Td

|∇{
χλ
j (y, λs) − χ∞

j (y, s)
}|2 dyds

≤ 1

λ

(ˆ 1

0

ˆ
Td

|χλ
j (y, λs) − χ∞

j (y, s)|2 dyds
)1/2 (ˆ 1

0

ˆ
Td

|∂sχ∞
j (y, s)|2 dyds

)1/2

.

Since ˆ
Td

χλ
j (y, λs) dy =

ˆ
Td

χ∞
j (y, s) dy = 0,

by Poincaré’s inequality, we obtain

(ˆ 1

0

ˆ
Td

|∇{
χλ
j (y, λs) − χ∞

j (y, s)
}|2 dyds

)1/2

≤ C

λ

(ˆ 1

0

ˆ
Td

|∂sχ∞
j (y, s)|2 dyds

)1/2

.

In view of (2.24) we have proved that

| Âλ − Â∞| ≤ C

λ

(ˆ 1

0

ˆ
Td

|∂sχ∞(y, s)|2 dyds
)1/2

, (2.25)

where C depends only on d and μ.
To bound the right-hand side of (2.25), we differentiate in s the elliptic equation

for χ∞
j to obtain

− div
(
A∇∂sχ

∞
j ) = div

(
∂s A∇ y j ) + div

(
∂s A∇χ∞

j ).

It follows that

ˆ
Td

|∇∂sχ
∞
j (y, s)|2 dy ≤ C

ˆ
Td

|∂s A(y, s)|2 dy + C
ˆ
Td

|∂s A(y, s)|2|∇χ∞
j (y, s)|2 dy.

By Meyer’s estimates, there exists some q > 2, depending only on d and μ, such
that ˆ

Td
|∇χ∞

j (y, s)|q dy ≤ C,

where C depends only on d and μ. Thus, by Hölder’s inequality,

(ˆ 1

0

ˆ
Td

|∇∂sχ
∞
j |2 dyds

)1/2

≤ C

(ˆ 1

0

ˆ
Td

|∂s A|p0 dyds
)1/p0

,
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for p0 = 2q
q−2 . In view of (2.25) this gives

| Âλ − Â∞| ≤ C

λ

(ˆ 1

0

ˆ
Td

|∂s A|p0 dyds
)1/p0

, (2.26)

by using Poincaré’s inequality. As a consequence, we obtain (2.23).
Finally, to prove (2.22), we let D be a matrix satisfying conditions (1.3) and

(1.4). Also assume that D is smooth in (y, s). Let D̂λ and D̂∞ be defined in the
same manner as Âλ and Â∞, respectively. By using the energy estimates as well
as (2.19), it is not hard to show that

| Âλ − D̂λ| ≤ C

(ˆ 1

0

ˆ
Td

|A − D|p0 dyds
)1/p0

,

where C depends only on d and μ. A similar argument also gives

| Â∞ − D̂∞| ≤ C

(ˆ 1

0

ˆ
Td

|A − D|p0 dyds
)1/p0

.

Thus, by applying the estimate (2.26) to the matrix D, we obtain

| Âλ − Â∞| ≤ | Âλ − D̂λ| + |D̂λ − D̂∞| + |D̂∞ − Â∞|

≤ C

(ˆ 1

0

ˆ
Td

|A − D|p0 dyds
)1/p0

+ C

λ

(ˆ 1

0

ˆ
Td

|∂s D|p0 dyds
)1/p0

.

It follows that

lim sup
λ→∞

| Âλ − Â∞| ≤ C

(ˆ 1

0

ˆ
Td

|A − D|p0 dyds
)1/p0

.

Since p0 = 2q
q−2 < ∞, by using convolution, wemay approximate A in L p0(Td+1)

by a sequence of smoothmatrices satisfying (1.3) and (1.4). As a result, we conclude
that Âλ → Â∞ as λ → ∞. �
Remark 2.4. It follows from the proof of Theorem 2.3 that

( λ

0

ˆ
Td

|∇χλ(y, s) − ∇χ∞(y, s/λ)|2 dyds
)1/2

+
( λ

0

ˆ
Td

|χλ(y, s) − χ∞(y, s/λ)|2 dyds
)1/2

≤ Cλ−1‖∂s A‖∞.

By the periodicity this implies that if r ≥ (1 + √
λ)ε, then

( 
Qr

|∇χλ(y/ε, s/ε2) − ∇χ∞(y/ε, s/(λε2))|2 dyds
)1/2

+
( 

Qr

|χλ(y/ε, s/ε2) − χ∞(y/ε, s/(λε2))|2 dyds
)1/2

≤ Cλ−1‖∂s A‖∞.

(2.27)



156 Jun Geng & Zhongwei Shen

The next theorem is concerned with the limit of Âλ as λ → 0.

Theorem 2.5. Assume A = A(y, s) satisfies conditions (1.3) and (1.4). Then

Âλ → Â0 as λ → 0. (2.28)

Moreover, if ‖∇2A‖∞ < ∞, then

| Âλ − Â0| ≤ Cλ
{‖∇2A‖∞ + ‖∇A‖2∞

}
, (2.29)

where C depends only on d and μ.

Proof. We first prove (2.29). Observe that

Âλ − Â0 =
ˆ 1

0

ˆ
Td

A(y, s)∇(
χλ(y, λs) − χ0(y)

)
dyds

=
ˆ 1

0

ˆ
Td

(A(y, s) − A(y))∇χλ(y, λs) dyds

+
ˆ
Td

A(y)∇
(ˆ 1

0
χλ(y, λs) ds − χ0(y)

)
dy

= I1 + I2.

(2.30)

Write A(y, s) − A(y) = ∂s Ã(y, s), where

Ã(y, s) =
ˆ s

0

(
A(y, τ ) − A(y)

)
dτ.

Since Ã(y, s) is 1-periodic in (y, s), we may use an integration by parts and the
Cauchy inequality to obtain

|I1| ≤ Cλ

( λ

0

ˆ
Td

|∂s∇χλ|2 dyds
)1/2

. (2.31)

To bound the term I2 in (2.30), we observe that

− div

(ˆ 1

0
A(y, s)∇χλ

j (y, λs) ds

)
= div

(
A(y)∇ y j

) = − div
(
A(y)∇χ0

j (y)
)

.

It follows that

− div

{
A(y)∇

(ˆ 1

0
χλ
j (y, λs) ds − χ0

j (y)

)}

= div

{ˆ 1

0

(
A(y, s) − A(y)

) ∇χλ
j (y, λs) ds

}
.
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By the energy estimates we obtain

‖∇
(ˆ 1

0
χλ
j (y, λs) ds − χ0

j (y)

)
‖L2(Td )

≤ C‖
{ˆ 1

0

(
A(y, s) − A(y)

) ∇χλ
j (y, λs) ds

}
‖L2(Td )

≤ Cλ

( λ

0

ˆ
Td

|∂s∇χλ
j |2 dyds

)1/2

,

where, for the last step, we have used the integration by parts as in the estimate of
I1. As a result, in view of (2.30) and (2.31), we have proved that

| Âλ − Â0| ≤ Cλ

( λ

0

ˆ
Td

|∂s∇χλ|2 dyds
)1/2

. (2.32)

To bound the right-hand side of (2.32), we differentiate in y the parabolic
equation for χλ

j to obtain

∂s∇χλ
j − div

(
Aλ∇(∇χλ

j )
) = div

(∇Aλ · ∇χλ
j

) + div
(∇Aλ · ∇ y j

)
. (2.33)

By the energy estimates,
 λ

0

ˆ
Td

|∇2χλ
j |2 dyds ≤ C‖∇A‖2∞. (2.34)

By differentiating (2.33) in y we have

∂s∇2χλ
j − div

(
Aλ∇(∇2χλ

j )
)

= div
(∇Aλ · ∇2χλ

j

) + div
(∇2Aλ · ∇χλ

j

) + div
(∇Aλ · ∇2χλ

j )

+ div
(∇2Aλ · ∇ y j ).

Again, by the energy estimates,
 λ

0

ˆ
Td

|∇3χλ
j |2 dyds ≤ C‖∇A‖2∞

 λ

0

ˆ
Td

|∇2χλ
j |2 dyds

+ C
 λ

0

ˆ
Td

|∇2Aλ|2|∇χλ
j |2 dyds

+ C
 λ

0

ˆ
Td

|∇2Aλ|2 dyds

≤ C
{
‖∇A‖4∞ + ‖∇2A‖2∞

}
.

It follows by the equation (2.33) that
 λ

0

ˆ
Td

|∂s∇χλ|2 dyds ≤ C
{
‖∇A‖4∞ + ‖∇2A‖2∞

}
,

which, together with (2.32), gives (2.29).
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Finally, to see (2.28), we let D be a smooth matrix satisfying (1.3) and (1.4).
As in the proof of Theorem 2.3, we have

| Âλ − Â0| ≤ | Âλ − D̂λ| + |D̂λ − D̂0| + |D̂0 − Â0|

≤ C

(ˆ 1

0

ˆ
Td

|A − D|p0 dyds
)1/p0

+ Cλ
{
‖∇2D‖∞ + ‖∇D‖2∞

}
.

By letting λ → 0 and by approximating A in the L p0(Td+1) norm by a sequence
of smooth matrices satisfying (1.3) and (1.4), we conclude that Âλ → Â0 as
λ → 0. �
Remark 2.6. It follows from the proof of Theorem 2.5 that if r ≥ ε,

( 
Qr

|∇χλ(y/ε, s/ε2) − ∇χ0(y/ε)|2 dyds
)1/2

+
( 

Qr

|χλ(y/ε, s/ε2) − χ0(y/ε)|2 dyds
)1/2

≤ Cλ
{
‖∇2A‖∞ + ‖∇A‖2∞

}

(2.35)

for 0 < λ < 1, where C depends only on d and μ.

3. Approximation

Let Aλ be the matrix given by (2.1) and Lε,λ = − div
(
Aλ(x/ε, t/ε2)∇

)
. Let

L0,λ = − div
(
Âλ∇), where the constant matrix Âλ is given by (2.7). The goal of

this section is to prove the following theorem:

Theorem 3.1. Suppose A satisfies conditions (1.3) and (1.4). Let uε,λ be a weak
solution of

(∂t + Lε,λ)uε,λ = F in Q2r , (3.1)

where r > (1 + √
λ)ε and F ∈ L p(Q2r ) for some p > d + 2. Then there exists a

weak solution of

(∂t + L0,λ)u0,λ = F in Qr , (3.2)

such that
( 

Qr

|∇u0,λ|2
)1/2

≤ C

( 
Q2r

|∇uε,λ|2
)1/2

, (3.3)

and
( 

Qr/2

|∇uε,λ − ∇u0,λ − (∇χλ)ε∇u0,λ|2
)1/2

≤ C

(
(1 + √

λ)ε

r

)σ {( 
Q2r

|∇uε,λ|2
)1/2

+ r

( 
Q2r

|F |p
)1/p

}

,

(3.4)

where σ ∈ (0, 1) and C > 0 depend only on d, μ and p.



Homogenization of Parabolic Equations 159

We begin by introducing the dual correctors φλ for the operator ∂t +Lε,λ. Let

Bλ = Aλ + Aλ∇χλ − Âλ, (3.5)

where the corrector χλ is given by (2.2). Note that Bλ is (1, λ)-periodic in (y, s).

Lemma 3.2. Let Bλ = (bλ
i j ) be given by (3.5). Then there exist (1, λ)-periodic

functions φλ
ki j and φλ

k(d+1) j , with 1 ≤ i, j, k ≤ d, in H1
loc(R

d+1) such that

⎧
⎪⎪⎨

⎪⎪⎩

bλ
i j = ∂

∂yk
φλ
ki j − ∂sφ

λ
i(d+1) j ,

−χλ
j = ∂

∂yk
φλ
k(d+1) j .

(3.6)

Moreover, φλ
ki j = −φλ

ik j and

 λ

0

ˆ
Td

(|φλ
ki j |2 + |∇φλ

k(d+1) j |2
) ≤ C, (3.7)

 λ

0

ˆ
Td

|φλ
k(d+1) j |2 ≤ C(1 + λ)2, (3.8)

where C depends only on d and μ.

Proof. The lemmawas proved in [14] for the case λ = 1. The case λ �= 1 is similar.
However, one needs to be careful with the dependence of the constants C on the
parameter λ.

Let �d+1 denote the Laplacian operator in (y, s) ∈ R
d × R. By the definition

of Âλ,

 λ

0

ˆ
Td

Bλ(y, s) dyds = 0. (3.9)

It follows that there exist (1, λ)-periodic functions f λ
i j ∈ H2

loc(R
d+1) such that

�d+1 f λ
i j = bλ

i j in R
d+1 for 1 ≤ i, j ≤ d. Similarly, there exist (1, λ)-periodic

functions f λ
(d+1) j ∈ H2

loc(R
d+1) such that �d+1 f λ

(d+1) j = −χλ
j in R

d+1 for 1 ≤
j ≤ d. By the definition of χλ

j , we have

∂

∂yi
bλ
i j = ∂sχ

λ
j in Rd+1, (3.10)

which leads to

�d+1

(
∂ f λ

i j

∂yi
+ ∂s f

λ
(d+1) j

)

= 0 in Rd+1.
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By the periodicity and Liouville Theorem we may conclude that

∂ f λ
i j

∂yi
+ ∂s f

λ
(d+1) j is constant in Rd+1 for 1 ≤ j ≤ d. (3.11)

This allows us to write

bλ
i j = ∂

∂yk

{
∂ f λ

i j

∂yk
− ∂ f λ

k j

∂yi

}

+ ∂s

{

∂s f
λ
i j − ∂ f λ

(d+1) j

∂yi

}

,

and

−χλ
j = ∂

∂yk

{
∂ f λ

(d+1) j

∂yk
− ∂s f

λ
k j

}

.

We now define φλ
ki j and φλ

k(d+1) j by
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

φλ
ki j = ∂ f λ

i j

∂yk
− ∂ f λ

k j

∂yi
,

φλ
k(d+1) j = ∂ f λ

(d+1) j

∂yk
− ∂s f

λ
k j

(3.12)

for 1 ≤ i, j, k ≤ d. This gives (3.6). It is easy to see that φλ
ki j = −φλ

ik j .
Finally, to prove estimates (3.7) and (3.8), we use the Fourier series to write

bλ
i j (y, s) =

∑

n∈Zd ,m∈Z
(n,m) �=(0,0)

an,me
−2π in·y−2π imsλ−1

.

Then

f λ
i j (y, s) = − 1

4π2

∑

n∈Zd ,m∈Z
(n,m) �=(0,0)

an,m

|n|2 + |m|2λ−2 e
−2π in·y−2π imsλ−1

.

It follows by Parseval’s Theorem that
 λ

0

ˆ
Td

(
|∇ f λ

i j |2 + |∇2 f λ
i j |2 + |∂2s f λ

i j |2 + |∇∂s f
λ
i j |2

)

≤ C
∑

n,m

|an,m |2 = C
 λ

0

ˆ
Td

|bλ
i j |2 ≤ C,

(3.13)

where C depends only on d and μ. Also note that
 λ

0

ˆ
Td

|∂s f λ
i j |2 ≤ Cλ2, (3.14)

where C depends only on d and μ. Similarly, using the estimate (2.5), we obtain
 λ

0

ˆ
Td

(
|∇ f λ

(d+1) j |2 + |∇2 f λ
(d+1) j |2 + |∂2s f λ

(d+1) j |2 + |∇∂s f
λ
(d+1) j |2

)
≤ C. (3.15)

The desired estimates (3.7) and (3.8) follow readily from (3.12)–(3.15). �
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We fix ϕ = ϕ(y, s) = θ1(y)θ2(s), where θ1 ∈ C∞
0 (B(0, 1)), θ2 ∈ C∞

0 (−1, 0),
θ1, θ2 ≥ 0, and

´
Rd θ1(y) dy = ´

R
θ2(s) ds = 1. Define

Sδ( f )(x, t) =
ˆ
Rd+1

f (x − y, t − s)ϕδ(y, s) dyds, (3.16)

where δ > 0 and ϕδ(y, s) = δ−d−2ϕ(y/δ, s/δ2).

Lemma 3.3. Let g ∈ L2
loc(R

d+1) and f ∈ L2(Rd+1). Then

‖gSδ( f )‖L2(Rd+1) ≤ C sup
(y,s)∈Rd+1

( 
Qδ(y,s)

|g|2
)1/2

‖ f ‖L2(Rd+1), (3.17)

‖g∇Sδ( f )‖L2(Rd+1) ≤ Cδ−1 sup
(y,s)∈Rd+1

( 
Qδ(y,s)

|g|2
)1/2

‖ f ‖L2(Rd+1), (3.18)

where C depends only on d.

Proof. By Hölder’s inequality,

|Sδ( f )(x, t)|2 ≤
ˆ
Rd+1

| f (y, s)|2ϕδ(x − y, t − s) dyds.

It follows by Fubini’s Theorem that

ˆ
Rd+1

|g|2|Sδ( f )|2 dxdt

≤
ˆ
Rd+1

| f (y, s)|2
(ˆ

Rd+1
|g(x, t)|2ϕδ(x − y, t − s) dxdt

)
dyds

≤ C sup
(y,s)∈Rd+1

( 
Qδ(y,s)

|g|2
)

‖ f ‖2L2(Rd+1)
,

where C depends only on d. This gives (3.17). The estimate (3.18) follows in a
similar manner. �

Lemma 3.4. Let Sδ be defined by (3.16). Then

‖g∇ f − Sδ(g∇ f )‖L2(Rd+1) ≤ Cδ
{
‖∇(g∇ f )‖L2(Rd+1) + ‖g∂t f ‖L2(Rd+1)

+ δ‖(∂t g)(∇ f )‖L2(Rd+1)

+ δ‖(∇g)∂t f ‖L2(Rd+1)

}
, (3.19)

where C depends only on d.
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Proof. Write Sδ = S1δ S
2
δ , where

⎧
⎪⎪⎨

⎪⎪⎩

S1δ ( f )(x, t) =
ˆ
Rd

f (x − y, t)δ−dθ1(y/δ) dy,

S2δ ( f )(x, t) =
ˆ
R

f (x, t − s)δ−2θ2(s/δ
2) ds.

(3.20)

By using the Plancherel Theorem, it is easy to see that

{ ‖ f − S1δ ( f )‖L2(Rd+1) ≤ Cδ‖∇ f ‖L2(Rd+1),

‖ f − S2δ ( f )‖L2(Rd+1) ≤ Cδ2‖∂t f ‖L2(Rd+1),

where C depends only on d. It follows that

‖g∇ f − Sδ(g∇ f )‖L2(Rd+1) ≤ ‖g∇ f − S1δ (g∇ f )‖L2(Rd+1) + ‖S1δ (g∇ f )

− Sδ(g∇ f )‖L2(Rd+1)

≤ Cδ‖∇(g∇ f )‖L2(Rd+1) + Cδ2‖∂t S1δ (g∇ f )‖L2(Rd+1).

To bound the last term in the inequalities above, we note that

∂t (g∇ f ) = (∂t g)∇ f + ∇(g∂t f ) − (∇g)∂t f.

Using the estimates

‖S1δ (h)‖L2(Rd+1) ≤ ‖h‖L2(Rd+1) and ‖∇S1δ (h)‖L2(Rd+1) ≤ Cδ−1‖h‖L2(Rd+1),

we obtain

‖∂t S1δ (g∇ f )‖L2(Rd+1) ≤ ‖(∂t g)∇ f ‖L2(Rd+1) + Cδ−1‖g∂t f ‖L2(Rd+1)

+‖(∇g)∂t f ‖L2(Rd+1).

This completes the proof. �

Let

wε = uε,λ − u0,λ − ε(χλ
j )

εKε

(
∂u0,λ
∂x j

)
+ ε2

(
φλ
i(d+1) j

)ε ∂

∂xi
Kε

(
∂u0,λ
∂x j

)
,

(3.21)

where

(χλ
j )

ε = χλ
j (x/ε, t/ε

2), (φλ
i(d+1) j )

ε = φλ
i(d+1) j (x/ε, t/ε

2),

and Kε is a linear operator to be specified later.
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Lemma 3.5. Suppose that

(∂t + Lε,λ)uε,λ = (∂t + L0,λ)u0,λ in � × (T0, T1).

Let wε be defined by (3.21). Then

(∂t + Lε,λ)wε = − div
((

Âλ − Aλ(x/ε, t/ε
2)

)(∇u0,λ − Kε(∇u0,λ)
))

+ ε div
(
Aλ(x/ε, t/ε

2)χλ(x/ε, t/ε2)∇Kε(∇u0,λ)
)

+ ε
∂

∂xk

{
φλ
ki j (x/ε, t/ε

2)
∂

∂xi
Kε

(
∂u0,λ
∂x j

)}

+ ε2
∂

∂xk

{
φλ
k(d+1) j (x/ε, t/ε

2)∂t Kε

(
∂u0,λ
∂x j

)}

− ε
∂

∂xi

{
aλ
i j (x/ε, t/ε

2)

(
∂

∂x j
φλ

�(d+1)k

)
(x/ε, t/ε2)

∂

∂x�

Kε

(
∂u0,λ
∂xk

)}

− ε2
∂

∂xi

{
aλ
i j (x/ε, t/ε

2)φλ
�(d+1)k(x/ε, t/ε

2)
∂2

∂x j∂x�

Kε

(
∂u0,λ
∂xk

)}
,

(3.22)

where Aλ = (
aλ
i j

)
.

Proof. This is proved by a direct computation. See [14, Theorem 2.2] for the case
λ = 1. �
Lemma 3.6. Let Qr = B(0, r) × (−r2, 0). Suppose uε,λ is a weak solution of
(∂t + Lε,λ)uε,λ = F in Q2 for some F ∈ L2(Q2). Then there exists a weak
solution of (∂t + L0,λ)u0,λ = F in Q1 such that

( 
Q1

|∇u0,λ|2
)1/2

≤ C

( 
Q2

|∇uε,λ|2
)1/2

, (3.23)

and for δ = (1 + √
λ)ε,

( 
Q1

∣∣∇
(
uε,λ − u0,λ − εχλ(x/ε, t/ε2)Kε(∇u0,λ)

)∣∣2 dxdt
)1/2

≤ Cδσ

{( 
Q2

|∇uε,λ|2
)1/2

+
( 

Q2

|F |2
)1/2

}

,

(3.24)

where σ ∈ (0, 1) and C > 0 depend only on d and μ. The operator Kε is defined
by (3.27).

Proof. We start out by defining u0,λ to be the weak solution of the initial-Dirichlet
problem

{
(∂t + L0,λ)u0,λ = F in Q1,

u0,λ = uε,λ on ∂pQ1,
(3.25)

where ∂pQ1 denotes the parabolic boundary of the cylinder Q1. Note that

(∂t + L0,λ)(u0,λ − uε,λ) = (Lε,λ − L0,λ)uε,λ
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in Q1 and uε,λ−u0,λ = 0 on ∂pQ1. It follows from the standard regularity estimates
for parabolic operators with constant coefficients that

 
Q1

|∇(uε,λ − u0,λ)|q ≤ C
 
Q1

|∇uε,λ|q

for any 2 ≤ q < ∞, where C depends only on d, μ and q. This gives
 
Q1

|∇u0,λ|q ≤ C
 
Q1

|∇uε,λ|q

for any 2 < q < ∞. By the Meyers-type estimates for parabolic systems [2,
Appendix], there exist some q > 2 and C > 0, depending on d and μ, such that

( 
Q1

|∇uε,λ|q
)1/q

≤ C

{( 
Q2

|∇uε,λ|2
)1/2

+
( 

Q2

|F |2
)1/2

}

.

As a result, we obtain

( 
Q1

|∇u0,λ|q
)1/q

≤ C

{( 
Q2

|∇uε,λ|2
)1/2

+
( 

Q2

|F |2
)1/2

}

(3.26)

for some q > 2 and C > 0, depending only on d and μ.
To prove (3.24), we let δ = (1+√

λ)ε. We may assume δ ≤ 1/8; for otherwise
the estimate is trivial. Choose ηδ ∈ C∞

0 (Rd+1) such that 0 ≤ ηδ ≤ 1, |∇ηδ| ≤ C/δ,
|∂tηδ| + |∇2ηδ| ≤ C/δ2,

ηδ = 1 in Q1−3δ and ηδ = 0 in Q1\Q1−2δ.

Let wε be defined by (3.21), where the operator Kε is given by

Kε( f ) = Sδ(ηδ f ), (3.27)

with Sδ defined in (3.16). Note that wε = 0 in ∂pQ1. It follows from Lemma 3.5
and energy estimates that
ˆ
Q1

|∇wε|2 ≤ C
ˆ
Q1

|∇u0,λ − Kε(∇u0,λ)|2 + Cε2
ˆ
Q1

|(χλ)ε∇Kε(∇u0,λ)|2

+ Cε2
ˆ
Q1

∑

k,i, j

|(φλ
ki j )

ε|2|∇Kε(∇u0,λ)|2

+ Cε4
ˆ
Q1

∑

k, j

|(φλ
k(d+1) j )

ε|2|∂t Kε(∇u0,λ)|2

+ Cε2
ˆ
Q1

∑

�,k

|(∇φλ
�(d+1)k)

ε|2|∇Kε(∇u0,λ)|2

+ Cε4
ˆ
Q1

∑

�,k

|(φλ
�(d+1)k)

ε|2|∇2Kε(∇u0,λ)|2

= I1 + I2 + I3 + I4 + I5 + I6.

(3.28)



Homogenization of Parabolic Equations 165

To bound I1, we use Lemma 3.4. This gives

I1 ≤ 2
ˆ
Q1

|∇u0,λ − ηδ(∇u0,λ)|2 + 2
ˆ
Q1

|ηδ(∇u0,λ) − Sδ(ηδ(∇u0,λ))|2

≤ C
ˆ
Q1\Q1−3δ

|∇u0,λ|2 + Cδ2
ˆ
Q1−2δ

(|∇2u0,λ|2 + |∂t u0,λ|2
)
.

By the standard regularity estimates for parabolic systemswith constant coefficients
[20,21]
ˆ
Q1−2δ

(|∇2u0,λ|2 + |∂t u0,λ|2
) ≤ C

{ˆ
Q1−δ

|∇u0,λ(y, s)|2 dyds
|distp((y, s), ∂pQ1)|2 +

ˆ
Q1

|F |2
}

,

where distp((y, s), ∂pQ1) = inf
{|x − y| + |s − t |1/2 : (x, t) ∈ ∂pQ1

}
denotes

the parabolic distance from (y, s) to ∂pQ1. It follows that

I1 ≤ C
ˆ
Q1\Q1−3δ

|∇u0,λ|2 + Cδ2
{ˆ

Q1−δ

|∇u0,λ(y, s)|2 dyds
|distp((y, s), ∂pQ1)|2 +

ˆ
Q1

|F |2
}

≤ Cδ
1− 2

q

( 
Q1

|∇u0,λ|q
)2/q

+ Cδ2
 
Q1

|F |2,
(3.29)

where q > 2 and we have used Hölder’s inequality for the last step.
To bound I2, I3 and I5, we use Lemma 3.3 and estimates (2.5) and (3.7) as well

as the observation ∇Sδ( f ) = Sδ(∇ f ). Note that (χλ)ε, (φλ
ki j )

ε and (∇φλ
�(d+1)k)

ε

are ε-periodic in x and ε2λ-periodic in t . Since δ = (1+ √
λ)ε ≥ ε and δ2 ≥ ε2λ,

we obtain  
Qδ(x,t)

(
|(χλ)ε|2 + |(φλ

ki j )
ε|2 + |(∇φλ

�(d+1)k)
ε|2

)

≤ C
 λ

0

ˆ
Td

(
|χλ|2 + |φλ

ki j |2 + |∇φλ
�(d+1)k |2

)

≤ C

for any (x, t) ∈ R
d+1. It follows that

I2 + I3 + I5 ≤ Cε2
ˆ
Q1

|∇(ηδ(∇u0,λ))|2

≤ Cδ
1− 2

q

( 
Q1

|∇u0,λ|q
)2/q

+ Cδ2
 
Q1

|F |2.
(3.30)

To bound I6, we use the inequality (3.18) as well as the estimate (3.8). This leads
to

I6 ≤ Cε4(1 + λ)2δ−2
ˆ
Q1

|∇(ηδ∇u0,λ)|2

≤ Cδ
1− 2

q

( 
Q1

|∇u0,λ|q
)2/q

+ Cδ2
 
Q1

|F |2.
(3.31)
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Finally, to handle I4, we use the observation

∂t Kε(∇u0,λ) = ∂t Sδ(ηδ∇u0,λ)

= Sδ((∂tηδ)∇u0,λ) + Sδ(∇(ηδ∂t u0,λ)) − Sδ((∇ηδ)∂t u0,λ). (3.32)

As in the case of I6, we obtain

I4 ≤ Cε4(1 + λ)2
ˆ
Q1

{
|(∂tηδ)∇u0,λ|2 + δ−2|ηδ∂t u0,λ|2 + |(∇ηδ)∂t u0,λ|2

}

≤ Cδ
1− 2

q

( 
Q1

|∇u0,λ|q
)2/q

+ Cδ2
 
Q1

|F |2. (3.33)

Let σ = 1
2 − 1

q > 0. In view of (3.29)–(3.32), we have proved that

 
Q1

|∇wε|2 ≤ Cδ2σ
( 

Q1

|∇u0,λ|q
)2/q

+ Cδ2
 
Q1

|F |2

≤ Cδ2σ
{ 

Q2

|∇uε,λ|2 +
 
Q2

|F |2
}

,

(3.34)

where we have used (3.26) for the last step. To finish the proof, we let Hε be the
last term in (3.21). It is easy to see that

ˆ
Q1

|∇Hε|2 ≤ I5 + I6.

This, together with (3.34), gives the estimate (3.24). �
We are now ready to give the proof of Theorem 3.1.

Proof of Theorem 3.1. By translation and dilation we may assume that r = 1 and
Q2 = B(0, 2) × (−4, 0). We may also assume that δ = (1 + √

λ)ε ≤ 1/8.
This reduces the problem to the case considered in Lemma 3.6. Observe that
Kε(∇u0,λ) = Sδ(∇u0,λ) on Q1/2. Thus, in view of Lemma 3.6, it suffices to
show that

( 
Q1/2

∣∣∇
{
ε(χλ)ε Sδ(∇u0,λ)

}
− (∇χλ)ε∇u0,λ

∣∣2
)1/2

(3.35)

is bounded by the right-hand side of (3.24). Furthermore, since (∂t +L0,λ)u0,λ = F
in Q1, we have

‖∇2u0,λ‖L2(Q3/4)
≤ C

{( 
Q1

|∇u0,λ|2
)1/2

+
( 

Q1

|F |2
)1/2

}

.

Also, recall that

‖(χλ)ε‖L2(Q1)
+ ‖(∇χλ)ε‖L2(Q1)

≤ C. (3.36)
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As a result, it is enough to show that
( 

Q1/2

∣∣(∇χλ)ε
(
Sδ(∇u0,λ) − ∇u0,λ

)|2
)1/2

(3.37)

is bounded by the right-hand side of (3.24). This, however, follows from (3.36) and
the estimate

‖Sδ(∇u0,λ) − ∇u0,λ‖L∞(Q1/2) ≤ Cδσ

{( 
Q1

|∇u0,λ|2
)1/2

+
( 

Q1

|F |p
)1/p

}

,

(3.38)

where p > d + 2 and σ = 1 − d+2
p .

Finally, we point out that (3.38) follows readily from the C1+σ estimates for
∂t + L0,λ,

|∇u0,λ(x, t) − ∇u0,λ(y, s)|

≤ C
(
|x − y| + |t − s|1/2

)σ
{( 

Q1

|∇u0,λ|2
)1/2

+
( 

Q1

|F |p
)1/p

}

(3.39)

for any (x, t), (y, s) ∈ Q1/2. This completes the proof.

4. Large-Scale Lipschitz and C1,α Estimates

In this section we establish the large-scale Lipschitz and C1,α estimates for
∂t+Lε,λ. As a consequence, we obtain the same estimates for the parabolic operator
∂t + Lε in (1.1). Let

Pλ
1,ε =

{
P = P(x, t) : P(x, t) = β0 + β j (x j + εχλ

j (x/ε, t/ε
2))

for some β = (β0, β1, . . . , βd) ∈ R
d+1

}
,

(4.1)

where the index j is summed from 1 to d. Note that (∂t +Lε,λ)P = 0 in Rd+1 for
any P ∈ Pλ

1,ε.

Theorem 4.1. (C1,α estimate) Suppose A satisfies conditions (1.3) and (1.4). Let
uε,λ be a weak solution of (∂t + Lε,λ)uε,λ = F in QR, where R > (1 + √

λ)ε

and F ∈ L p(QR) for some p > d + 2. Then, for any (1 + √
λ)ε ≤ r < R and

0 < α < 1 − d+2
p ,

inf
P∈Pλ

1,ε

( 
Qr

|∇(uε,λ − P)|2
)1/2

≤ C
( r

R

)α
{( 

QR

|∇uε,λ|2
)1/2

+ R

( 
QR

|F |p
)1/p

}

, (4.2)

where C > 0 depends only on d, μ, p and α.
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Proof. The proof relies on the approximation results in Theorem 3.1 and uses
classical regularity estimates for parabolic systems with constant coefficients. By
translation and dilation we may assume that R = 2 and Q2 = B(0, 2) × (−4, 0).
Let

(1 + √
λ)ε < θr < r < 1,

where θ ∈ (0, 1/4) is to be chosen later. Let u0,λ be the weak solution of (∂t +
L0,λ)u0,λ = F in Qr , given by Theorem 3.1. By the classical C1+α estimates for
parabolic systems with constant coefficients [20,21],

|∇u0,λ(x, t) − ∇u0,λ(0, 0)| ≤ C

( |x | + |t |1/2
r

)αp
{( 

Qr

|∇u0,λ|2
)1/2

+r

( 
Qr

|F |p
)1/p

}

for any (x, t) ∈ Qr/2, whereαp = 1− d+2
p . Let P(x, t) = β j (x j+εχλ

j (x/ε, t/ε
2))

with β j = ∂u0,λ
∂x j

(0, 0). Then

( 
Qθr

|∇u0,λ(x, t) + ∇χλ(x/ε, t/ε2)∇u0,λ(x, t) − ∇P(x, t)|2 dxdt
)1/2

≤ Cθαp

{( 
Qr

|∇u0,λ|2
)1/2

+ r

( 
Qr

|F |p
)1/p

}

for any (x, t) ∈ Qθr . It follows that

( 
Qθr

|∇(uε,λ − P)|2
)1/2

+ θr

( 
Qθr

|F |p
)1/p

≤ C

( 
Qθr

|∇uε,λ − ∇u0,λ − (∇χλ)ε∇u0,λ|2
)1/2

+ Cθαp

{( 
Qr

|∇u0,λ|2
)1/2

+ r

( 
Qr

|F |p
)1/p

}

+ θr

( 
Qθr

|F |p
)1/p

≤ C0

{

θ− d+2
2

(
(1 + √

λ)ε

r

)σ

+ θαp

} {( 
Q2r

|∇uε,λ|2
)1/2

+ 2r

( 
Q2r

|F |p
)1/p

}

,

where C0 depends only d, μ and p. Fix 0 < α < αp. We choose θ ∈ (0, 1/4) so
small that C0θ

αp ≤ (1/2)θα . With θ chosen, we assume that r ≥ Cθ (1 + √
λ)ε,

where Cθ > 1 is so large that

C0θ
− d+2

2 C−σ
θ < (1/2)θα.
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This leads to

( 
Qθr

|∇(uε,λ − P)|2
)1/2

+ θr

( 
Qθr

|F |p
)1/p

≤ θα

{( 
Q2r

|∇uε,λ|2
)1/2

+ 2r

( 
Q2r

|F |p
)1/p

}

.

Since (∂t + Lε,λ)P = 0 in Rd+1 for any P ∈ Pλ
1,ε, we obtain

inf
P∈Pλ

1,ε

( 
Qθr

|∇(uε,λ − P)|2
)1/2

+ θr

( 
Qθr

|F |p
)1/p

≤ θα

{

inf
P∈Pλ

1,ε

( 
Q2r

|∇(uε,λ − P)|2
)1/2

+ 2r

( 
Q2r

|F |p
)1/p

} (4.3)

for any Cθ (1 + √
λ)ε ≤ r < 1. By an iteration argument it follows that

inf
P∈Pλ

1,ε

( 
Qr

|∇(uε,λ − P)|2
)1/2

+ r

( 
Qr

|F |p
)1/p

≤ Crα

{

inf
P∈Pλ

1,ε

( 
Q2

|∇(uε,λ − P)|2
)1/2

+
( 

Q2

|F |p
)1/p

} (4.4)

for any (1 + √
λ)ε ≤ r < 1. This gives the large-scale C1,α estimate (4.2). �

Theorem 4.2. (Lipschitz estimate) Suppose A satisfies conditions (1.3) and (1.4).
Let uε,λ be a weak solution of (∂t + Lε,λ)uε,λ = F in QR, where R > (1 + √

λ)ε

and F ∈ L p(QR) for some p > d + 2. Then, for any (1 + √
λ)ε ≤ r < R,

( 
Qr

|∇uε,λ|2
)1/2

≤ C

{( 
QR

|∇uε,λ|2
)1/2

+ R

( 
QR

|F |p
)1/p

}

, (4.5)

where C > 0 depends only on d, μ and p.

Proof. By translation and dilation we may assume that R = 2 and Q2 = B(0, 2)×
(−4, 0). Define

h(r) =
( 

Qr

|∇Hr |2
)1/2

,

where Hr = Er · (x + εχλ(x/ε, t/ε2)), with Er ∈ R
d , is a function in Pλ

1,ε such
that

( 
Qr

|∇(uε,λ − Hr )|2
)1/2

= inf
P∈Pλ

1,ε

( 
Qr

|∇(uε,λ − P)|2
)1/2

.
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Let C(1 + √
λ)ε < r < 1/2. Note that

|E2r − Er | ≤ C

r
inf

β0∈R

( 
Qr/2

|(E2r − Er ) · x − β0|2
)1/2

≤ C

r
inf

β0∈R

( 
Qr/2

|H2r − Hr − β0|2
)1/2

+ C |E2r − Er |r−1ε,

where C depends only on d and μ. It follows that if r ≥ C1ε and C1 > 1 is
sufficiently large, then

|E2r − Er | ≤ C

r
inf

β0∈R

( 
Qr/2

|H2r − Hr − β0|2
)1/2

≤ C

( 
Qr

|∇(H2r − Hr )|2
)1/2

.

(4.6)

We remark that the last inequality follows from the fact that u = H2r −Hr −β0 is a
solution of the second-order parabolic system in divergence form (∂t +Lε,λ)u = 0
in Rd+1. Such a solution satisfies the Poincaré-type inequality,

inf
β0∈R

ˆ
Qr/2

|u − β0|2 ≤ Cr2
ˆ
Qr

|∇u|2

(see for example [13, Lemma 2.2]). Hence,

|E2r − Er | ≤ C

( 
Q2r

|∇(uε,λ − H2r )|2
)1/2

+ C

( 
Qr

|∇(uε,λ − Hr )|2
)1/2

≤ Crα

{

inf
P∈Pλ

1,ε

( 
Q2

|∇(uε,λ − P)|2
)1/2

+
( 

Q2

|F |p
)1/p

}

,

where we have used (4.4) for the last step. By a simple summation this yields

h(r) ≤ C |Er | ≤ C

{( 
Q2

|∇uε,λ|2
)1/2

+
( 

Q2

|F |p
)1/p

}

,

which, together with (4.2), gives the large-scale Lipschitz estimate (4.5). �
Proof of Theorem 1.1. Recall that if λ = εk−2, then Lε,λ = Lε. Also note that in
this case, (1 + √

λ)ε = ε + εk/2. As a result, Theorem 1.1 follows directly from
Theorem 4.2.

Remark 4.3. (C1,α estimate) Let uε be a weak solution of (∂t + Lε)uε = F in
QR , where R > ε + εk/2 and F ∈ L p(QR) for some p > d + 2. It follows from
Theorem 4.1 that for ε + εk/2 ≤ r < R and 0 < α < 1 − d+2

p ,
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inf
E∈Rd

( 
Qr

|∇uε − E − E∇χλ(x/ε, t/ε2)|2
)1/2

≤ C
( r

R

)α
{

inf
E∈Rd

( 
QR

|∇uε − E − E∇χλ(x/ε, t/ε2)|2
)1/2

+R

( 
QR

|F |p
)1/p

}

, (4.7)

where λ = εk−2 andC depends only on d,μ, p and α. Note that∇χλ(x/ε, t/ε2) is
ε-periodic in x and εk-periodic in t . One may regard (4.7) as a C1,α excess-decay
estimate for the operator ∂t + Lε in (1.1).

Let Er ∈ R
d be the constant for which the left-hand side of (4.7) obtains its

minimum. It follows from the proof of Theorem 4.2 that

|Er | ≤ C

{( 
QR

|∇uε|2
)1/2

+ R

( 
QR

|F |p
)1/p

}

. (4.8)

Let χ∞ be defined by (2.10). In view of (2.27) we have

( 
Qr

|∇χλ(x/ε, t/ε2) − ∇χ∞(x/ε, t/εk)|2dxdt
)1/2

≤ Cε2−k‖∂s A‖∞.

(4.9)

This, together with (4.7) and (4.8), yields

inf
E∈Rd

( 
Qr

|∇uε − E − E∇χ∞(x/ε, t/εk)|2 dxdt
)1/2

≤ C
{( r

R

)α + ε2−k‖∂s A‖∞
}

{( 
QR

|∇uε|2
)1/2

+ R

( 
QR

|F |p
)1/p

}

,

(4.10)

for 0 < k < 2. Similarly, for 2 < k < ∞, we obtain

inf
E∈Rd

( 
Qr

|∇uε − E − E∇χ0(x/ε, t/εk)|2 dxdt
)1/2

≤ C
{( r

R

)α + εk−2‖∇2A‖∞ + εk−2‖∇A‖2∞
} {( 

QR

|∇uε|2
)1/2

q +R

( 
QR

|F |p
)1/p

}

.
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5. Higher-Order Correctors and C2,α Estimates

In this section we introduce the second-order correctors and establish the large-
scale C2,α estimates for Lε,λ.

Let Aλ = (
aλ
i j

)
and Bλ = (

bλ
k�

)
be the (1, λ)-periodic matrices given by

(2.1) and (3.5), respectively. For 1 ≤ k, � ≤ d, the second-order corrector χλ
k� =

χλ
k�(y, s) is defined to be the weak solution of the cell problem

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

∂sχ
λ
k� − div

(
Aλ∇χλ

k�

) = bλ
k� + bλ

�k + ∂

∂yi

(
aλ
i�χ

λ
k

) + ∂

∂yi

(
aλ
ikχ

λ
�

)
in Rd+1,

χλ
k� is (1, λ)-periodic in (y, s),ˆ λ

0

ˆ
Td

χλ
k� dyds = 0,

(5.1)

where (χλ
j ) are the first-order correctors defined by (2.2). Since

ˆ λ

0

ˆ
Td

bλ
k� dyds = 0,

the solution to (5.1) exists and is unique. Also, observe that χλ
k� = χλ

�k . Moreover,
by the energy estimates,

 λ

0

ˆ
Td

|∇χλ
k�|2 ≤ C, (5.2)

where C depends only on d and μ.

Lemma 5.1. Let

u(y, s) = yk y� + ykχ
λ
� (y, s) + y�χ

λ
k (y, s) + χλ

k�(y, s).

Then

(
∂s − div(Aλ∇)

)
u = (

∂s − div( Âλ∇)
)
(yk y�) = −âλ

�k − âλ
k�

in Rd+1, where Âλ = (
âλ
k�

)
.

Proof. This follows from a direct computation, using the definitions of χλ
j and χλ

k�.�
Let P0(x, t) = β0 + c0t + ckxk + ck�xkx� and

Pε(x, t) = β0 + c0t + ck
{
xk + εχλ

k (x/ε, t/ε2)
}

+ ck�
{
xkx� + εxkχ

λ
� (x/ε, t/ε2) + εx�χ

λ
k (x/ε, t/ε2)

+ ε2χk�(x/ε, t/ε
2)

}
,

(5.3)
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where β0, c0, ck, ck� = c�k ∈ R. It follows from Lemma 5.1 by rescaling that

(∂t + Lε,λ)Pε = (∂t + L0,λ)P0 = c0 − 2ck�âλ
k� in Rd+1.

We shall use Pλ
2,ε to denote the set of all functions Pε(x, t) in the form of (5.3)

such that (∂t + Lε,λ)Pε = 0. Let Cσ
p (QR) denote the space of Hölder continuous

functions u = u(x, t) such that

‖u‖Cσ (QR) := Rσ sup

{ |u(x, t) − u(y, s)|
(|x − y| + |t − s|1/2)σ : (x, t), (y, s)

∈ QR and (x, t) �= (y, s)

}
< ∞,

where σ ∈ (0, 1).

Theorem 5.2. (C2,α estimate) Suppose A satisfies conditions (1.3) and (1.4). Let
uε,λ be a weak solution of (∂t + Lε,λ)uε,λ = F in QR, where R > (1 + √

λ)ε

and F ∈ Cσ (QR) for some σ ∈ (0, 1). Then, for any (1 + √
λ)ε ≤ r < R and

0 < α < σ ,

inf
P∈Pλ

2,ε

( 
Qr

|∇(uε,λ − P)|2
)1/2

≤ C
( r

R

)1+α
{

inf
P∈Pλ

2,ε

( 
QR

|∇(uε,λ − P)|2
)1/2

+ R‖F‖Cσ (QR)

}

,

(5.4)

where C depends only on d, σ , μ, and α.

Proof. By translation and dilation we may assume that R = 2 and Q2 = B(0, 2)×
(−4, 0). By subtracting c0t from uε,λ, we may also assume that F(0, 0) = 0, which
implies ‖F‖L∞(Qr ) ≤ C‖F‖Cσ (Qr ). Let (1 + √

λ)ε < θr < r < 1, where θ ∈
(0, 1/4) is to be chosen later. Let u0,λ be the weak solution of (∂t +L0,λ)u0,λ = F
in Qr , given by Theorem 3.1. By the classicalC2+α estimates for parabolic systems
with constant coefficients [20,21],

∣∣
∣
∂u0,λ
∂xi

(x, t) − ∂u0,λ
∂xi

(0, 0) − ∂2u0,λ
∂x j∂xi

(0, 0)x j
∣∣
∣

≤
∣∣∣
∂u0,λ
∂xi

(x, t) − ∂u0,λ
∂xi

(x, 0)
∣∣∣ +

∣∣∣
∂u0,λ
∂xi

(x, 0) − ∂u0,λ
∂xi

(0, 0) − ∂2u0,λ
∂x j∂xi

(0, 0)x j
∣∣∣

≤ Cθ1+σ

{( 
Qr

|∇u0,λ|2
)1/2

+ r‖F‖Cσ (Qr )

}

≤ Cθ1+σ

{( 
Q2r

|∇uε,λ|2
)1/2

+ r‖F‖Cσ (Qr )

}

(5.5)

for any (x, t) ∈ Qθr , where we have used (3.3) for the last inequality. Let

P0(x, t) = c0t + ci xi + ci j xi x j ,



174 Jun Geng & Zhongwei Shen

where

c0 = ∂t u0,λ(0, 0), ci = ∂u0,λ
∂xi

(0, 0), and ci j = 1

2

∂2u0,λ
∂xi∂x j

(0, 0). (5.6)

Note that

(∂t + L0,λ)P0 = c0 − 2ci j âλ
i j = (∂t + L0,λ)u0(0, 0) = F(0, 0) = 0, (5.7)

and by (5.5),

‖∇(u0,λ − P0)‖L∞(Qθr ) ≤ Cθ1+σ

{( 
Qr

|∇u0,λ|2
)1/2

+ r‖F‖Cσ (Qr )

}

.

(5.8)

This, together with the inequality (3.4), gives

( 
Qθr

|∇uε,λ − ∇P0 − (∇χλ)ε(∇P0)|2
)1/2

≤ C

{

θ1+σ +
(

(1 + √
λ)ε

r

)σ }{( 
Q2r

|∇uε,λ|2
)1/2

+ r‖F‖Cσ (Q2r )

}

.

(5.9)

Let Pε = Pε(x, t) be given by (5.3) with the same coefficients as those of P0
in (5.6). Then (∂t + Lε,λ)Pε = (∂t + L0,λ)P0 = 0, and

|∇Pε − ∇P0 − (∇χλ)ε(∇P0)| ≤ ε|ck�∇χλ
k�(x/ε, t/ε

2)|. (5.10)

In view of (5.9), we obtain
( 

Qθr

|∇(uε,λ − Pε)|2
)1/2

≤ C

{

θ1+σ +
(

(1 + √
λ)ε

r

)σ }{( 
Q2r

|∇uε,λ|2
)1/2

+ r‖F‖Cσ (Q2r )

}

,

(5.11)

where we have used (5.2) and the assumption that θr ≥ (1 + √
λ)ε.

To proceed, we let

�(r) = inf
P∈Pλ

2,ε

( 
Qr

|∇(uε,λ − P)|2
)1/2

+ r‖F‖Cσ (Qr ).

It follows from (5.11) that

�(θr) ≤ C0

{

θ1+σ +
(

(1 + √
λ)ε

r

)σ }

�(2r)

for (1 + √
λ)ε < θr < r < 1, where C0 depends only on d, μ and σ . Fix

α ∈ (0, σ ). Choose θ ∈ (0, 1/4) so small that C0θ
1+σ ≤ (1/2)(θ/2)1+α . With θ
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chosen, we may chooseC1 > 1 so large thatC0C
−σ
1 ≤ (1/2)(θ/2)1+α . As a result,

for C1(1 + √
λ)ε < θr < r < 1, we have

�(θr) ≤ (θ/2)1+α�(2r).

By a simple iteration argument this gives�(r) ≤ Cr1+α�(2) for any (1+√
λ)ε ≤

r < 2. �
Remark 5.3. (Liouville property) By letting λ = εk−2 in Theorem 5.2 we obtain a
C2,α excess-decay estimate for ∂t + Lε in (1.1) for any 0 < k < ∞. The estimate
may be used to establish a Liouville property for the operator. Indeed, let uε be a
solution of (∂t + Lε)uε = 0 in R

d × (−∞, t0) for some t0 ∈ R. Suppose there
exist Cu > 0 and α ∈ (0, 1) such that

( 
QR(0,t0)

|uε|2
)1/2

≤ Cu R
2+α (5.12)

for any R > 1. By Caccioppoli’s inequality it follows that
( 

QR(0,t0)
|∇uε|2

)1/2

≤ CR1+α

for any R > 1. This, together with (5.4), implies that uε = P in R
d × (−∞, t0)

for some P ∈ Pλ
2,ε.

6. Boundary Lipschitz Estimates

In this section we establish large-scale boundary Lipschitz estimates for the
operator ∂t + Lε,λ, where Lε,λ = − div

(
Aλ(x/ε, t/ε2)∇

)
. As a consequence, we

obtain the large-scale boundary Lipschitz estimate for ∂t + Lε in Theorem 1.2.
Throughout this section we will assume that � is a bounded C1,α domain for

some α ∈ (0, 1). Let

Dr (x0, t0) = (
B(x0, r) ∩ �

) × (t0 − r2, t0),

�r (x0, t0) = (
B(x0, r) ∩ ∂�

) × (t0 − r2, t0),
(6.1)

where x0 ∈ ∂� and t0 ∈ R. For α ∈ (0, 1) and�r = �r (x0, t0), we use C1+α(�r )

to denote the parabolic C1+α space of functions on �r with the scale-invariant
norm,

‖ f ‖C1+α(�r )
:= ‖ f ‖L∞(�r ) + r‖∇tan f ‖L∞(�r ) + r‖∇tan f ‖Cα(�r ) + ‖ f ‖

C
1+α
2

t (�r )
,

where ‖g‖Cα(�r ) is the smallest constant C0 such that

|g(x, t) − g(y, s)| ≤ C0r
−α(|x − y| + |t − s|1/2)α

for any (x, t), (y, s) ∈ �r , and

‖ f ‖
C

1+α
2

t (�r )
= inf {C : | f (y, τ ) − f (y, s)|

≤ Cr−1−α|τ − s| 1+α
2 for any (y, τ ), (y, s) ∈ �r

}
.
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Theorem 6.1. Assume A = A(y, s) satisfies (1.3) and (1.4). Suppose that (∂t +
Lε,λ)uε,λ = F in DR = DR(x0, t0) and uε,λ = f on �R = �R(x0, t0), where
x0 ∈ ∂�, (1 + √

λ)ε < R ≤ 1, and F ∈ L p(DR) for some p > d + 2. Then, for
any (1 + √

λ)ε ≤ r < R,

( 
Dr

|∇uε,λ|2
)1/2

≤ C

{( 
DR

|∇uε,λ|2
)1/2

+ R−1‖ f ‖C1+α(�R) + R

( 
DR

|F |p
)1/p

}

,

(6.2)

where C depends only on d, μ, p, α, and �.

To prove Theorem 6.1, we localize the boundary of �. Let ψ : Rd−1 → R be
a C1,α function such that ψ(0) = 0 and ‖ψ‖C1,α(Rd−1) ≤ M . Define

Tr = {
(x ′, xd) : |x ′| < r and ψ(x ′) < xd < 100

√
d(M + 1)

} × (−r2, 0),

Ir = {
(x ′, ψ(x ′)) : |x ′| < r

} × (−r2, 0),
(6.3)

where 0 < r < ∞
We begin with an approximation lemma.

Lemma 6.2. Assume A satisfies (1.3) and (1.4). Suppose that (∂t +Lε,λ)uε,λ = F
in T2r and uε,λ = f on I2r for some 0 < r ≤ 1. Then there exists a function u0,λ
such that (∂t + L0,λ)u0,λ = F in Tr , u0,λ = f on Ir , and

( 
Tr

|uε,λ − u0,λ|2
)1/2

≤ C

(
(1 + √

λ)ε

r

)σ {( 
T2r

|uε,λ|2
)1/2

+ ‖ f ‖C1+α(I2r ) + r2
( 

T2r
|F |2

)1/2
}

,

(6.4)

where σ ∈ (0, 1) and C > 0 depend only on d, μ, p, and M.

Proof. The proof is similar to that of Theorem 3.1. By dilation we may assume
r = 1. Let u0,λ be the weak solution to the initial-Dirichlet problem,

(∂t + L0,λ)u0,λ = F in T1 and u0,λ = uε,λ on ∂pT1.

It follows by the Meyers-type estimates and Caccioppoli’s inequality for parabolic
systems that

( 
T1

|∇u0,λ|q
)1/q

≤ C

( 
T1

|uε,λ|q
)1/q

≤ C

{( 
T2

|uε,λ|2
)1/2

+
( 

T2
|F |2

)1/2

+ ‖ f ‖C1+α(I2)

}

,

(6.5)
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where q > 2 and C > 0 depend only on d, μ, α and M . To see (6.4), we define
wε as in (3.21). Using the same argument as in the proof of Theorem 3.1, we may
show that

( 
T1

|∇wε|2
)1/2

≤ Cδσ

( 
T1

|∇u0,λ|q
)1/q

, (6.6)

where δ = (1+ √
λ)ε and σ = 1

2 − 1
q > 0. Since wε = 0 on ∂pT1, it follows from

Poincaré’s inequality and (6.5) that

( 
T1

|wε|2
)1/2

≤ Cδσ

{( 
T2

|uε,λ|2
)1/2

+
( 

T2
|F |2

)1/2

+ ‖ f ‖C1+α(I2)

}

.

(6.7)

This yields (6.4), as ‖wε − (uε,λ − u0,λ)‖L2(T1) is also bounded by the right-hand
side of (6.7). �

For a function u in Tr , define

�(r; u) = 1

r
inf
E∈Rd

β0∈R

{( 
Tr

|u − E · x − β0|2
)1/2

+ ∥
∥u − E · x − β0

∥
∥
C1+α(Ir )

}

.

(6.8)

Lemma 6.3. Suppose that (∂t + L0,λ)u = F in Tr , where 0 < r ≤ 1 and F ∈
L p(Tr ) for some p > d + 2. Then there exists θ ∈ (0, 1/4), depending only on d,
μ, α, p, and M, such that

�(θr; u) + θr

( 
Tθr

|F |p
)1/p

≤ 1

2

{

�(r; u) + r

( 
Tr

|F |p
)1/p

}

. (6.9)

Proof. Choose σ ∈ (0, 1) such that σ < min(α, 1 − d+2
p ). The proof uses the

boundary C1+σ estimate for second-order parabolic systems with constant coef-
ficients in C1,α cylinders. Let E0 = ∇u(0, 0) and β0 = u(0, 0). Then, for any
(x, t) ∈ Tr/2,

|u(x, t) − E0 · x − β0|

≤ C(|x | + |t |1/2)1+σ

{( 
Tr

|u|2
)1/2

+ ‖u‖C1+α(�r )
+ r2

( 
Tr

|F |p
)1/p

}

,

where C depends only on d, μ, α, p, and M . It follows that the left-hand side of
(6.9) is bounded by

C0θ
σ

r

{( 
Tr

|u|2
)1/2

+ ‖u‖C1+α(�r )
+ r2

( 
Tr

|F |p
)1/p

}

.
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Since (∂t + L0,λ)(E · x + β0) = 0 for any E ∈ R
d and β0 ∈ R, we may replace u

by u − E · x −β0. As a result, we see that the left-hand side of (6.9) is bounded by

C0θ
σ

{

�(r; u) + r

( 
Tr

|F |p
)1/p

}

.

To finish the proof, we choose θ ∈ (0, 1/4) so small that C0θ
σ ≤ (1/2). �

Lemma 6.4. Suppose that (∂t + Lε,λ)uε,λ = F in T2 and uε,λ = f on I2, where
(1+ √

λ)ε < 1 and F ∈ L p(T2) for some p > d + 2. Let θ ∈ (0, 1/4) be given by
Lemma 6.3. Then for any (1 + √

λ)ε ≤ r ≤ 1,

�(θr; uε,λ) + θr

( 
Tθr

|F |p
)1/p

≤ 1

2

{

�(r; uε,λ) + r

( 
Tr

|F |p
)1/p

}

+ C

(
(1 + √

λ)ε

r

)σ {
1

r

( 
T2r

|uε,λ|2
)1/2

+ r

( 
T2r

|F |p
)1/p

+ r−1‖ f ‖C1+α(I2r )

}

,

(6.10)

where C depends only on d, μ, p, α and M.

Proof. Fix (1+ √
λ)ε ≤ r ≤ 1. Let u0,λ be the solution of (∂t +L0,λ)u0,λ = F in

Tr with u0,λ = f on Ir , given by Lemma 6.2. Observe that

�(θr;uε,λ) + θr

( 
Tθr

|F |p
)1/p

≤ �(θr; u0,λ) + θr

( 
Tθr

|F |p
)1/p

+ 1

θr

( 
Tθr

|uε,λ − u0,λ|2
)1/2

≤ 1

2

{

�(r; u0,λ) + r

( 
Tr

|F |p
)1/p

}

+ Cθ

r

( 
Tr

|uε,λ − u0,λ|2
)1/2

≤ 1

2

{

�(r; uε,λ) + r

( 
Tr

|F |p
)1/p

}

+ Cθ

r

( 
Tr

|uε,λ − u0,λ|2
)1/2

,

where we have used Lemma 6.3 for the second inequality. This, together with
Lemma 6.2, gives (6.10). �

The proof of the next lemma may be found in [27, pp.157-158].

Lemma 6.5. Let H(r) and h(r) be two nonnegative and continuous functions on
the interval [0, 1]. Let 0 < δ < (1/4). Suppose that there exists a constant C0 such
that

max
r≤t≤2r

H(t) ≤ C0H(2r) and max
r≤t,s≤2r

|h(t) − h(s)| ≤ C0H(2r) (6.11)
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for any r ∈ [δ, 1/2]. Suppose further that

H(θr) ≤ 1

2
H(r) + C0η(δ/r)

{
H(2r) + h(2r)

}
(6.12)

for any r ∈ [δ, 1/2], where θ ∈ (0, 1/4) and η(t) is a nonnegative and nondecreas-
ing function on [0, 1] such that η(0) = 0 and

ˆ 1

0

η(t)

t
dt < ∞. (6.13)

Then

max
δ≤r≤1

{
H(r) + h(r)

} ≤ C
{
H(1) + h(1)

}
, (6.14)

where C depends only on C0, θ , and the function η(t).

We are now ready to give the proof of Theorem 6.1

Proof of Theorem 6.1. By translation and dilation we may assume that (x0, t0) =
(0, 0) and R = 1. Moreover, it suffices to show that for (1 + √

λ)ε ≤ r < 2,

( 
Tr

|∇uε,λ|2
)1/2

≤ C

{( 
T2

|∇uε,λ|2
)1/2

+ ‖ f ‖C1+α(I2) +
( 

T2
|F |p

)1/p
}

, (6.15)

where (∂t +Lε,λ)uε,λ = F in T2 and uε,λ = f on I2. To this end, we apply Lemma
6.5 with

H(r) = �(r; uε,λ) + r

( 
Tr

|F |p
)1/p

and h(t) = |Er |, where Er is a vector in Rd such that

�(r; uε,λ) = 1

r
inf

β0∈R

{( 
Tr

|uε,λ − Er · x − β0|2
)1/2

+ ‖ f − Er · x − β0‖C1+α(Ir )

}

.

Note that, by (6.10),

H(θr) ≤ 1

2
H(r) + C0

(
δ

r

)σ {
H(2r) + h(2r)

}

for r ∈ [δ, 1], where δ = (1 + √
λ)ε. This gives (6.12) with η(t) = tσ , which

satisfies (6.13).
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It is easy to see that H(r) satisfies the first inequality in (6.11). To verify the
second, we note that, for r ≤ t, s ≤ 2r ,

|h(t) − h(s)| ≤ |Et − Es |

≤ C

r
inf

β0∈R

( 
Tr

|(Et − Es) · x − β0|2
)1/2

≤ C

r
inf

β0∈R

( 
Tr

|uε,λ − Et · x − β0|2
)1/2

+ C

r
inf

β0∈R

( 
Tr

|uε,λ − Es · x − β0|2
)1/2

≤ C
{
H(t) + H(s)

}

≤ CH(2r),

where C depends only on d, α and M . Thus, by Lemma 6.5, we obtain

1

r
inf
β∈R

( 
Tr

|uε,λ − β|2
)1/2

≤ H(r) + h(r)

≤ C
{
H(1) + h(1)

}

≤ C

{( 
T1

|uε,λ|2
)1/2

+ ‖ f ‖C1+α(I1)

+
( 

T1
|F |p

)1/p
}

.

ByCaccioppoli’s inequality for parabolic systems (see for example [2, Appendix]),

( 
Tr/2

|∇uε,λ|2
)1/2

≤ C

{( 
T1

|uε,λ|2
)1/2

+ ‖ f ‖C1+α(I1) +
( 

T1
|F |p

)1/p
}

.

Since (∂t + Lε,λ)(β0) = 0 for any β0 ∈ R, we may replace uε,λ in the right-
hand side of the inequality above by uε,λ − β0. This, together with Poincaré-type
inequality for parabolic systems, yields (6.15). �
Proof of Theorem 1.2. SinceLε = Lε,λ for λ = εk−2, Theorem 1.2 follows readily
from Theorem 6.1.

7. Convergence Rates

In this section we investigate the problem of convergence rates for the initial-
Dirichlet problem,

{
(∂t + Lε,λ)uε,λ = F in �T ,

uε,λ = f on ∂p�T ,
(7.1)
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where � is a bounded domain in Rd and �T = � × (0, T ). As a consequence, we
obtain rates of convergence for the operator ∂t + Lε in (1.1).

Let u0,λ be the solution of the homogenized problem for (7.1),
{

(∂t + L0,λ)u0,λ = F in �T ,

u0,λ = f on ∂p�T .
(7.2)

Let wε be the two-scale expansion given by (3.21). As before, the operator Kε is
defined by Kε( f ) = Sδ(ηδ f ) with δ = (1 + √

λ)ε. The cut-off function ηδ =
η1δ (x)η

2
δ (t) is chosen so that 0 ≤ ηδ ≤ 1, |∇ηδ| ≤ C/δ, |∂tηδ| + |∇2ηδ| ≤ C/δ2,

and

ηδ = 1 in �T \�T,3δ and ηδ = 0 in �T,2δ,

where �T,ρ denotes the (parabolic) boundary layer

�T,ρ =
({

x ∈ � : dist(x, ∂�) < ρ
} × (0, T )

)
∪

(
� × (0, ρ2)

)
(7.3)

for 0 < ρ ≤ c.

Lemma 7.1. Let � be a bounded Lipschitz domain in R
d . Let �T,ρ be defined by

(7.3). Then

‖∇g‖L2(�T,ρ ) ≤ C
√

ρ
{
‖∇g‖L2(�T ) + ‖∇2g‖L2(�T ) + ‖∂t g‖L2(�T )

}
, (7.4)

where C depends only on d, � and T .

Proof. Let �ρ = {
x ∈ � : dist(x, ∂�) < ρ

}
. Then

‖∇g(·, t)‖L2(�ρ) ≤ C
√

ρ ‖∇g(·, t)‖H1(�).

It follows that

‖∇g‖L2(�ρ×(0,T )) ≤ C
√

ρ
{
‖∇g‖L2(�T ) + ‖∇2g‖L2(�T )

}
.

To estimate ‖∇g‖L2((�\�ρ)×(0,ρ2)), we choose a cut-off function θ ∈ C∞
0 (�) such

that 0 ≤ θ ≤ 1, θ = 1 on �\�ρ , and |∇θ | ≤ C/ρ. By Fubini’s Theorem we may
also choose t0 ∈ (T/2, T ) such thatˆ

�

|∇g(x, t0)|2 dx ≤ 2

T

ˆ
�T

|∇g|2 dxdt.

Note that for any t ∈ (0, ρ2),ˆ
�

|∇g(x, t)|2θ(x) dx ≤
ˆ

�

|∇g(x, t0)|2θ(x) dx +
∣
∣
∣
ˆ t0

t

ˆ
�

∂s(|∇g(x, s)|2θ(x)) dxds
∣
∣
∣

≤ 2

T

ˆ
�T

|∇g|2 +
ˆ

�T

|∇2g||∂t g| + 2
ˆ

�T

|∇g||∂t g||∇θ |,

where we have used an integration by parts in x for the last step. By integrating the
inequality above in the variable t over the interval (0, ρ2), we obtain

ˆ ρ2

0

ˆ
�

|∇g|2θ dxdt ≤ Cρ

ˆ
�T

{
|∇g|2 + |∇2g|2 + |∂t g|2

}
,

where we also used the Cauchy inequality. This completes the proof. �
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Lemma 7.2. Let � be a bounded Lipschitz domain in R
d and 0 < T < ∞. Let

uε,λ be a weak solution of (7.1) and u0,λ the homogenized problem (7.2). Let wε

be defined by (3.21). Then, for any ψ ∈ L2(0, T ; H1
0 (�)),

∣∣
∣
ˆ T

0
〈∂twε,ψ〉H−1(�)×H1

0 (�) +
ˆ

�T

Aλ(x/ε, t/ε
2)∇wε · ∇ψ

∣∣
∣

≤ C
{
‖u0,λ‖L2(0,T ;H2(�)) + ‖∂t u0,λ‖L2(�T )

}{
δ‖∇ψ‖L2(�T ) + δ1/2‖∇ψ‖L2(�T,3δ )

}
,

(7.5)

where δ = (1 + √
λ)ε and C depends only on d, μ, � and T .

Proof. In view of Lemma 7.1, the case λ = 1 follows from [14, Lemma 3.5]. The
case λ �= 1 is proved in a similar manner. Indeed, by (3.22), the left-hand side of
(7.5) is bounded by

C
ˆ

�T

|∇u0,λ − Kε(∇u0,λ)||∇ψ | + Cε

ˆ
�T

|(χλ)ε||∇Kε(∇u0,λ)||∇ψ |

+ Cε

ˆ
�T

∑

k,i, j

|(φλ
ki j )

ε||∇Kε(∇u0,λ)||∇ψ |

+ Cε2
ˆ

�T

∑

k, j

|(φλ
k(d+1) j )

ε||∂t Kε(∇u0,λ)||∇ψ |

+ Cε

ˆ
�T

∑

k, j

|(∇φλ
k(d+1) j )

ε||∇Kε(∇u0,λ)||∇ψ |

+ Cε2
ˆ

�T

∑

k, j

|(φλ
k(d+1) j )

ε||∇2Kε(∇u0,λ)||∇ψ |

= I1 + I2 + I3 + I4 + I5 + I6.

The estimates of I j for j = 1, . . . , 6 are exactly the same as in the proof of Lemma
3.5 in [14]. Also see the proof of Lemma 3.6 in Section 3. We point out that in the
cases of I4 and I6, the estimate

sup
(x,t)∈Rd+1

( 
Qδ(x,t)

|(φλ
k(d+1) j )

ε|2
)1/2

≤ C(1 + λ)

is used. We omit the details. �
The next theorem gives an error estimate for the two-scale expansion

w̃ε(x, t) = uε,λ − u0,λ − εχλ(x/ε, t/ε2)Kε(∇u0,λ) (7.6)

in L2(0, T ; H1(�)).

Theorem 7.3. Let w̃ε be defined by (7.6). Under the same conditions as in Lemma
7.2, we have

‖∇w̃ε‖L2(�T ) ≤ C
√

δ
{
‖u0,λ‖L2(0,T ;H2(�)) + ‖∂t u0,λ‖L2(�T )

}
, (7.7)

where δ = (1 + √
λ)ε ≤ 1 and C depends only on d, μ, � and T .
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Proof. Let ψ = wε in (7.5), where wε is given by (3.21). Since wε = 0 on ∂p�T ,

we see that
´ T
0 〈∂twε,wε〉 ≥ 0. It follows that ‖∇wε‖L2(�T ) is bounded by the

right-hand side of (7.7). It is not hard to show that ‖∇(wε − w̃ε)‖L2(�T ) is also
bounded by the right-hand side of (7.7). This gives the inequality (7.7). �

We now move on to the convergence rate of uε,λ − u0,λ in L2(�T ).

Theorem 7.4. Suppose A satisfies (1.3) and (1.4). Let� be a bounded C1,1 domain
inRd . Let uε,λ be a weak solution of (7.1) and u0,λ the solution of the homogenized
problem (7.2). Then

‖uε,λ − u0,λ‖L2(�T ) ≤ Cδ
{
‖u0,λ‖L2(0,T ;H2(�)) + ‖∂t u0,λ‖L2(�T )

}
, (7.8)

where δ = (1 + √
λ)ε and C depends only on d, μ, � and T .

Proof. In view of Lemma 7.1, this theoremwas proved in [14, Theorem 1.1] for the
case λ = 1. With Lemma 7.2 at our disposal, the case λ �= 1 follows by a similar
duality argument. We omit the details. �

Finally, we study the problem of convergence rates for the parabolic operator
∂t + Lε, where Lε = − div

(
A(x/ε, t/εk)∇)

and 0 < k < ∞. Note that the case
k = 2 is already treated in Theorems 7.3 and 7.4 with λ = 1.

For the case k �= 2, we use the fact that Lε = Lε,λ with λ = εk−2. Recall that
the homogenized operator for ∂t + Lε is given by ∂t − div

(
Â∞∇)

for 0 < k < 2,
and by ∂t − div

(
Â0∇

)
for 2 < k < ∞, where Â∞ and Â0 are defined in (2.12 )

and (2.17), respectively.

Theorem 7.5. Assume A satisfies (1.3) and (1.4). Also assume that ‖∂s A‖∞ ≤ M.
Let 0 < k < 2. Let uε be the weak solution of the initial-Dirichlet problem,

∂t uε − div
(
A(x/ε, t/εk)∇uε

) = F in �T and uε = f on ∂p�T , (7.9)

where � is a bounded C1,1 domain in R
d and 0 < T < ∞. Let u0 be the solution

of the homogenized problem. Then

‖uε − u0‖L2(�T ) ≤ C(εk/2 + ε2−k )
{
‖u0‖L2(0,T ;H2(�)) + ‖∂t u0‖L2(�T )

}
(7.10)

for 0 < ε ≤ 1, where C depends only on d, μ, �, T , and M.

Proof. Let λ = εk−2 and u0,λ be the solution of the initial-Dirichlet problem,

∂t u0,λ − div
(
Âλ∇u0,λ

) = F in �T and u0,λ = f on ∂p�T . (7.11)

Note that (1+√
λ)ε = ε + εk/2 ≤ 2εk/2 for 0 < ε ≤ 1. It follows by Theorem 7.4

that

‖uε − u0,λ‖L2(�T ) ≤ Cεk/2
{
‖u0,λ‖L2(0,T ;H2(�)) + ‖∂t u0,λ‖L2(�T )

}
. (7.12)

Next, we observe that u0,λ − u0 = 0 on ∂p�T and

∂t (u0,λ − u0) − div
(
Âλ∇(u0,λ − u0)

) = div
(
( Âλ − Â∞)∇u0

)
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in �T . Since � is C1,1, it follows by the standard regularity estimates for parabolic
systems with constant coefficients that

‖∂t (u0 − u0,λ)‖L2(�T ) + ‖u0 − u0,λ‖L2(0,T ;H2(�))

≤ C | Âλ − Â∞|‖∇2u0‖L2(�T )

≤ Cλ−1‖∂s A‖∞‖∇2u0‖L2(�T ),

where we have used (2.23) for the last step. This, together with (7.12), yields the
estimate (7.10). �

The next theorem treats the case 2 < k < ∞.

Theorem 7.6. Assume A satisfies (1.3) and (1.4). Also assume that ‖∇2A‖∞ ≤ M.
Let 2 < k < ∞. Let uε be the weak solution of the initial-Dirichlet problem (7.9),
where � is a bounded C1,1 domain in R

d and 0 < T < ∞. Let u0 be the solution
of the homogenized problem. Then

‖uε − u0‖L2(�T ) ≤ C(ε + εk−2)
{
‖u0‖L2(0,T ;H2(�)) + ‖∂t u0‖L2(�T )

}
(7.13)

for 0 < ε < 1, where C depends only on d, μ, �, T , and M.

Proof. The proof is similar to that of Theorem 7.5. The only modification is that
in the place of (2.24), we use the estimate (2.29) to bound | Âλ − Â0|. Also, note
that ‖∇A‖∞ may be bounded by a constant depending on μ and M . We omit the
details. �
Proof of Theorem 1.3. Let 0 < ε < 1. Note that ε2−k ≤ εk/2 if 0 < k ≤ 4/3, and
εk/2 ≤ ε2−k if 4/3 < k < 2. Also, ε ≤ εk−2 if 2 < k < 3, and εk−2 ≤ ε if k ≥ 3.
Thus, by Theorems 7.5 and 7.6,

‖uε − u0‖L2(�T )

≤ C
{
‖u0‖L2(0,T ;H2(�)) + ‖∂t u0‖L2(�T )

}
·

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

εk/2 if 0 < k ≤ 4/3,

ε2−k if 4/3 < k < 2,

εk−2 if 2 < k < 3,

ε if k = 2 or 3 ≤ k < ∞.

Remark 7.7. The results on convergence rates in Theorems 7.5 and 7.6 also hold
for initial-Neumann problems. The proof is almost identical to the case of the
initial-Dirichlet problem. See [14] for the case k = 2.

Using Theorem 7.3 we may obtain an error estimate in L2(0, T ; H1(�)) for a
two-scale expansion for ∂t + Lε in (1.1) in terms of its own correctors. The case
k = 2 is contained in Theorem 7.3 with λ = 1. For k �= 2, we let

vε =
{
uε − u0 − εχ∞(x/ε, t/εk)K̃ε(∇u0) if 0 < k < 2,

uε − u0 − εχ0(x/ε)K̃ε(∇u0) if 2 < k < ∞.
(7.14)
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In (7.14), χ∞ and χ0 are the correctors defined by (2.10) and (2.15), respectively,
for ∂t + Lε. Since they satisfy the estimates (2.11) and (2.16), only smoothing in
the space variable is needed for the operator K̃ε. More precisely, we let K̃ε( f ) =
S1δ (ηδ f ), where

S1δ ( f )(x, t) =
ˆ
Rd

f (x − y, t)δ−dθ1(y/δ) dy,

δ = ε + εk/2, and the cut-off function ηδ is the same as in Kε.

Theorem 7.8. Suppose that A and � satisfy the same conditions as in Theorem
7.5. Let uε be the weak solution of (7.9) and u0 the homogenized solution. Let vε

be given by (7.14). Then

‖∇vε‖L2(�T )

≤ C
{
‖u0‖L2(0,T ;H2(�)) + ‖∂t u0‖L2(�T )

}
·

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

εk/4 if 0 < k ≤ 8/5,

ε2−k if 8/5 < k < 2,

εk−2 if 2 < k < 5/2,

ε1/2 if 5/2 ≤ k < ∞.

(7.15)

Proof. The proof uses Theorem 7.3 and the estimates of u0,λ − u0 in the proof of
Theorems 7.5 and 7.6, where u0,λ is the solution of (7.11) with λ = ε2−k .

Let λ = εk−2. Suppose 0 < k < 2. In view of (7.7) it suffices to bound

I = ‖∇
{
εχλ(x/ε, t/ε2)Kε(∇u0,λ) − εχ∞(x/ε, t/εk)K̃ε(∇u0)

}
‖L2(�T ).

Note that

I ≤ ‖(∇χλ(x/ε, t/ε2) − ∇χ∞(x/ε, t/εk)
)
Kε(∇u0,λ)‖L2(�T )

+ ‖∇χ∞(x/ε, t/εk)
(
Kε(∇u0,λ) − K̃ε(∇u0)

)‖L2(�T )

+ ε‖χλ(x/ε, t/ε2)∇Kε(∇u0,λ)‖L2(�T )

+ ε‖χ∞(x/ε, t/εk)∇ K̃ε(∇u0)‖L2(�T )

= I1 + I2 + I3 + I4.

To bound I1, we use the inequality (3.17). This gives

I1 ≤ C sup
(y,s)∈Rd+1

( 
Qδ

|∇χλ(x/ε, t/ε2) − ∇χ∞(x/ε, t/εk)|2 dxdt
)1/2

‖∇u0,λ‖L2(�T )

≤ Cλ−1‖∂s A‖∞‖∇u0,λ‖L2(�T )

≤ Cε2−k‖∂s A‖∞‖∇u0‖L2(�T ), (7.16)

where we have used (2.27) for the second inequality. To estimate I2, we assume that
the function θ1 is chosen so that θ1 = θ11 ∗ θ11, where θ11 ∈ C∞

0 (B(0, 1)), θ11 ≥ 0
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and
´
Rd θ11 = 1. This allows us towrite S1δ = S11δ ◦S11δ , where S11δ ( f ) = f ∗(θ11)δ .

As a result, we obtain

I2 ≤ C‖S2δ
[
S11δ (ηδ∇u0)

] − S11δ (ηδ∇u0)‖L2(�T )

≤ Cδ2‖∂t S11δ (ηδ∇u0)‖L2(�T )

= Cδ2 ‖S11δ

{
(∂tηδ)(∇u0) + ∇(ηδ∂t u0) − (∇ηδ)∂t u0

}‖L2(�T )

≤ Cδ1/2
{
‖∇u0‖L2(�T ) + ‖∇2u0‖L2(�T ) + ‖∂t u0‖L2(�T )

}
.

It is not hard to see that

I3 + I4 ≤ Cε
{
‖∇(ηδ∇u0,λ)‖L2(�T ) + ‖∇(ηδ∇u0)‖L2(�T )

}

≤ Cδ1/2
{
‖∇u0‖L2(�T ) + ‖∇2u0‖L2(�T )

}
.

In summary, we have proved that

‖∇vε‖L2(�T ) ≤ C
{
εk/4 + ε2−k}{‖u0‖L2(0,T ;H1(�)) + ‖∂t u0‖L2(�T )

}

(7.17)

for 0 < k < 2. A similar argument gives

‖∇vε‖L2(�T ) ≤ C
{
ε1/2 + εk−2}{‖u0‖L2(0,T ;H1(�)) + ‖∂t u0‖L2(�T )

}

(7.18)

for 2 < k < ∞. The error estimate (7.15) follows readily from (7.17)
and (7.18). �
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