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Abstract

The basic question about the existence, uniqueness, and stability of the Boltz-
mann equation in general non-convex domains with the specular reflection bound-
ary condition has been widely open. In this paper, we consider cylindrical domains
whose cross section is generally non-convex analytic bounded planar domain. We
establish a global well-posedness and asymptotic stability of the Boltzmann equa-
tionwith the specular reflection boundary condition.Ourmethod consists of the del-
icate construction of ε-tubular neighborhoods of billiard trajectories which bounce
infinitely many times or hit the boundary tangentially at some moment, and sharp
estimates of the size of such neighborhoods.
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1. Introduction

The Boltzmann equation is a fundamental mathematical model for dilute gases
which undergo binary collisions. If there is no external force or self-consistent
force, a probability density function F(t, x, v) ≥ 0 is governed by

∂t F + v · ∇x F = Q(F, F), F(0, x, v) = F0(x, v), (1.1)

where the position is x ∈ U ⊂ R
3 and the velocity is v ∈ R

3 at time t � 0. The
collision operator Q(F1, F2) takes the form of

Q(F1, F2) =
∫
R3

∫
S2

B(v − u, ω)
[
F1(u

′)F2(v′) − F1(u)F2(v)
]
dωdu,

where u′ = u + ((v − u) · ω)ω, v′ = v − ((v − u) · ω)ω. For the collision kernel
B(v − u, ω), we choose the so-called hard potential model with angular cut-off:
B(v − u, ω) = |v − u|ζq0(θ) with 0 � ζ � 1 where 0 � q0(θ) � | cos θ | and
cos θ = (v−u)·ω

|v−u| .
When the gas contacts the boundary, we need to impose a boundary condition

for F on ∂U , the boundary of the domainU . In this paper, we impose the specular
reflection boundary condition, which is one of the most basic conditions:

F(t, x, v) = F(t, x, Rxv), x ∈ ∂U, (1.2)

where Rxv := v − 2(n(x) · v)n(x) and n(x) is the outward unit normal vector at

x ∈ ∂U . Note that the global Maxwellian μ = e−
|v|2
2 is an equilibrium state of

(1.1) and satisfies (1.2).
Despite extensive developments in the study of the Boltzmann theory, many

basic boundary problems, especially regarding the specular reflection BCwith gen-
eral domains, have remained widely open. In 1977, in [18], Shizuta and Asano
announced the global existence of the Boltzmann equationwith the specular bound-
ary condition in a smooth convex domain but without a complete proof. The first
mathematical proof of such problem was given in [11] by Guo, but with an extra
assumption that the boundary should be a level set of a real analytic function. Very
recently the authors of this paper finally constructed a global unique solution and
proved asymptotic stability of μ for general smooth convex domains (with or with-
out external potentials) in [17], using a novel triple iteration method and sequence
of geometric decompositions. This marks the complete resolution of a 40-years
open question after an announcement [18].

There were even fewer results on the Boltzmann equation for general non-
convex domains with the specular boundary condition. An asymptotic stability of
the globalMaxwellian is established in [5], provided certain a priori strong Sobolev
estimates can be verified. However, such strong estimates seem to fail especially
when the domain is non-convex [9,10,13,16]. To the best of our knowledge, this
paper is the first result on the global well-posedness and stability on the Boltzmann
equation for any kind of non-convex domains with the specular boundary condition.
One of the intrinsic difficulties of the Boltzmann equation in a non-convex domain
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is that the billiard trajectory is very complicated to control (for example infinite
bouncing, grazing).

If F solves (1.1) and satisfies (1.2) then we have the total mass and energy
conservation laws as

∫∫
U×R3

F(t) =
∫∫

U×R3
F0,

∫∫
U×R3

|v|2
2

F(t) =
∫∫

U×R3

|v|2
2

F0. (1.3)

By normalization we assume that

∫∫
U×R3

F0(x, v) =
∫∫

U×R3
μ,

∫∫
U×R3

|v|2
2

F0(x, v) =
∫∫

U×R3

|v|2
2

μ.

(1.4)

On the other hand, for axis-symmetric domains, we have an angular momentum
conservation law: if there exist a vector x0 and an angular velocity � such that

{(x − x0) × � } · n(x) = 0 for all x ∈ ∂U, (1.5)

then we have a conservation of the angular momentum as
∫∫

U×R3
{(x − x0) × � } · vF(t) =

∫∫
U×R3

{(x − x0) × � } · vF0. (1.6)

In this case we assume
∫∫

U×R3
{(x − x0) × � } · vF0(x, v) = 0. (1.7)

In this paper,we consider aperiodic-in-x2 cylindrical domainwith a non-convex
analytic cross section. A domain U is given by, with fixed H > 0,

U = � × (R/HZ), (x1, x3) ∈ � and x2 ∈ R/HZ for (x1, x2, x3) ∈ U. (1.8)

The domain U is periodic in x2 with a period H . See Fig. 1. Denote the boundary
of U as ∂U := ∂� × (R/HZ).

Fig. 1. Periodic cylindrical domain with non-convex analytic cross section
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Definition 1. Let � ⊂ R
2 be an open connected bounded domain and there exist

simply connected subsets �i ⊂ R
2, for i = 0, 1, 2, . . . , M < ∞ such that

� = �0\{�1 ∪ �2 ∪ · · · ∪ �M },
where

1. �0 ⊃⊃ �i (compactly embedded) for all i = 1, 2, . . . , M , and ∂�i ∩∂� j = ∅
for all i �= j ,

2. for each �i , there is a closed regular analytic curve αi : [ai , bi ] → R
2 such

that ∂�i is an image of αi ,
3. ∂� = ⊔M

i=0 ∂�i , where
⊔

stands a disjoint union.

Theorem 1. Letw(v) = (1+|v|)β with β > 5
2 . Consider a periodic-in-x2 cylindri-

cal domain U defined in (1.8), with an analytic non-convex cross section � defined
in Definition 1. We assume (1.4) and also assume (1.7) if U is axis-symmetric (1.5).
Then, there exists 0 < δ � 1 such that if

F0 = μ +√
μ f0 � 0 and ‖w f0‖∞ < δ, (1.9)

then (1.1)with (1.2) has a unique global-in-time solution F(t) = μ+√
μ f (t) � 0.

Moreover, there exists λ > 0 such that

sup
t�0

eλt‖w f (t)‖∞ � ‖w f0‖∞, (1.10)

and conservation laws (1.3) hold. In the case of an axis-symmetric domain (1.5),
we have an additional angular momentum conservation law (1.6).

The perturbation f satisfies

∂t f + v · ∇x f + L f = ( f, f ), (1.11)

and f (t, x, v) = f (t, x, Rxv) for x ∈ ∂U where

L f = − 1√
μ

[
Q(μ, f

√
μ) + Q( f

√
μ,μ)

]
, ( f, f ) = 1√

μ
Q( f

√
μ, f

√
μ).

(1.12)
The linear operator L f can be decomposed into L f = ν(v) f − K f where the
collisional frequency ν(v) is defined

ν(v) :=
∫
R3

∫
S2

|v − u|ζq0(θ)μ(u)dωdu, 0 � ζ � 1, (1.13)

withC0〈v〉ζ � ν(v) � C1〈v〉ζ where 〈v〉 :=
√
1+ |v|2 for someuniformC0,C1 >

0. The linear operator K f is a compact operator on L2(R3
v) with kernel k(v, ·),

K f (v) :=
∫
R3

k(v, u) f (u) du. (1.14)

See [11] for the form of k(v, u).
Now we explain main ideas of the proof of the main theorem.
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1.1. Uniform Upper Bound of Number of Bounces

Let us denote the characteristics (X (s; t, x, v), V (s; t, x, v)) ∈ U × R
3 at s,

which start at position x with velocity v at time t . Also we use cycles (tk, xk, vk) =
(tk(x, v), xk(x, v), vk(x, v)) to denote kth bouncing time, position, and velocity
backward in time (See (2.4) for the precise definition). In contrast to the convex do-
main case, the characteristics (X (s), V (s)) can graze (hit the boundary tangentially)
at some bouncing time tk . We split such a grazing set {(xk, vk) : vk · n(xk) = 0}
into three categories depending on where xk ∈ ∂� belongs to: convex grazing,
concave grazing, and inflection grazing (xk is an inflection point of ∂� for some
k, and therefore xk+1 cannot be defined) in Definition 4. The following simplified
lemma is the crucial tool to control the number of bounces:

Simplified version of Lemma 2 If characteristics does not belong to the inflection
grazing set then infinite bouncing cannot happen in a finite travel length.

The analyticity of the boundary is crucial. One can construct an example of
infinite number of bounces for finite travel length when the domain is smooth and
convex [12].

We prove Lemma 2 via a contradiction argument. If it bounces infinitely many
times in a finite travel length then we have a convergent sequence of boundary
points xk → x∞. If x∞ is concave part of the boundary then the trajectory cannot
stay in this small neighborhood. If x∞ is in convex part of the boundary, locally the
boundary uniformly convex. Then we use the Velocity lemma [11,17] to exclude
infinite bouncing in a finite travel length.

The last case is that x∞ is an inflection point of the boundary (analytic bounded
boundary has only finitely many inflection points); see Fig. 2. Then xk has to
converge to x∞ through the convex part of the boundary. Since the boundary is
analytic a profile of ∂� near inflection points can be approximated by a polynomial
with vanishing curvature at the inflection point. For a curvature vanishing we obtain
|xk−1 − xk | � |xk − xk+1| which is contradiction to the hypothesis xk → x∞.

Based on Lemma 2 we derive a uniform number of bounces for given finite
travel length away from IB: a ε-tubular neighborhood of all characteristics graze
the boundary which is carefully constructed in Section 3.1.

Fig. 2. Bouncing near inflection and Sticky grazing point SG
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1.2. Sticky Grazing Set

We consider the characteristics that graze the concave part of boundary at some
backward time. Since the billiard map is measure-preserving such set has measure
zero in the phase space. However such a “soft” estimate in the phase space is not
good enough for our purpose. What we need is for every x (not almost every x)
to estimate the size of velocity (and the size has to be small) whose characteris-
tics graze the concave part of boundary. It turns out that there could exist sticky
grazing points x ∈ cl(�) such that for non-small set of v ∈ R

3 the characteristics
(X (s; t, x, v), V (s; t, x, v)) grazes the concave part of boundary at some backward
time s. See the Appendix for the construction of such an example and the second
picture in Fig. 2. The crucial observation is that from the rigidity of the analytic
function such a sticky grazing point can exist uniquely once the number of bounces
and the concave part are fixed. Thanks to Section 1.1 and Lemma 2 we have a uni-
form bound of bounces away from some (small) neighborhood IB. Moreover the
bounded analytic domain has finite parts of the concave part. Therefore all possible
sticky grazing points, denoted by SG, are finite at most.

Simplified version of Lemma 1 Away from IB and ε neighborhood of SG, the
number of bounces is uniformly bounded and uniformly non-grazing as

|vk(x, v) · n(xk(x, v))| > δ > 0, for all k.

1.3. L p–L∞ Bootstrap and Double Iteration

Equipped with Lemma 1 and Lemma 2, we illustrate how to estimate the solu-
tion of the Boltzmann equation. For the sake of simplicity we consider linearized
Boltzmann equation,

∂t f + v · ∇x f + ν(v) f = K f. (1.15)

To apply the L p–L∞ bootstrap argument of [11,17], we aim to derive

‖ f ‖L∞ � ‖ f0‖L∞ +
∫ T

0
‖ f ‖L2 . (1.16)

Let us explain our scheme with a simplified version of (1.15) ∂t f + v · ∇x f + f =∫
|u|�N f du. Duhamel’s principle gives

f (t, x, v) = e−t f0(x, v) +
∫ t

0
e−(t−s)

∫
|u|�N

f (s, X (s; t, x, v), u) duds.

Applying this formula again (double iteration) to f (s, X (s; t, x, v), u), we get

f (t, x, v) = initial datum’s contributions+ O

(
1

N

)

+
∫ t

0
e−(t−s)

∫ s−ε

0
e−(s−s′)

∫∫
|u|�N ,|u′|�N

f (s′, X (s′; s, X (s; t, x, v), u), u′) du′ duds′ds.
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The key step is to prove that the change of variables from u to X (s′; s, X (s; t, x, v),

u) is valid. We apply geometric decomposition of trajectories in [17] and use the
fact that the characteristics is trivial in x2 as

∂X (s′)
∂u2

= −(t−s) to verify such change
of variables away from IB and ε neighborhood of SG. The size of IB in v is small
but SG could be large in v. For SG we use temporal integration to exclude such
cases.

2. Domain Decomposition and Notations

2.1. Analytic Non-convex Domain and Notations for Trajectory

Throughout this paper, cross section� is a connected and bounded open subset
in R

2. In this section, we denote the spatial variable x = (x1, x3) ∈ cl(�) ⊂ R
2,

where cl(�) denotes the closure of � in the standard topology of R2, and the
velocity variable v = (v1, v3) ∈ R

2. We also define standard inner product using
dot product notation: a · b := (a1, a3) · (b1, b3) = a1b1 + a3b3.

The cross section boundary ∂� is a local image of some smooth regular curve.
More precisely, for each x ∈ ∂�, there exists r > 0 and δ1 < 0 < δ2 and a curve
α := (α1, α3) : {τ ∈ R : δ1 < τ < δ2} → R

2 such that

∂� ∩ B(x, r) = {α(τ) ∈ R
2 : τ ∈ (δ1, δ2)}, (2.1)

where B(x, r) := {y ∈ R
2 : |y−x | < r} and |α̇(τ )| = [(α̇1(τ ))2+(α̇3(τ ))2]1/2 :=[( dα1(τ )

dτ

)2 + ( dα3(τ )
dτ

)2]1/2 �= 0, for all τ ∈ (δ1, δ2). Without loss of generality,

we can assume that α(τ) is regularly parametrized curve, that is, |α̇(τ )| = 1. For
a smooth regularized curve α(τ) = (α1(τ ), α3(τ )) ∈ R

2, we define the signed
curvature of α at τ by

κ(τ) := α̈(τ ) · n(α(τ)) = α̈1(τ )α̇3(τ ) − α̇1(τ )α̈3(τ ), (2.2)

where n(α(τ)) = (α̇3(τ ),−α̇1(τ )) is outward unit normal vector on α(τ) ∈ ∂�.
Meanwhile, we assume that the curvature of ∂� is uniformly bounded from

above, so (2.1) should be understood as simply connected curve, that is, we can
choose sufficiently small r > 0 so that ∂� ∩ B(x, r) is simply connected curve
for all x ∈ ∂�. Throughout this paper, we assume that a local parametrization of
boundary satisfies (2.1) as a simply connected curve.

We define convexity and concavity of α by the sign of κ :

Definition 2. Let � ⊂ R
2 be an open connected bounded subset of R2 and let the

boundary ∂� be an image of smooth regular curve α ∈ C3 in (2.1). For ∂� ∩
B(x, r) = {α(τ) : δ1 < τ < δ2}, if

κ(τ) < 0, δ1 < τ < δ2,

then we say ∂� ∩ B(x, r) is locally convex. Otherwise, if κ(τ) > 0, we say it is
locally concave.
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We denote the phase boundary of the phase space�×R
3 as γ := ∂�×R

3, and
split into the outgoing boundary γ+, the incoming boundary γ−, and the grazing
boundary γ0 :

γ0 := {(x, v) ∈ ∂� × R
3 : n(x) · v = 0},

γ+ := {(x, v) ∈ ∂� × R
3 : n(x) · v > 0},

γ− := {(x, v) ∈ ∂� × R
3 : n(x) · v < 0}.

(2.3)

Let us define trajectory. Given (t, x, v) ∈ [0,∞) × cl(�) × R
3, we use

[X (s), V (s)] = [X (s; t, x, v), V (s; t, x, v)] to denote position and velocity of
the particle at time s which was placed at x at time t . Along this trajectory, we have

d

ds
X (s; t, x, v) = V (s; t, x, v),

d

ds
V (s; t, x, v) = 0,

with the initial condition: (X (t; t, x, v), V (t; t, x, v)) = (x, v).

Definition 3. We recall the standard notations from [9]. We define

tb(t, x, v) := sup
{
s � 0 : X (τ ; t, x, v) ∈ � for all τ ∈ (t − s, t)

}
,

xb(t, x, v) := X (t − tb(t, x, v); t, x, v),

vb(t, x, v) := lim
s→tb(t,x,v)

V (t − s; t, x, v),

and similarly,

tf (t, x, v) := sup
{
s � 0 : X (τ ; t, x, v) ∈ � for all τ ∈ (t, t + s)

}
,

xf (t, x, v) := X (t + tf (t, x, v); t, x, v),

vf (t, x, v) := lim
s→tf (t,x,v)

V (t + s; t, x, v).

Here, tb and tf are called the backward exit time and the forward exit time, respec-
tively. We also define the specular cycle as in [9].

We set (t0, x0, v0) = (t, x, v). When tb > 0, we define, inductively,

tk = tk−1 − tb(t
k−1, xk−1, vk−1),

xk = X (tk; tk−1, xk−1, vk−1),

vk = Rxk V (tk; tk−1, xk−1, vk−1),

(2.4)

with reflection operator

Rxk V (tk; tk−1, xk−1, vk−1) = V (tk; tk−1, xk−1, vk−1)

− 2
(
n(xk) · V (tk; tk−1, xk−1, vk−1)

)
n(xk),

where we used abbreviation tk = tk(x, v), xk = xk(x, v), and vk = vk(x, v) for
each k ∈ N. We define the specular characteristics as

Xcl(s; t, x, v) =
∑
k

1s∈(tk+1,tk ]X (s; tk, xk, vk),

Vcl(s; t, x, v) =
∑
k

1s∈(tk+1,tk ]V (s; tk, xk, vk).
(2.5)
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For the sake of simplicity, we abuse the notation of (2.5) by dropping the subscrip-
tion cl in this section.

2.2. Decomposition of the Grazing Set and the Boundary ∂�

In order to study the effect of geometry on particle trajectory, we further de-
compose the grazing boundary γ0 (which was defined in (2.3)) more carefully.

Definition 4. Using a disjoint union symbol �, we decompose the grazing set γ0
as follows:

γ0 = γ C
0 � γ V

0 � γ I
0 , γ I

0 = γ
I+
0 � γ

I−
0 .

γ C
0 is a concave(singular) grazing set

γ C
0 := {(x, v) ∈ γ0 : tb(x, v) �= 0 and tb(x,−v) �= 0}.

γ V
0 is a convex grazing set

γ V
0 := {(x, v) ∈ γ0 : tb(x, v) = 0 and tb(x,−v) = 0}.

γ
I+
0 is an outward inflection grazing set

γ I+
0 = {(x, v) ∈ γ0 : tb(x, v) �= 0 and tb(x,−v) = 0 and ∃ δ > 0

such that x + τv ∈ R
2\cl(�) for τ ∈ (0, δ)}.

γ
I+
0 is an inward inflection grazing set

γ I−
0 = {(x, v) ∈ γ0 : tb(x, v) = 0 and tb(x,−v) �= 0 and ∃ δ > 0

such that x − τv ∈ R
2\cl(�) for τ ∈ (0, δ)}.

Recall that � := �0 \ {�1 ∪ · · · ∪ �M }, where each �i is an image of a
regularized curve αi : [ai , bi ] → R

2. Recall that κ stands the signed curvature in
Definition 2.2. Since the curvature κ is continuous, the set {τ ∈ [ai , bi ] : κ(τ) > 0}
is an open subset of the interval [ai , bi ] and therefore it is a countable union of
disjoint open intervals, that is,

{
τ ∈ [ai , bi ] : κ(τ) > 0

} = �∞
j=1 {τ ∈ (ai, j , bi, j ) : ai, j < τ < bi, j }.

It is clear that κ(ai, j ) = 0 = κ(bi, j ) for all i, j : Suppose not, then there exists
ε > 0 such that (ai, j − ε, bi, j ) ∈ {τ ∈ [ai , bi ] : κ(τ) > 0} or (ai, j , bi, j + ε) ∈
{τ ∈ [ai , bi ] : κ(τ) > 0}, which is a contradiction.

On the other hand, the signed curvature κ is analytic since the curve αi is
analytic. If κ is identically zero then αi is a straight line so that ∂�i cannot be
a boundary of a bounded set �. By analyticity, κ have at most finite zeroes on a
compact set [ai , bi ].
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For fixed �i , we can assume that there are 2Ni number of inflection points
(where signed curvature changes sign near its neighborhood)

Ni⊔
j=1

{αi (ai, j ), αi (bi, j )},

where ai, j and bi, j are properly chosen so that concave intervals are written by

κ(τ) � 0 on τ ∈
Ni⊔
j=1

[ai, j , bi, j ],

and convex intervals are written by

κ(τ) � 0 on cl

⎛
⎝[ai , bi ]\

Ni⊔
j=1

[ai, j , bi, j ]
⎞
⎠ ,

where
⊔

stands disjoint union.

Definition 5. Let � ⊂ R
2 be an analytic non-convex domain in Definition 1. We

decompose the boundary ∂� into three parts:

∂�C :=
M⊔
i=0

Ni⊔
j=1

{
αi (τ ) : τ ∈ (ai, j , bi, j )

} :=
MC⊔
l=1

∂�C
l , (Concave boundary)

∂�I :=
M⊔
i=0

Ni⊔
j=1

{αi (ai, j ), αi (bi, j )}, (Inflection boundary)

∂�V := ∂� \ (∂�C ∪ ∂�I ). (Convex boundary)

The number MC = ∑M
i=0 Ni and the lth concave part ∂�C

l for l = 1, 2, . . . , MC

is renumbered sequence of
{
αi (τ ) : τ ∈ (ai, j , bi, j )

}
for i = 0, 1, . . . , M and

j = 1, 2, . . . , Ni . Therefore, we can define MC number of parametrization ᾱl with
l = 1, . . . , MC such that

∂�C
l = {ᾱl(τ ) : τ ∈ (āl , b̄l)}. (2.6)

We further split ∂�I = ∂�I+ ∪ ∂�I− where ∂�I+ := ⊔M
i=0 ∂�

I+
i and ∂�I− :=⊔M

i=0 ∂�
I−
i with

∂�
I+
i = {αi (τ ) ∈ ∂�I

i : ∃ ε > 0 such that κi (τ
′) < 0 for τ ′ ∈ (τ − ε, τ ) and

κi (τ
′) > 0 for τ ′ ∈ (τ, τ + ε)},

∂�
I−
i = {αi (τ ) ∈ ∂�I

i : ∃ ε > 0 such that κi (τ
′) > 0 for τ ′ ∈ (τ − ε, τ ) and

κi (τ
′) < 0 for τ ′ ∈ (τ, τ + ε)}.
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Note that the following decomposition is compatible with those of Definition 4:

γ C
0 = {(x, v) ∈ γ0 : x ∈ ∂�C }, (Concave grazing set)

γ I
0 = {(x, v) ∈ γ0 : x ∈ ∂�I }, (Inflection grazing set)

γ V
0 = {(x, v) ∈ γ0 : x ∈ ∂�V }. (Convex grazing set)

Remark that from the definition, it is clear that

cl(∂�C ) =
M⋃
i=0

Ni⋃
j=1

cl
({

αi (τ ) :τ ∈ (ai, j , bi, j )
})=

M⊔
i=0

Ni⊔
j=1

{
αi (τ ) :τ ∈[ai, j , bi, j ]

}
.

3. L∞ Estimate

3.1. Inflection Grazing Set

In this section, we study some properties of inflection grazing phase and its
neighborhood. We note that grazing trajectories are of measure zero in phase space
� × R

2.
First, let us split axial dynamics. The trajectory of a particle is very simple for

axial direction:

V2(s; t, x, v) = v2, X2(s; t, x, v) = x2 − (t − s)v2.

Therefore, the characteristics of trajectories come from dynamics in the
two-dimensional cross section �. In this subsection, we analyze trajectories in
� ⊂ R

2. First, for fixed N � 1, we define the admissible set of velocity:

V
N :=

{
v ∈ R

2 : 2

N
� |v| � N

2

}
,

and m2 : P(�) → R is the standard Lebesgue measure in R
2.

We control the collection of bad phase sets with those that are nearly grazing
sets for each open cover containing a boundary ∂�. Different studies have been
done on the size of the sets of trajectories that reach the grazing set to derive a lower
bound of the solution in [1,2].

Lemma 1. Let � ⊂ R
2 be an analytic non-convex domain, defined in Definition 1.

For ε � 1, N � 1, there exist finite points
{
xnB1 , . . . , xnBlnB

}
⊂ cl(�),

and their open neighborhoods

B
(
xnB1 , rnB1

)
, . . . , B

(
xnBlnB , rnBlnB

)
⊂ R

2,

as well as corresponding open sets

OnB
1 , . . . ,OnB

lnB ⊂ V
N ,
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with m2(OnB
i ) � ε for all i = 1, . . . , lnB such that for every x ∈ cl(�), there

exists i ∈ {1, . . . , lnB} with x ∈ B(xnBi , rnBi ) and satisfies either

B
(
xnBi , rnBi

)
∩ ∂� = ∅ or |v′ · n(x ′)| > ε/N 4

for all x ′ ∈ B(xnBi , rnBi ) ∩ ∂� and v′ ∈ V
N\OnB

i .

Proof. By Definition 1, ∂� ∈ R
2 is a compact set in R2 and a union of the images

of finite curves. For x ∈ �, we define rx > 0 such that B(x, rx )∩∂� = ∅. For each
x ∈ ∂�, we can define the outward unit normal direction n(x) and the outward
normal angle θn(x) ∈ [0, 2π) specified uniquely by n(x) = (cos θn(x), sin θn(x)).
Using the smoothness and uniform boundedness of curvature of the boundary ∂�,
there exists uniform rε,N > 0 such that

| θn(x
′) − θn(x) | < ε/2N 2 for all x ′ ∈ B(x, rε,N ) ∩ ∂�, (3.1)

and B(x, rε,N ) ∩ ∂� is a simply connected curve.
By compactness, we have finite integer lnB > 0, points {xnBi }lnBi=1, and positive

numbers {rnBi }lnBi=1 such that

cl(�) ⊂
lnB⋃
i=1

B
(
xnBi , rnBi

)
, rnBi � rε,N .

By the above construction, for each 1 � i � lnB , we have either

B
(
xnBi , rnBi

)
∩ ∂� = ∅ (3.2)

or
xnBi ∈ ∂� and rnBi < rε,N , so that (3.1) holds. (3.3)

For i with case (3.2), we set OnB
i = ∅. For i with the case (3.3), we define

OnB
i :=

{
v ∈ V

N : v = (|v| cos θ, |v| sin θ
)

where

θ ∈
((

θi ± π

2

)
− ε

N 3 ,
(
θi ± π

2

)
+ ε

N 3

)}
,

where we abbreviated θn(xnBi ) = θi . Obviously, m2(OnB
i ) � π N2

4
ε/N2

π
� ε and

|v′ · n(x ′)| � |v′| ×
∣∣∣(cos θ ′, sin θ ′) · (cos θn(x

′), sin θn(x
′))

∣∣∣
� 2

N
×

∣∣∣cos
(π

2
+ ε

N 3

)∣∣∣ = 2

N

∣∣∣sin
( ε

N 3

)∣∣∣ , ε/N 3 � 1,

� ε

N 4 ,

for x ′ ∈ B(xnBi , rnBi ) and v′ = |v′|(cos θ ′, sin θ ′) ∈ V
N\OnB

i . ��
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We state a critical property of the analytic boundary for non-convergence of
consecutive specular bouncing points. We use the notation of the specular cycles
(xi , vi ) defined in (2.4).

Lemma 2. Assume � ⊂ R
2 is the analytic non-convex domain of Definition 1.

Choose x ∈ cl(�) and nonzero v ∈ V
N . If [xi (x, v), vi−1(x, v)] /∈ γ I

0 for all
i = 0, 1, 2, . . ., then

∞∑
i=0

|xi (x, v) − xi+1(x, v)| = ∞.

Proof. We prove this lemma by a contradiction argument: suppose [xi (x, v), vi

(x, v)] /∈ γ I
0 for all i = 0, 1, 2, . . . and

∞∑
i=0

|xi (x, v) − xi+1(x, v)| < ∞, (3.4)

then xi (x, v) → x∞ and x∞ = limi→∞ α(τi ) = α(τ∞) ∈ ∂� using that ∂�

is closed set. For i � 1, we assume xi (x, v) ∈ {α j (τ ) : τ ∈ [a j , b j ]} for
some fixed j ∈ N in Definition 1. Otherwise xi (x, v) cannot converge because
dist (∂� j1 , ∂� j2) > δ > 0 for j1 �= j2. Therefore we drop index j and denote
α(τi ) = α j (τi ) = xi (x, v) in this proof.

Step 1. Let us drop the notation of fixed (x, v) and assume that

xi = α(τi ), xi+1 = α(τi+1), xi+2 = α(τi+2).

We claim that if τi < τi+1, then τi+1 < τi+2 for sufficiently large i � 1. As
explained in (2.1), we can find r∗ � 1 such that if r � r∗, then B(x, r) ∩ ∂� is
simply connected curve for x ∈ ∂�. Also for x ∈ ∂�, we can find r∗∗ � 1 such that
if r � r∗∗, then {B(x, r)∩ ∂�} ∩ N (x) = {x} where N (x) = {x + cn(x) : c ∈ R},
the normal line crossing x ∈ ∂�. For r = min(r∗, r∗∗) we can decompose

B(xi+1, r)∩∂�=
{
{α(τ) : τ <τi+1}∩∂�

}
︸ ︷︷ ︸

:=B−

�{xi+1}�
{
{α(τ) : τ > τi+1} ∩ ∂�

}
︸ ︷︷ ︸

:=B+

.

(3.5)
From (3.4), for any ε < 1

2 min(r∗, r∗∗), we can choose R � 1 such that

|xi − xi+1| < ε, ∀i > R. (3.6)

Ifwe consider B(xi+1,min(r∗, r∗∗)), both xi and xi+2 are in B(xi+1,min(r∗, r∗∗))
∩ ∂� by (3.6). If τi < τi+1, then τi ∈ B−. Combining this fact with disjoint
decomposition (3.5), we know that vi+1 · α̇(τi+1) > 0. Therefore, xi+2 /∈ B− and
we already know that xi+2 �= xi+1. Finally we get

xi+2 ∈ {B(xi+1,min(r∗, r∗∗)) ∩ ∂�}\{B− � {xi+1}} := B+.

By definition of B+, τi+1 < τi+2.
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Step 2. We split τ∞ into three cases and study possible cases for (3.4). Without loss
of generality, we assume that ε and i > R in the rest of this proof satisfy (3.6).

(i) If κ(τ∞) < 0, ∃ ε > 0 such that κ(τ) < 0 for τ ∈ (τ∞ − ε, τ∞ + ε). While the
boundary is convex, we can apply a velocity lemma; Lemma 1 in [11] or Lemma
2.6 in [17]. From the velocity lemma, the normal velocity at the bouncing points
are equivalent, especially,

eC�(|v|+1)t i (vi · n(xi )) � eC�(|v|+1)t i+1
(vi+1 · n(xi+1)),

e−C�(|v|+1)t i (vi · n(xi )) � e−C�(|v|+1)t i+1
(vi+1 · n(xi+1)).

(3.7)

Since nonzero speed |v| is constant, (3.4) implies finite time stop of the trajectory.
From (3.7), vi · n(xi ) cannot be zero at finite time. This is a contradiction.

(ii) If κ(τ∞) > 0, ∃ ε > 0 such that κ(τ) > 0 for τ ∈ (τ∞ − ε, τ∞ + ε). Without
loss of generality, we choose ε � min(r∗, r∗∗), as chosen in Step 1. By concavity,

(α(τ) − xi+1) · n(xi+1) > 0 for τ ∈ (τ∞, τ∞ + ε)

where Rxi+1vi+1 · n(xi+1) < 0.

This implies τi ∈ (τi+1 − ε, τi+1], then τi+2 /∈ [τi+1, τi+1 + ε). This is a contra-
diction.

(iii) If κ(τ∞) = 0 and κ(τ) > 0 for τ ∈ (τ∞ − ε, τ∞], this case is exactly the same
as case (ii).

(iv) Ifκ(τ∞) = 0 andκ(τ) = 0 for τ ∈ (τ∞−ε, τ∞], thenκ(τ) = 0 for τ ∈ [a j , b j ]
by analyticity. Thus, � must be a half plane and we get a contradiction.

(v) Assume κ(τ∞) = 0 and κ(τ) < 0 for τ ∈ (τ∞ − ε, τ∞].

Step 3. We derive a contradiction for the last case (v) by claiming

li+1 = |xi+1 − xi | � |xi+2 − xi+1| = li+2 < ε, i � R (3.8)

for ε and R is what we have chosen in (3.6). As explained in (2.1), we can assume
that B(x∞, ε) ∩ ∂� is a graph of analytic function ϕ(s). From the argument of
Step 1, we assume s∞ − ε < si < si+1 < si+2 < s∞. Moreover, up to translation
and rotation, we can assume that ϕ(si+1) = ϕ′(si+1) = 0 and ϕ′′(s) > 0 on
s ∈ (s∞ − ε, s∞). There exist n0 ∈ N such that

dn0ϕ

dsn0
(s∞) �= 0 and

diϕ

dsi
(s∞) = 0 for all 0 � i < n0.

If n0 = ∞, ∂� is a straight line so is a contradiction as explained in (iv) of
Step 2. Also, by definition of the inflection point, n0 � 3. For finite n0 ∈ N, for
|s| < ε � 1,

ϕ′′(s) = cn0−2(s − s∞)n0−2(1+ O(|s − s∞|)) → 0 as s → s−∞. (3.9)
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To claim |xi+1 − xi | � |xi+2 − xi+1|, it suffices to claim si+1 − si � si+2 − si+1,
because the absolute values of slopes of xi xi+1 and xi+1xi+2 are the same by the
specular boundary condition. Since we assume ϕ′(si+1) = 0, from the specular
boundary condition,

ϕ(si+2) − ϕ(si+1)

si+2 − si+1
= ϕ(si ) − ϕ(si+1)

si+1 − si
,

1

si+2 − si+1

∫ si+2

si+1

∫ t

si+1

ϕ′′(r)drdt = 1

si+1 − si

∫ si+1

si

∫ zi+1

t
ϕ′′(r) drdt.

(3.10)

It is important that near the inflection point, from (3.9), ϕ′′ > 0 is monotone
decreasing to zero on s ∈ (s∞ − ε, s∞) for ε � 1. Therefore,

1

si+2 − si+1

∫ si+2

si+1

∫ t

si+1

ϕ′′(r)drdt � 1

2
(si+2 − si+1)ϕ

′′(si+1),

1

si+1 − si

∫ si+1

si

∫ zi+1

t
ϕ′′(r)drdt � 1

2
(si+1 − si )ϕ

′′(si+1).

(3.11)

From (3.10) and (3.11), we get si+1− si � si+2− si+1 and justify (3.8). We proved
contradictions for all possible cases listed in Step 2, and finish the proof. ��
Remark that this fact is non-trivial because we can observe the infinitely many
bounces of the specular cycles in a finite time interval even in some convex domains
[12]. Moreover in the case of non-convex domains we need to treat carefully the
trajectories that hit the inflection part (Definition 5) tangentially. The analyticity
assumption is essential in the proof.

Using Lemma 2, we define and control bad phase sets where their cycles may
hit inflection grazing sets γ I

0 , defined in Definition 4 or 5.

Lemma 3. Let � ⊂ R
2 be an analytic non-convex domain in Definition 1. For

T0 > 0, ε � 1, N � 1, there exist finite points
{
xnI1 , . . . , xnIlnI

}
⊂ cl(�),

and open balls

B
(
xnI1 , rnI1

)
, . . . , B

(
xnIlnI , r

nI
lnI

)
⊂ R

2,

as well as corresponding open sets

OnI
1 , . . . ,OnI

lnI ⊂ V
N ,

withm2(OnI
i ) � ε for all i = 1, . . . , ln I such that for every x ∈ cl(�), there exists

i ∈ {1, . . . , ln I } with x ∈ B(xnIi , rnIi ) and, for v ∈ V
N\OnI

i , the following holds,

[X (s; T0, x, v), V (s; T0, x, v)] /∈ γ I
0 for all s ∈ [0, T0]. (3.12)
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Proof. With the specular boundary condition, a particle trajectory is always re-
versible in time. Therefore, we track backward in time the trajectory which departs
from the inflection grazing phase. Recall fromDefinition 5 that the inflection bound-
ary ∂�I is a set of finite points and denote ∂�I = {x I1 , x I2 , . . . , x I

M I }. Define

MI⋃
j=1

{(
X
(
s; T0, x Ij , v

)
, V

(
s; T0, x Ij , v

)) ∈ cl(�)

×R
2 : s ∈ [0, T0],

(
x Ij , v

) ∈ γ I
0 , v ∈ V

N
}
.

Now we fix one point of the inflection boundary x Ij ∈ ∂�I and a velocity v I
j ∈ R

2

with |v I
j | = 1 such that (x Ij , v

I
j ) ∈ γ I

0 . More precisely, for x Ij = αi (τ ) ∈ ∂�
I+
i

with some i = 1, . . . , M in Definition 5, we choose v I
j = −α̇i (τ ), and for x Ij =

αi (τ ) ∈ ∂�
I−
i we choose v I

j = α̇i (τ ) so that (x Ij , v
I
j ) ∈ γ

I+
0 and backward in time

trajectory is well-defined for short time (T0 − ε, T0], ε � 1 at least.
Since |V (s; T0, x Ij , v I

j )| = |v I
j | � N

2 for v I
j ∈ V

N , possible total length of the

specular cycles is bounded by NT0
2 . By Lemma 2, the number of bounces cannot be

infinite for finite travel lengthwithout hitting an inflection grazing phase.Moreover,
if the trajectory hits an inward inflection grazing phase γ

I−
0 , the particle cannot

propagate anymore. Therefore, the number of bounces for finite travel length is
always bounded. This implies

m(x Ij ) := inf

{
m ∈ N :

m∑
i=1

∣∣xi (x Ij , v I
j

)− xi+1(x Ij , v I
j

)∣∣ >
NT0
2

}
< +∞,

which actually depends on N for fixed � and T0 > 0. Therefore the set (3.1) is a
subset of

A :=
MI⋃
j=1

m(x Ij )⋃
i=0

{
(y, u) ∈ cl(�) × V

N : y ∈ xi
(
x Ij , v

I
j

)
xi+1

(
x Ij , v

I
j

)

and
u

|u| = ±vi
(
x Ij , v

I
j

)}
,

which is a set of all particle paths from all inflection grazing phase. Now, we define
the projection of A on spatial a dimension

Px (A) :=
MI⋃
j=1

m(x Ij )⋃
i=0

{
y ∈ cl(�) : y ∈ xi

(
x Ij , v

I
j

)
xi+1

(
x Ij , v

I
j

)}
.

Now we construct open coverings. For x ∈ cl(�)\Px (cl(A)), we pick rx >

0 so that B(x, rx ) ∩ Px (cl(A)) = ∅. For x ∈ Px (cl(A)), we pick rx > 0 to
generate covering for Px (cl(A)). By compactness, we have a finite open covering
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B(xnI1 , rnI1 ), . . . , B(xnIlnI , r
nI
lnI

). From the above construction, for each 1 � i � ln I ,
we have either

B
(
xnIi , rnIi

) ∩ Px (cl(A)) = ∅, (3.13)

or

xnIi ∈ Px (cl(A)). (3.14)

For i with the (3.13) case, we set OnI
i = ∅. For i with the (3.14) case, there

are a finite number of straight segments (ones that may intersect each other) of
Px (A). This number of segments are bounded by MI × maxi m(x Ii ) < ∞ for
i = 1, . . . , MI . By saying that OnI

i with i satisfies (3.14), we mean

OnI
i =

{
u ∈ V

N : ∣∣u/|u| ± vi
(
x Ij , v

I
j

)∣∣ < CN ε,

∀(i, j) s.t xi
(
x Ij , v

I
j

)
xi+1

(
x Ij , v

I
j

) ∩ B
(
xnIi , rnIi

) �= ∅
}
.

(3.15)

Obviouslym2(OnI
i ) � π N2

4
CN
2π εMI ×maxi m(x Ii ) � ε by choosing CN � 1

N4 for
sufficiently large N � 1.

Now we prove (3.12). Since the trajectory is reversible in time, [X (s; T0, x, v),

V (s; T0, x, v)] /∈ γ I
0 if (x, v) /∈ A. By the definition of (3.15), if x ∈ B(xnIi , rnIi ),

v ∈ V
N\OnI

i , and s ∈ [0, T0], then (x, v) /∈ A. This finishes the proof. ��
The following lemma comes from Lemmas 1 and 3:

Lemma 4. Consider � as defined in Definition 1. For ε � 1, N � 1, and T0 > 0,
there exist finite points

{
x I B1 , . . . , x I BlI B

}
⊂ cl(�),

and open balls

B
(
x I B1 , r I B1

)
, . . . , B

(
x I BlI B , r I BlI B

) ⊂ R
2,

as well as corresponding open sets

O I B
1 , . . . ,O I B

lI B ⊂ V
N ,

withm2(O I B
i ) < Cε (for uniform constant C > 0) for all i = 1, . . . , lI B such that

for every x ∈ cl(�), there exists i ∈ {1, . . . , lI B} with x ∈ B(x I Bi , r I Bi ) and, for
v ∈ V

N\O I B
i ,

|v · n(x)| >
ε

N 4 ,

for all x ∈ ∂� ∩ B(x I Bi , r I Bi ) and

(
X (tk; T0, x, v), V (tk; T0, x, v)

)
/∈ γ I

0 for all tk ∈ [0, T0].
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Using the above lemma, we define the infinite-bounces set IB as

IB :=
{
(x, v) ∈ cl(�) × V

N : v ∈ O I B
i for some i ∈ {1, 2, . . . , lI B}

satisfying x ∈ B
(
x I Bi , r I Bi

) }
.

(3.16)

Themost important property of the infinite-bounces set (3.16) is that the bounc-
ing number of the specular backward trajectories on {cl(�)×V

N }\IB is uniformly
bounded.

Definition 6. When L > 0, x ∈ cl(�) ⊂ R
2, and nonzero v ∈ R

2 are given, we
consider a set

⎧⎨
⎩k ∈ N :

k∑
j=1

∣∣x j−1(x, v) − x j (x, v)
∣∣ > L

⎫⎬
⎭ ⊂ N.

If this set is not empty, then we define N(x, v, L) ∈ N as follows,

N(x, v, L) := inf

⎧⎨
⎩k ∈ N :

k∑
j=1

∣∣x j−1(x, v) − x j (x, v)
∣∣ > L

⎫⎬
⎭ .

Otherwise, if the set is empty, it means the backward trajectory is trapped in γ
I−
0 ,

so we define

N(x, v, L) := inf
{
i ∈ N : (xi (x, v), vi−1(x, v)) ∈ γ

I−
0

}
.

FromLemma4,we haveN(x, v, NT0
2 ) < ∞ for (x, v) ∈ {cl(�)×V

N }\IB. To
improve this finite result into a uniform bound, we use compactness and continuity
arguments.

Lemma 5. Let (x, v) ∈ cl(�)×V
N . Then (xk(x, v), vk(x, v)) is a locally contin-

uous function of (x, v) if

(xi (x, v), vi (x, v)) /∈ γ0, ∀i ∈ {1, 2, . . . , k},
that is, for any ε > 0, there exist δx,v,ε > 0 such that if |(x, v) − (y, u)| < δx,v,ε,
then

∣∣(xi (x, v), vi (x, v)) − (xi (y, u), vi (y, u))
∣∣ < ε, ∀i ∈ {1, 2, . . . , k}.

Moreover (xi (y, u), vi (y, u)) /∈ γ0 for i ∈ {1, . . . , k}.
Proof. First we claim continuity of (x1(x, v), v1(x, v)). Using trajectory notation
and the lower bound of speed in VN , we know that

x1(x, v) = X (tb(t, x, v); t, x, v), tb � CN
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for uniformC which depend on the size of�. Let us assume that |(x, v)−(y, u)| �
δ. Then

|x1(x, v) − x1(y, u)| � |x1(x, v) − x1(x, u)| + |x1(x, u) − x1(y, u)|. (3.17)

Let x1(x, v) = α j (τ
∗). Since (x1(x, v), v) /∈ γ0,

∣∣ v
|v| · α̇(τ ∗)

∣∣ < 1. Then we can

choose sufficiently small rx,v � 1 such that ∂�∩ B(x1(x, v), rx,v) is simply con-
nected and intersects with line {x + sv : s ∈ R} in only one point non-tangentially,
because α̇|x1(x,v) is not parallel to v. Since x + sv is continuous on v, x + su must
intersect to ∂�∩ B(x1(x, v), rx,v) at some α j (τ ) ∈ ∂�∩ B(x1(x, v), r) whenever
|u − v| � δv,ε. This shows |x1(x, v) − x1(x, u)| < O(δv,ε), and

∣∣∣∣ u|u| · α̇(τ ) − v

|v| · α̇(τ ∗)
∣∣∣∣ �

∣∣∣∣ u|u| · α̇(τ ) − u

|u| · α̇(τ ∗)
∣∣∣∣

+
∣∣∣∣ u|u| · α̇(τ ∗) − v

|v| · α̇(τ ∗)
∣∣∣∣

� C |τ − τ ∗| + Nδ

� CN δ � 1

2

(
1−

∣∣∣∣ v

|v| · α̇(τ ∗)
∣∣∣∣
)

(3.18)

for sufficiently small δ � 1. This implies
∣∣ u
|u| ·α̇(τ )

∣∣ < 1, that is, (x1(x, u), u) /∈ γ0.

Now, there exists small rx,u � 1 such that ∂�∩B(x1(x, u), rx,u) is simply con-
nected and intersectswith line {x+su : s ∈ R} in only one point non-tangentially by
(3.18). Thus there exists δx,u,ε � 1 such that line y+su hits ∂�∩B(x1(x, u), rx,u)
if |x − y| < δx,u,ε. It is obvious that |x1(x, u) − x1(y, u)| < rx,u . So far we have
shown the continuity of x1(x, ·) and x1(·, u), so the continuity of x1 follows from
(3.17).

We also note that v1(x, v) is continuous by the continuity of x1(x, v) and
n(x, v), and the specular reflection BC. For the case of i = 2, . . . , k are easily
gained by a chain rule, applying the above argument several times. ��
Lemma 6. Let � ⊂ R

2 satisfy Definition 1. Then

N∗
ε,N ,T0 := sup

(x,v)∈{cl(�)×VN }\IB
N(x, v, NT0) � Cε,NT0 ,

where N(x, v, NT0) is defined in Definition 6 and ε-dependence comes from
{O I B

i }lI Bi=0, which was defined in Lemma 4.

Proof. From Lemmas 2 and 4, the trajectory does not belong to inflection grazing
set during time [0, T0]. N(x, v, ·) is a nondecreasing function for fixed (x, v) ∈
{cl(�) ×V

N }\IB and we can assume |v| = 1, because NT0 has a fixed maximal
travel length during time interval [0, T0] with v ∈ V

N .

Step 1. We study cases depending on concave grazing.
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(Case 1) If n(xi (x, v)) · vi (x, v) �= 0 for i = 1, . . . ,N(x, v, NT0), trajectory
(X (s; T0, x, v), V (s; T0, x, v)) is continuous in (x, v) by Lemma 5. Therefore,
we can choose δx,v,ε,NT0 � 1 such that if |(x, v) − (y, u)| < δx,v,ε,NT0 , then
|xb(x, v)−xb(y, u)| < O(δx,v,ε,NT0), whereO(δx,v,ε,NT0) → 0 as δx,v,ε,NT0 → 0.
Therefore,

N(y, u, NT0) � 1+N(x, v, NT0),

for |(x, v) − (y, u)| < δx,v,ε,NT0 � 1. Moreover, we have

|xi (x, v) − xi (y, u)| < O(δx,v,ε,NT0)

for i = 1, . . . ,N(x, v, NT0).

(Case 2) Assume that (xi (x, v), vi (x, v)) belongs to grazing set γ0 for some i ∈
{1, . . . ,N(x, v, NT0)}. In particular, (xi (x, v), vi (x, v)) ∈ γ C

0 , because γ I
0 is not

gained from {cl(�)×V
N }\IB as proved in Lemma 4, and γ V

0 is the stopping point
for both forward/backward in time. Let us assume that i ∈ {0, . . . ,N(x, v, NT0)}
is the smallest bouncing index satisfying (xi (x, v), vi (x, v)) ∈ γ C

0 . Even though
there are consecutive convex grazings, it must stop at some (xk(x, v), vk(x, v),
because � is analytic and bounded domain, that is, there exist i, k ∈ N such that

⎧⎪⎨
⎪⎩

(x j (x, v), v j (x, v)) /∈ γ C
0 , ∀ j < i,

(x j (x, v), v j (x, v)) ∈ γ C
0 , i � ∀ j � k − 1,

(xi (x, v), vi (x, v)) /∈ γ C
0 , j = k.

(3.19)

When j < i , the bouncing number can be counted similarly to Step 1:

N(y, u, N (T0 − ti−1(x, v))) � 1+N(x, v, N (T0 − ti−1(x, v))),

for |(x, v) − (y, u)| < δx,v,ε,NT0 for some δx,v,ε,NT0 � 1. Now we consider
consecutive multiple grazing.

When i � j � k − 1 (consecutive convex grazing), we split things into two
cases: Case 2-1 and Case 2-2.

(Case 2-1) We assume n(xi (x, v)) = n(xi+1(x, v)) = · · · = n(xk−1(x, v)). When
|(x, v) − (y, u)| < δx,v,ε,NT0 � 1, we have

∣∣(xi−1(x, v), vi−1(x, v)) − (xi−1(y, u), vi−1(y, u))
∣∣ < O(δx,v,ε,NT0) � 1,

from Lemma 5. When trajectory
(
X (s; y, u, T0), V (s; y, u, T0)

)
passes near

xi (x, v), we split things into several cases (Fig. 3).
We claim that

N(y, u, N (T0 − tk(x, v))) � 1+N(x, v, N (T0 − tk(x, v))) (3.20)

holds for all of the following cases.

(i) If xi−1(y, u)xk(y, u) does not bounce near x j (x, v) for all j ∈ {i, . . . , k − 1},
then obviously we get (3.20).
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Fig. 3. Case 2-1

If case (i) does not hold, we can assume that the backward trajectory(
X (s; y, u, T0), V (s; y, u, T0)

)
hits near x�(x, v) without hitting near x j (x, v) for

i � j � �−1.Without loss of generality, we parametrize B(x�(x, v), ε)∩∂�, ε �
1 by a regularized curve

{
β�(τ ) : τ �−δ1 < τ < τ�+δ2, β�(τ �) = x�(x, v)

}
, 0 �

δ1, δ2 � 1.

(ii) Let xi (y, u) = β�(τ ) with τ � − δ1 < τ < τ�. Without loss of generality,
we assume a multigrazing dashed line as x-axis. By the specular BC, the trajec-
tory

(
X (s; y, u, T0), V (s; y, u, T0)

)
must be above the tangential line {xi (y, u) +

sβ̇�(τ ) : s ∈ R} near xi (y, u). Moreover, from the specular BC,

∣∣∣∣ vi (y, u)

|vi (y, u)| · β̇
�(τ )

∣∣∣∣ =
∣∣∣∣ vi−1(y, u)

|vi−1(y, u)| · β̇
�(τ )

∣∣∣∣

�
∣∣∣∣ v�(x, v)

|v�(x, v)| · β̇
�(τ �)

∣∣∣∣−
∣∣∣∣
(

vi−1(y, u)

|vi−1(y, u)| −
v�(x, v)

|v�(x, v)|
)
· β̇�(τ )

∣∣∣∣

−
∣∣∣∣ v�(x, v)

|v�(x, v)| ·
(
β̇�(τ ) − β̇�(τ �)

)∣∣∣∣
� 1− O(δx,v,ε,NT0). (3.21)

This implies that the angle between vi−1(y, u) and tangential line {xi (y, u) +
sβ̇�(τ ) | s ∈ R} is very small, so we can apply the argument of (i) again and we
obtain (3.20).
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Fig. 4. Case 2-2

(iii) When xi (y, u) = β�(τ �), we must have
∣∣∣∣ vi (y, u)

|vi (y, u)| · β̇
�(τ �)

∣∣∣∣ =
∣∣∣∣ vi−1(y, u)

|vi−1(y, u)| · β̇
�(τ �)

∣∣∣∣ =
∣∣∣∣ vi−1(y, u)

|vi−1(y, u)| ·
v�(x, v)

|v�(x, v)|
∣∣∣∣

= 1+ O(δx,v,ε,NT0) ,

(3.22)

so the angle between vi−1(y, u) and v�(x, v) is very small. Moreover, trajectory(
X (s; y, u, T0), V (s; y, u, T0)

)
must be above the dash tagential line, So we can

apply (i) to derive (3.20).

(iv) When xi (y, u) = β�(τ ) with τ � < τ < τ� + δ2, the angle between β̇�(τ )

and β̇�(τ �) is very small, since δ2 � 1. Moreover, the angle between vi−1(y, u)

and β̇�(τ ) is also small from (3.21). Therefore the angle between vi−1(y, u) and
β̇�(τ �) is also small, that is, vi−1(y, u) is nearly parallel with the dashed line in
Fig. 1. Therefore only cases (i) and (ii) are possible for xi+1(y, u). For both cases,
we gain (3.20).

(Case 2-2) Assume that there exist {p1, p2, . . . , pq} ∈ {i + 1, . . . , k − 1} with
p1 < p2 < · · · < pq such that

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

N := n(xi (x, v)) = n(xi+1(x, v)) = · · · = n(x p1−1(x, v))

−N = n(x p1(x, v)) = n(x p1+1(x, v)) = · · · = n(x p2−1(x, v))

N = n(x p2(x, v)) = n(x p2+1(x, v)) = · · · = n(x p3−1(x, v))

−N = n(x p3(x, v)) = n(x p3+1(x, v)) = · · · = n(x p4−1(x, v))

· · ·
We split into cases and claim that

N(y, u, N (T0 − tk(x, v))) � 1+N(x, v, N (T0 − tk(x, v)))

holds for all cases (Fig. 4).
First we define Tp�

:= (t p�−1(x, v) − t p� (x, v))/2, 1 � � � q, and choose
δx,v,ε,NT0 so that

δx,v,ε,NT0 � Tp�

N
, for all � ∈ {1, . . . , q}, (3.23)
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which implies that the traveling time (or distance) between x p1(x, v) and x p1−1(x, v)

is sufficiently larger than the size of δx,v,ε,NT0 . We split into two cases (v) and (vi)
as follows:

(v) If xi (y, u) does not hit near any of xi (x, v), . . . , x p1−1(x, v), we have
∣∣∣(X (Tp1; y, u, T0), V (Tp1; y, u, T0)

)− (
X (Tp1; x, v, T0), V (Tp1; x, v, T0)

)∣∣∣
� O(δx,v,ε,NT0),

(3.24)

by Lemma 5.

(vi) If xi (y, u) hits near one of xi (x, v), . . . , x p1−1(x, v), then we can apply (ii),
(iii), or (iv) of Case 2-1 to claim that there are at most 2 bouncings before trajectory(
X (s; y, u, T0), V (s; y, u, T0)

)
approaches x p1(x, v).Moreover, in any case of (ii),

(iii), and (iv), (assuming 2 bouncings WLOG),

|vi+2(y, u) − vi (x, v)| = |vi+2(y, u) − v p1(x, v)| = O(δx,v,ε,NT0).

Since, trajectory X (s; y, u, T0) is very close to X (s; x, v, T0),
∣∣∣X (s; y, u, T0) − X (s; x, v, T0)

∣∣∣ � O(δx,v,ε,NT0), t i−1(x, v) � s � Tp1 .

Using the above two estimates for both velocity and position, (3.24) also holds for
case (vi).

Now let us derive a uniform number of bounces of the second case in (3.19).
For (Case 2-1), we proved that (3.20) holds. For (Case 2-2) we change index
p1 − 1 ↔ k − 1, and then apply the same argument of (Case 2-1) to derive

N(y, u, N (T0 − Tp1(x, v))) � N(x, v, N (T0 − Tp1(x, v))).

During
(
t p2(x, v), t p1(x, v)

)
, we can also apply the same argument as that of (Case

2-1) with the help of (3.23) and (3.24) to obtain

N(y, u, N (T0 − Tp1(x, v))) � N(x, v, N (T0 − Tp1(x, v))).

We iterate this process until Tpq to obtain

N(y, u, N (T0 − Tpq (x, v))) � N(x, v, N (T0 − Tpq (x, v))).

Since (xk(x, v), vk(x, v)) is non-grazing, we have

N(y, u, N (T0 − tk(x, v))) � 1+N(x, v, N (T0 − tk(x, v))) (3.25)

by applying (Case 2-1) for traveling from near x pq (x, v) to xk(x, v).
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Step 2. When we encounter the second consecutive convex grazings after tk(x, v),
we can follow Step 1 to derive a similar estimate as to (3.25). Finally there exist
δx,v,ε,NT0 � 1 such that

N(y, u, NT0) � 1+N(x, v, NT0), (3.26)

where (x, v) ∈ {cl(�)×V
N }\IB. Since IB is an open set from (3.16), {cl(�)×

V
N }\IB is a closed set. Then we use a compactness argument to derive uniform

boundness from (3.26). For each (x, v) ∈ {cl(�) × V
N }\IB, we construct small

balls B((x, v), δx,v,ε,NT0) near each point. For each (y, u) ∈ B((x, v), δx,v,ε,NT0),
(3.26) holds. By compactness, there exists a finite covering

⋃�
i=1 B((xi , vi ),

δxi ,vi ,ε,NT0) for some finite � < ∞. Therefore, for any (y, u) ∈ {cl(�)×V
N }\IB,

N(y, u, NT0) � 1+ max
1�i��

N(xi , vi , NT0) � Cε,NT0 .

��
Lemma 7. Let � ⊂ R

2 satisfy Definition 1. For any (x, v) ∈ {cl(�) × V
N }\IB,

trajectory (X (s; T0, x, v), V (s; T0, x, v)) for s ∈ [0, T0] is uniformly away from
the inflection grazing set γ I

0 , that is, there exists ρε,NT0 > 0 such that

DI(s, x, v) := dist (∂�I , X (s; T0, x, v)) + |n(X (s; T0, x, v)) · V (s; T0, x, v)|
� ρε,NT0 > 0

(3.27)

for all s ∈ [0, T0] such that X (s; T0, x, v) ∈ ∂�.

Proof. By definition of IB and Lemma 4,

(X (s; T0, x, v), V (s; T0, x, v)) /∈ γ I
0 .

Therefore,

min
t j∈[0,T0]

DI(t j (x, v), x, v) > 0,

where DI(t j (x, v), x, v) is defined in (3.27). To derive uniform positivity, we use
a compactness argument again. From Lemma 6, for (x, v) ∈ {cl(�) × V

N }\IB,
we know that

N(x, v, NT0) � Cε,NT0 .

Therefore,

min
t j∈[0,T0]

DI(t j (x, v), x, v) = min
1� j�Cx,v,ε,NT0

DI(t j (x, v), x, v) := ρx,v,ε,NT0 > 0

(3.28)
for some uniform positive constant ρx,v,ε,NT0 > 0. Now we split things into two
cases.
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Case 1. If (X (s; T0, x, v), V (s; T0, x, v)) /∈ γ0, we have local continuity from
Lemma 5, so there exists rx,v,ε,NT0 � 1 such that if |(x, v) − (y, u)| < rx,v,ε,NT0 ,

min
1� j�Cx,v,ε,NT0

∣∣DI(t j (x, v), x, v) − DI(t j (y, u), y, u)
∣∣ <

ρx,v,ε,NT0

2
. (3.29)

From (3.28) and (3.29),

min
1� j�Cx,v,ε,NT0

DI(t j (y, u), y, u) >
ρx,v,ε,NT0

2
,

which implies uniform nonzero on a ball cl
(
B((x, v), rx,v,ε,NT0)

)
. By compact-

ness, we have a finite open cover for {cl(�) × V
N }\IB, which is written by⋃�

i=1 B((xi , vi ), rxi ,vi ,ε,NT0) for some finite q. Finally, we pick a uniform positive
number

ρε,NT0 := min
1�i��

ρxi ,vi ,ε,NT0

2
> 0

to finish the proof.

Case 2. If (X (s; T0, x, v), V (s; T0, x, v)) ∈ γ0 for some s ∈ [0, T0], it must be
concave grazing by definition of IB, and we consider consecutive concave grazing
cases of (Case 2-1) in the proof of Lemma 6 again with Fig. 1. Let us assume (3.19).

When j < i , using Lemma 5, we have rx,v,ε,NT0 � 1 such that if |(x, v) −
(y, u)| < rx,v,ε,NT0 ,

min
1� j�i−1

∣∣DI(t j (x, v), x, v) − DI(t j (y, u), y, u)
∣∣ <

ρx,v,ε,NT0

2
.

When i � j � k − 1, it is not reasonable to compare with the same bouncing
index, because we have discontinuity by convex grazing. However, since DI is
uniformly bounded from below by (3.28), it suffices to compare DI(t j (y, u), y, u)

with the nearest DI(t�(x, v), x, v) for some j � �.

(i) If xi−1(x, v)xk(x, v) does not bounce near x j (x, v) for all j ∈ {i, . . . , k − 1},
then from Lemma 5 again, we can redefine rx,v,ε,NT0 � 1 so that if |(x, v) −
(y, u)| < rx,v,ε,N ,

∣∣DI(tk(x, v), x, v) − DI(t i (y, u), y, u)
∣∣ <

ρx,v,ε,NT0

2

holds. This implies

DI(t i (y, u), y, u) � DI(tk(x, v), x, v) − ρx,v,ε,NT0

2
>

ρx,v,ε,NT0

2
, (3.30)

from (3.28).
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(ii) From Lemma 5, there exist rx,v,ε,NT0 � 1 so that if |(x, v)−(y, u)| < rx,v,ε,N ,
|xi (y, u)−x�(x, v)| = O(rx,v,ε,N ). Moreover, from (3.21), |vi (y, u)−v�(x, v)| =
O(rx,v,ε,N ) also holds, so

∣∣DI(t�(x, v), x, v) − DI(t i (y, u), y, u)
∣∣ <

ρx,v,ε,NT0

2

holds and therefore, (3.30) also holds by (3.28).

(iii) Obviously, |xi (y, u) − x�(x, v)| = 0 and |vi (y, u) − v�(x, v)| = O(rx,v,ε,N )

also holds by (3.22), and so yields (3.30), similarly.

(iv) Near xi (y, u) (near x�(x, v)) and xi+1(y, u) (near x�+1(x, v)), we use the
argument of (ii) for both bouncings to claim that

DI(t i (y, u), y, u), DI(t i+1(y, u), y, u) � ρx,v,ε,NT0

2
,

if |(x, v) − (y, u)| < rx,v,ε,NT0 for some small rx,v,ε,NT0 � 1.
From Step 2 in proof of Lemma6, the number of intervals of consecutive grazing

is uniformly bounded because we assume Definition 1. Whenever we encounter
consecutive grazing, we can split into cases (i)–(iv) to gain uniform positivity
of DI(t j (y, u), y, u) for 0 � t j (y, u) � T0. Then we apply the compactness
argument of Case 1 in the proof of this Lemma to finish the proof. ��

3.2. Dichotomy of Sticky Grazing

Lemma 8. Assume� ⊂ R
2 asdefined inDefinition1. Assume that (α j (τ ), α′

j (τ )) ∈
γ C
0 for some j ∈ {1, . . . , M} and τ ∈ (τ ∗ − δ, τ ∗ + δ) ⊂ [a j , b j ]. Also we assume

that

(X (s; T0, α j (τ ), α′
j (τ )), V (s; T0, α j (τ ), α′

j (τ ))) /∈ γ0

for s ∈ [0, T0]. Let us simplify notation as follows

xi (τ ) := xi (α j (τ ), α′
j (τ )), vi (τ ) :=vi (α j (τ ), α′

j (τ )), t i (τ ) := t i (α j (τ ), α′
j (τ )),

for τ ∈ (τ ∗ − δ, τ ∗ + δ) ⊂ [a j , b j ]. Then we have the following dichotomy:

for each k, there exist unique x∗ ∈ cl(�) such that x∗ ∈ xk(τ )xk+1(τ ) for all
τ ∈ (τ ∗ − δ, τ ∗ + δ) ⊂ [a j , b j ], and for each x ∈ cl(�), the following set is finite:

{
vk(τ )

|vk(τ )| ∈ S
1 : x ∈ xk(τ )xk+1(τ ), τ ∈ (τ ∗ − δ, τ ∗ + δ)

}
.

Proof. Assume thatwe have some x∗ satisfying (a). If there exists another y∗ �= x∗,

xk(τ ) − x∗ = |xk(τ ) − x∗| vk(τ )

|vk(τ )| , xk(τ ) − y∗

= |xk(τ ) − y∗| vk(τ )

|vk(τ )| , τ ∈ (τ ∗ − δ, τ ∗ − δ).
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This gives

x∗ − y∗ =
(
|xk(τ ) − y∗| − |xk(τ ) − x∗|

) vk(τ )

|vk(τ )| .

Therefore, vk (τ )

|vk (τ )| is a constant unit vector for τ ∈(τ ∗−δ, τ ∗−δ). Since (xk(τ ), vk(τ ))

is not grazing, xk(τ ) is also constant for all τ ∈ (τ ∗ − δ, τ ∗ − δ). Since the tra-
jectory is deterministic forward/backward in time, α̇ j (τ ) should be constant for
τ ∈ (τ ∗ − δ, τ ∗ − δ), which implies α j (τ ) is part of a straight line locally. This is
a contradiction, because � is an analytic bounded domain.

If there does not exist x∗ which satisfies (a) for τ ∈ (τ ∗ − δ, τ ∗ − δ),

{
τ ∈ (τ ∗ − δ, τ ∗ − δ) : xk(τ ) − x∗ = |xk(τ ) − x∗| vk(τ )

|vk(τ )|
}

is a finite set for any x∗ ∈ cl(�) by rigidity of the analytic function. This yields
(b). ��

3.3. Grazing Set

In this section, we characterize the points of {cl(�) × V
N }\IB whose spec-

ular backward cycle grazes the boundary (hits the boundary tangentially) at some
moment. By definition of IB, this grazing cannot be an inflection grazing γ I

0 .
Moreover, Lemma 4 guarantees that convex grazing does not happen either. There-
fore, the only possible grazing is the concave grazing γ C

0 . We will classify these
concave grazing sets depending on the first (backward in time) concave grazing
time.

Definition 7. For T0 > 0 and (x, v) ∈ cl(�) × R
2, we define the grazing set

G :=
{
(x, v) ∈ {cl(�) × V

N }\IB : ∃ s ∈ [0, T0)
s.t

(
X (s; T0, x, v), V (s; T0, x, v)

) ∈ γ0

}
,

which is a set of phase (x, v) whose trajectory grazes at least once for time interval
[0, T0]. We also define GC , GV , and GI by their grazing type, that is,

GC :=
{
(x, v) ∈ {cl(�) × V

N }\IB : ∃ s ∈ [0, T0)
s.t

(
X (s; T0, x, v), V (s; T0, x, v)

) ∈ γ C
0

}
,

GV :=
{
(x, v) ∈ {cl(�) × V

N }\IB : ∃ s ∈ [0, T0)
s.t

(
X (s; T0, x, v), V (s; T0, x, v)

) ∈ γ V
0

}
,

GI :=
{
(x, v) ∈ {cl(�) × V

N }\IB : ∃ s ∈ [0, T0)
s.t

(
X (s; T0, x, v), V (s; T0, x, v)

) ∈ γ I
0

}
.
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By definition of IB, we know that GV = GI = ∅. Therefore, we rewrite and
decompose G as

G = GC :=
⋃
j

GC, j :=
MC⋃
l=1

GC
l =

⋃
j

MC⋃
l=1

G
C, j
l ,

where

GC, j :=
{
(x, v) ∈ GC : (x j (x, v), v j (x, v)) ∈ γ C

0

}
,

GC
l :=

{
(x, v) ∈ GC : ∃k s.t. (xk(x, v), vk(x, v)) ∈ γ C

0 and xk(x, v) ∈ ∂�C
l

}
,

G
C, j
l :=

{
(x, v) ∈ GC, j : x j (x, v) ∈ ∂�C

l

}
,

where l ∈ {1, . . . , MC }, which is defined in (2.6).

Remark 1. Let us use renumberednotation (2.6) and the sets defined inDefinition7.
If (x, v) ∈ GC

l then there exists τ ∈ (āl , b̄l) and k such that (xk(x, v), vk(x, v)) ∈
γ C
0 and xk(x, v) = ᾱl(τ ). Due to Lemma 7, such τ cannot be arbitrarily close to

the end points āl , b̄l which are inflection points κ = 0. Lemma 7 implies that there
exists ā∗l > āl and b̄∗l < b̄l for each l ∈ {1, . . . , MC } such that

{
τ ∈ (āl , b̄l) : (X (s; T0, x, v), V (s; T0, x, v)

) ∈ γ C
0 , X (s; T0, x, v)

= ᾱl(τ ) for (x, v) ∈ GC
l

}
⊂ [ ā∗l , b̄∗l ]. (3.31)

Throughout this subsection, we use some temporary symbols. Inspired by (2.4),
we can also define kth backward/forward exit time:

tb(x, v) := t1b(t, x, v),

tkb(x, v) := t − tk(t, x, v),

xkb(x, v) := xk(t, x, v),

tf (x, v) := t1f (t, x, v),

tkf (x, v) := −tk(0, x,−v),

xkf (x, v) := xk(t, x,−v).

3.3.1. 1st-Grazing Set, GC,1 Let us use renumbered notation for the concave
part (2.6). From the definition of GC,1

l and (3.31),

GC,1
l ⊂

⋃
p=±1

{(
ᾱl(τ ) + sp|v| ˙̄αl(τ ), p|v| ˙̄αl(τ )

) ∈ {{cl(�) × V
N }\IB} :

τ ∈ [ā∗l , b̄∗l ], v ∈ V
N , s ∈ [0, tf (ᾱl(τ ), p|v| ˙̄αl(τ ))]

}
.
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Since the signed curvature κ is positive and bounded with finite zero points,
S
1 ∩ {v ∈ R

2 : (x, v) ∈ GC,1
l } has at most two points for fixed x . Since MC is

uniformly bounded, S1∩{v ∈ R
2 : (x, v) ∈ GC,1

l } contains at most 2×MC points
and therefore,

m2

{
v ∈ R

2 : (x, v) ∈ GC,1
l

}
= 0. (3.32)

Lemma 9. For any ε > 0, there exist an open cover
⋃l1

i=1 B(xC,1
i , rC,1

i ) for
Px

({cl(�)×V
N }\IB)

, wherePx is projection on spatial space, and corresponding

velocity set OC,1
i ⊂ V

N with m2(OC,1
i ) < ε such that:

(1) For any (x, v) ∈ {cl(�)×V
N }\IB, there exists xC,1

i , rC,1
i , and δC,1 > 0 such

that x ∈ B(xC,1
i , rC,1

i ) and

(2) φ1(x, v) = |v · n(xb(x, v)) | > δ1 > 0 holds for v ∈ V
N\OC,1

i , for some
uniformly positive δ1 > 0.

From the above, we define a ε-neighborhood of GC,1:

(GC,1)ε :=
l1⋃
i=1

{
B(xC,1

i , rC,1
i ) × OC,1

i

}
.

Proof. Let x ∈ Px
({cl(�) × V

N }\IB)
. Then, there exist at most 2MC distinct

unit velocities vi|vi | , i ∈ {1, . . . , 2MC } such that (x, vi ) ∈ GC,1. We define

OC,1
x :=

{
v ∈ V

N :
∣∣∣∣ vi

|vi | −
v

|v|
∣∣∣∣ < C1(N )ε, ∀i ∈ {1, . . . , 2MC }

}
. (3.33)

When v ∈ V
N\OC,1

x , we can apply Lemma 5 to show that

φ1(x, v) := |v · n(xb(x, v))|

is well-defined and locally smooth since (x, v) ∈ {{cl(�) × V
N }\IB}\ GC,1.

Using the local continuity of Lemma 5 again, we can find rC,1
x � 1 such that

φ1(x, v) > δ1x > 0, for (x, v) ∈ cl
(
B(x, rC,1

x )
)× V

N\OC,1
x .

Bycompactness,we canfindafinite open cover
⋃l1

i=1 B(xC,1
i , rC,1

i ) forPx
({cl(�)×

V
N }\IB)

and a correspondingOC,1
i with small measurem2(OC,1

i ) < ε by choos-
ing (3.33) with some proper small C1(N ). Finally we choose

δ1 := min
1�i�l1

δ1
xC,1
i

> 0

to finish the proof. ��
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3.3.2. 2nd-Grazing Set GC,2 From the definition of GC,2 and (3.31), the set
GC,2 \ (GC,1)ε is a subset of

MC⋃
l=1

⋃
p=±1

{(
x1f (ᾱl(τ ), p|v| ˙̄αl(τ )) + sv1f (ᾱl(τ ), p|v| ˙̄αl(τ )), v1f (ᾱl(τ ), p|v| ˙̄αl(τ ))

)

∈ {cl(�) × V
N }\IB : τ ∈ [ā∗l , b̄∗l ], v ∈ V

N , s ∈ [
0,

(
t2f − t1f

)(
ᾱl(τ ),

p|v| ˙̄αl(τ )
)]}∖

(GC,1)ε. (3.34)

Without loss of generality, it suffices to consider only the p = 1 case of (3.34),
since p = −1 does not change any argument.

Step 1. Fix p = 1 and l ∈ {1, . . . , MC }. First, we remove 1st-grazing set by
complementing (GC,1)ε.

Let us consider (x̄, v̄) ∈ GC,1 ∩ GC,2
l and we write ᾱl(τ̄ ) = x2(x̄, v̄). Then,

from Lemma 9 and Lemma 5, there exists i ∈ {1, . . . , l1} such that (x̄, v̄) ∈
B(xC,1

i , rC,1
i ) ×OC,1

i and

{
x2(x, v) ∈ ∂�C

l : ∀(x, v) ∈ cl
(
B(xC,1

i , rC,1
i ) ×OC,1

i

)
,where (x̄, v̄)

∈ B(xC,1
i , rC,1

i ) ×OC,1
i

}
⊂ [

ᾱl(τ̄ − δ−), ᾱl(τ̄ + δ+)
]
,

for 0 < δ± = O(r1,i , ε) � 1. (3.35)

Excluding (3.35) from [ā∗l , b̄∗l ] for all (x̄, v̄) ∈ GC,1 ∩ GC,2
l yields a union of

countable open connected intervals I, that is,
I := [ā∗l , dl,1) ∪ (cl,2, dl,2) ∪ · · · ⊂ [ā∗l , b̄∗l ], ā∗l < d1 < c2 < d2 < · · · .

Now we claim that I contains only finite subintervals. If this union is not finite,
there exist infinitely many distinct {τi }∞i=1, τ1 < τ2 < · · · such that

˙̄αl(τi ) · n(x f (ᾱl(τi ), ˙̄αl(τi ))) = 0, i ∈ N.

We pick a monotone increasing sequence τ1, τ2, . . . , τn, . . . by choosing a point τi
for each disjoint closed interval. Since τn � bl∗ for all n ∈ N, there exist a τ∞ such
that τn → τ∞ up to subsequence. Let us assume that

(
xf (ᾱl(τn), ˙̄αl(τn)), ˙̄αl(τn)

) ∈ γ C
0 , xf (ᾱl(τn), ˙̄αl(τn)) ∈ ∂�C

p .

Since we have chosen τn’s from each distinct interval, there exists τ ′, τn < τ ′ <

τn+1 such that
(
xf (ᾱl(τ

′), ˙̄αl(τ ′)), ˙̄αl(τ ′)
)

/∈ γ C
0 .

By the monotonicity of {τ1, . . . , τ∞}, the fact that τ∞ is an accumulation im-
plies that we have an accumulating concave grazing phase {(xf (ᾱl(τn), ˙̄αl(τn)),
˙̄αl(τn)

)}∞i=1 near {(xf (ᾱl(τ∞), ˙̄αl(τ∞)), ˙̄αl(τ∞)
)}. This is a contradiction because
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∂� is an analytic domain. Finally we can write I as a disjoint union of finite ml
2

intervals, that is,

I := [ā∗l , dl,1) ∪ (cl,2, dl,2) ∪ · · · ∪ (cl,ml
2−1, dl,ml

2−1) ∪ (cl,ml
2
, b̄∗l ]. (3.36)

Step 2. Since we have chosen δ± as nonzero in (3.35), we can include boundary
points of each subinterval of (3.36). Therefore, GC,2 \ (GC,1)ε is a subset of

MC⋃
l=1

{(
x1f (ᾱl(τ ), |v| ˙̄αl(τ )) + sv1f (ᾱl(τ ), |v| ˙̄αl(τ )), v1f (ᾱl(τ ), |v| ˙̄αl(τ ))

)

∈ {cl(�) × V
N }\IB : τ ∈ [ā∗l , dl,1] ∪ [cl,2, dl,2] ∪ · · · ∪ [cl,ml

2−1, dl,ml
2−1]

∪[cl,ml
2
, b̄∗l ], v ∈ V

N , s ∈
[
0,

(
t2f − t1f

)
(ᾱl(τ ), |v| ˙̄αl(τ ))

] }
, (3.37)

and for all τ ∈ [ā∗l , dl,1] ∪ [cl,2, dl,2] ∪ · · · ∪ [cl,ml
2−1, dl,ml

2−1] ∪ [cl,ml
2
, b̄∗l ],

| ˙̄αl(τ ) · n(xf (ᾱl(τ ), ˙̄αl(τ )))| > δC,1 > 0,

where δC,1 was found in Lemma 9. Moreover, we can choose these subintervals

so that the measure of each puncture {(dl,i , cl,i+1)}m
l
2−1

i=1 is arbitrary small, because
we can choose δ± > 0 arbitrarily small in (3.35).

Step 3.We construct a 2nd-Sticky Grazing Set SGC,2
l where all grazing rays from

the non-measure zero subset of [ā∗l , dl,1) ∪ (cl,2, dl,2) ∪ · · · ∪ (cl,ml
2−1, dl,ml

2−1) ∪
(cl,ml

2
, b̄∗l ] intersect at a fixed point in Px

(
{cl(�) × V

N }\IB
)
where Px is pro-

jection on the spatial domain. Choose any i ∈ {1, . . . ,ml
2} and corresponding sub

interval [cl,i , dl,i ]. We define

GC,2
l,i :=

{(
x1f (ᾱl(τ ), |v| ˙̄αl(τ )) + sv1f (ᾱl(τ ), |v| ˙̄αl(τ )), v1f (ᾱl(τ ), |v| ˙̄αl(τ ))

)

∈ {cl(�) × V
N }\IB : τ ∈ [cl,i , dl,i ], v ∈ V

N ,

s ∈
[
0,

(
t2f − t1f

)
(ᾱl(τ ), |v| ˙̄αl(τ ))

] }
.

Fix x∗ ∈ �. If there does not exist τ ∈ [cl,i , dl,i ] and s ∈ [t f1(αl(τ ), α̇l(τ )),

t f2(α
l(τ ), α̇l(τ ))] satisfying x∗ = x1f (α

l(τ ), α̇l(τ )) + sv1f (α
l(τ ), α̇l(τ )) then {v ∈

R
2 : (x∗, v) ∈ GC,2

l,i } = ∅ with zero measure. Now suppose that there exist such
τ and s. Due to Lemma 8, there are only two cases: (i) sticky grazing: for all
τ ∈ [cl,i , dl,i ], there exists s = s(τ ) ∈ [t1f (αl(τ ), α̇l(τ )), t2f (αl(τ ), α̇l(τ ))] and
fixed x∗ ∈ cl(�) such that

x∗ = x1f (α
l(τ ), α̇l(τ )) + sv1f (α

l(τ )), (3.38)

or (ii) isolatedgrazing: there exists δ−, δ+ > 0 so that for τ ′ ∈ (τ−δ−, τ+δ+)\{τ },
there is no s satisfying (3.38). We define the 2nd-sticky grazing set SGC,2 as a
collection of all such x∗ ∈ cl(�) points.
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Definition 8. Consider (3.37) and disjoint union of intervals [ā∗l , dl,1]∪[cl,2, dl,2]∪
· · · ∪ [cl,ml

2−1, dl,ml
2−1] ∪ [cl,ml

2
, b̄∗l ]. There are finite i ∈ I 2sg,l ⊂ {1, 2, . . . ,ml

2}
such that case (i) sticky grazing holds;

⋂
τ∈[cl,i ,dl,i ]

x1f (ᾱl(τ ), ˙̄αl(τ )) x2f (ᾱl(τ ), ˙̄αl(τ )) = x2sg,l,i which is a point in cl(�),

by writing ā∗l = cl,1, b̄∗l = dl,ml
2
. The 2nd-sticky grazing set is the collection of

such points:

SGC,2 :=
MC⋃
l=1

SGC,2
l :=

MC⋃
l=1

{
x2sg,l,i ∈ � : i ∈ I 2sg,l

}
. (3.39)

Note that SGC,2 is a set of finite points, from the finiteness of MC and Lemma 8.

Step 4. We claim

m2{v ∈ R
2 : (x, v) ∈ GC,2\(GC,1)ε} = 0, (3.40)

for all x ∈ Px ({cl(�) × V
N }\IB)\SGC,2. Consider again the set (3.37) and fix

l ∈ {1, . . . , MC }. For any i ∈ {1, 2, . . . ,ml
2} \ I 2sg,l , we apply case (b) of Lemma 8

to say that

{v ∈ R
2 : (x, v) ∈ GC,2\(GC,1)ε} ∩ S

1 = finite points,

which gives (3.40).

Lemma 10. For any ε > 0, there exist an open cover

{
l2⋃
i=1

B(xC,2
i , rC,2

i )

}
∪
⎧⎨
⎩

⋃
y∈SGC,2

B(y, ε)

⎫⎬
⎭

for Px
({cl(�) × V

N }\IB)
and corresponding velocity sets OC,2

i ⊂ V
N with

m2(OC,2
i ) < ε such that:

(1) for any (x, v) ∈ {cl(�) × V
N }\IB,

x ∈ B(xC,2
i , rC,2

i ) or x ∈ B(y, ε),

for some xC,2
i , rC,2

i , and y ∈ SGC,2;

(2) moreover, if x /∈ ⋃
y∈SGC,2 B(y, ε), x ∈ B(xC,2

i , rC,2
i ), and v ∈ V

N\OC,2
i ,

then

φ2(x, v) = |v1(x, v) · n(x2(x, v))| > δC,2 > 0 and φ1(x, v)

= |v · n(x1(x, v))| > δC,1 > 0,

for some uniformly positive δC,1, δC,2 > 0.
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From the above, we define an ε-neighborhood of GC,2:

(GC,2)ε =
{

l2⋃
i=1

B(xC,2
i , rC,2

i ) ×OC,2
i

}
∪
⎧⎨
⎩

⋃
y∈SGC,2

B(y, ε) × V
N

⎫⎬
⎭ .

Proof. From (3.39), SGC,2 has only finite points so we make a cover with finite
balls,

⋃
y∈SGC,2 B(y, ε) for SGC,2.

For x ∈ Px ({cl(�) × V
N }\IB) \ ⋃

y∈SGC,2 B(y, ε), there are at most finite

(at most 2MC + 2
∑MC

l=1 m
l
2) unit vectors

vi|vi | such that

(x, vi ) ∈ G2
C ∪G1

C ,

from (3.40) and (3.32). So we define

OC,2
x :=

{
v ∈ V

N :
∣∣∣∣ vi

|vi | −
v

|v|
∣∣∣∣ < C2(N )ε, ∀vi s.t (x, vi ) ∈ GC,1 ∪GC,2

}
.

When v ∈ V
N\OC,2

x , the trajectory does not graze within second bounces, so
both

φ1(x, v) = |v · n(xb(x, v))| and φ2(x, v) := |v1(x, v) · n(x2(x, v))|
arewell-defined and locally smooth, because (x, v)∈{{cl(�)×V

N }\IB}\ (GC,1∪
GC,2

)
implies that the trajectory does not graze in the first two bounces. Using the

local continuity of Lemma 5 again, we can find rC,2
x � 1 such that

φ1(x, v)>δ1x > 0, φ2(x, v)>δ2x >0, for (x, v) ∈ cl
(
B(x, rC,2

x )
)× V

N\OC,2
x .

By compactness, we can find finite open cover
⋃l2

i=1 B(xC,2
i , rC,2

i ) forPx
({cl(�)×

V
N }\IB) \ ⋃

y∈SGC,2 B(y, ε) and the corresponding OC,2
i with small measure

m2(OC,2
i ) < ε by choosing (3.33) with sufficiently smallC2(N ). Finallywe choose

δ1 := min
1�i�l1

δ1
xC,2
i

> 0, δ2 := min
1�i�l2

δ2
xC,2
i

> 0

to finish the proof. ��

3.3.3. kth-Grazing Set, GC,k Now we are going to construct, for k > 2, the
kth-Grazing Set and its ε-neighborhood. We construct such sets via mathematical
induction. We assume that Lemma 10 holds for GC,k−1, that is, we have

Assumption 1. For any ε > 0, there exist SGC,k−1, which contains finite points in
cl(�), an open cover

⎧⎨
⎩

lk−1⋃
i=1

B(xC,k−1
i , rC,k−1

i )

⎫⎬
⎭ ∪

⎧⎨
⎩

⋃
y∈SGC,k−1

B(y, ε)

⎫⎬
⎭
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for Px
({cl(�) × V

N }\IB)
, and corresponding velocity sets OC,k−1

i ⊂ V
N with

m2(OC,k−1
i ) < ε such that

(1) for any (x, v) ∈ {cl(�) × V
N }\IB,

x ∈ B(xC,k−1
i , rC,k−1

i ) or x ∈ B(y, ε),

for some xC,k−1
i , rC,k−1

i , and y ∈ SGC,k−1;

(2) moreover, if x /∈ ⋃
y∈SGC,k−1 B(y, ε), x ∈ B(xC,k−1

i , rC,k−1
i ), and v ∈

V
N\OC,k−1

i , then

φs(x, v) = |vs−1(x, v) · n(xs(x, v))| > δC,s > 0,

for all s ∈ {1, . . . , k − 1} some uniformly positive δC,1, δC,2, . . . , δC,k−1 > 0.
We define the ε-neighborhood of GC,k−1:

(GC,k−1)ε =
⎧⎨
⎩

lk−1⋃
i=1

B(xC,k−1
i , rC,k−1

i )×OC,k−1
i

⎫⎬
⎭∪

⎧⎨
⎩

⋃
y∈SGC,k−1

B(y, ε)×V
N

⎫⎬
⎭ .

Now, under the above assumption, we follow the steps inG2
C . From the defini-

tion of GC,k and (3.31), the set GC,k \ (GC,k−1)ε is a subset of

MC⋃
l=1

⋃
p=±1

{(
xk−1
f (ᾱl(τ ), p|v| ˙̄αl(τ )) + svk−1

f (ᾱl(τ ), p|v| ˙̄αl(τ )), vk−1
f (ᾱl(τ ),

p|v| ˙̄αl(τ ))
)
∈ {cl(�) × V

N }\IB : τ ∈ [ā∗l , b̄∗l ], v ∈ V
N ,

s ∈ [
0,

(
tkf − tk−1

f

)
(ᾱl(τ ), p|v| ˙̄αl(τ ))

]}∖
(GC,k−1)ε. (3.41)

Without loss of generality, it suffices to consider only the p = 1 case of (3.41).

Step 1. Fix p = 1 and l ∈ {1, . . . , MC }. First, we remove the k − 1st-grazing set
by complementing (GC,k−1)ε.

Let us consider (x̄, v̄) ∈ GC,k−1∩GC,k
l , andwrite ᾱl(τ̄ ) = xk(x̄, v̄). Then, from

Assumption1, there exists i ∈ {1, . . . , lk−1} such that (x̄, v̄) ∈ B(xC,k−1
i , rC,k−1

i )×
OC,k−1

i and
{
xk(x, v) ∈ ∂�C

l : ∀(x, v) ∈ cl
(
B(xC,k−1

i , rC,k−1
i ) ×OC,k−1

i

)
,

where (x̄, v̄) ∈ B(xC,k−1
i , rC,k−1

i ) ×OC,k−1
i

}

⊂ [
ᾱl(τ̄ − δ−), ᾱl(τ̄ + δ+)

]
, for 0 < δ± = O(rk−1,i , ε) � 1. (3.42)

Excluding (3.42) from [ā∗l , b̄∗l ] for all (x̄, v̄) ∈ GC,k−1 ∩ GC,k
l yields a union of

countable open connected intervals Ik , that is,

I := [ā∗l , dkl,1) ∪ (ckl,2, d
k
l,2) ∪ · · · ⊂ [ā∗l , b̄∗l ], ā∗l < d1 < c2 < d2 < · · · .
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Using exactly the same argument of Step 1 in the 2nd-Grazing Set GC,2, we know
that this should be a finite union of sub intervals and write

Ik := [ā∗l , dkl,1) ∪ (ckl,2, d
k
l,2) ∪ · · · ∪ (ck

l,ml
k−1

, dk
l,ml

k−1
) ∪ (ck

l,ml
k
, b̄∗l ]. (3.43)

Step 2. Since we have chosen δ± as nonzero in (3.42), we can include boundary
points of each subinterval of (3.43). Therefore, GC,k \ (GC,k−1)ε is a subset of

MC⋃
l=1

{(
xk−1
f (ᾱl(τ ), |v| ˙̄αl(τ )) + svk−1

f (ᾱl(τ ), |v| ˙̄αl(τ )), vk−1
f (ᾱl(τ ), |v| ˙̄αl(τ ))

)

∈
{
cl(�) × V

N
}
\IB : τ ∈ [ā∗l , dkl,1] ∪ [ckl,2, dkl,2] ∪ · · · ∪ [ck

l,ml
k−1

, dk
l,ml

k−1
]

∪ [ck
l,ml

k
, b̄∗l ], v ∈ V

N , s ∈ [0, (tkf − tk−1
f )(ᾱl(τ ), |v| ˙̄αl(τ ))]

}
,

(3.44)

and for all τ ∈ [ā∗l , dkl,1] ∪ [ckl,2, dkl,2] ∪ · · · ∪ [ck
l,ml

k−1
, dk

l,ml
k−1

] ∪ [ck
l,ml

k
, b̄∗l ],

| ˙̄αl(τ ) · n(xf (ᾱl(τ ), ˙̄αl(τ )))| > min
i=1,...,k−1

δC,i > 0,

where δC,i > 0 is found in Assumption 1. Moreover, we can choose these subinter-

vals so that for the measure of each the punctures {(dkl,i , ckl,i+1)}
ml
k−1

i=1 are arbitrary
small, because we can choose δ± > 0 arbitrary small in (3.42).

Step 3.Weconstruct thekth-StickyGrazing Set SGC,k
l where all grazing rays from

the non-measure zero subset of [ā∗l , dkl,1) ∪ (ckl,2, d
k
l,2) ∪ · · · ∪ (ck

l,ml
k−1

, dk
l,ml

k−1
) ∪

(ck
l,ml

k
, b̄∗l ] intersect at a fixed point in Px

(
{cl(�) × V

N }\IB
)
, where Px is pro-

jection onto a spatial domain. Choose any i ∈ {1, . . . ,ml
k} and corresponding sub

interval [ckl,i , dkl,i ]. We define

GC,k
l,i :=

{(
xk−1
f (ᾱl(τ ), |v| ˙̄αl(τ ))+svk−1

f (ᾱl(τ ), |v| ˙̄αl(τ )), vk−1
f (ᾱl(τ ), |v| ˙̄αl(τ ))

)

∈ {cl(�) × V
N }\IB : τ ∈ [cl,i , dl,i ], v ∈ V

N ,

s ∈
[
0,

(
t2f − t1f

)
(ᾱl(τ ), |v| ˙̄αl(τ ))

] }
.

Fix x∗ ∈ �. If there does not exist τ ∈ [ckl,i , dkl,i ] and s ∈ [tk−1
f (ᾱl(τ ), ˙̄αl(τ )),

tkf (ᾱl(τ ), ˙̄αl(τ ))] satisfying x∗ = xk−1
f (ᾱl(τ ), ˙̄αl(τ ))+sv1f (ᾱl(τ ), ˙̄αl(τ )), then {v ∈

R
2 : (x∗, v) ∈ GC,k

l,i } = ∅ with zero measure. Now suppose there exist such
τ and s. Due to Lemma 8, there are only two cases: (i) sticky grazing: for all
τ ∈ [ckl,i , dkl,i ], there exists s = s(τ ) ∈ [tk−1

f (ᾱl(τ ), ˙̄αl(τ )), tkf (ᾱl(τ ), ˙̄αl(τ ))] and
points {x∗,r }k−1

r=1 ∈ cl(�) such that

x∗,r = xrf (ᾱl(τ ), ˙̄αl(τ )) + svrf (ᾱl(τ )), for all τ ∈ [ckl,i , dkl,i ]; (3.45)
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(ii) isolated grazing: there exists δ−, δ+ > 0 so that for τ ′ ∈ (τ − δ−, τ + δ+)\{τ }
there is no s satisfying (3.45). We define the kth-sticky grazing set SGC,k as a
collection of all such x∗,r ∈ cl(�) points.

Definition 9. Consider (3.44) and adisjoint unionof intervals [ā∗l , dkl,1]∪[ckl,2, dkl,2]∪
· · · ∪ [ck

l,ml
k−1

, dk
l,ml

k−1
] ∪ [ck

l,ml
k
, b̄∗l ]. There are finite i ∈ I ksg,l ⊂ {1, 2, . . . , (k −

1)ml
k} such that case (i) sticky grazing holds, that is,

⋂
τ∈[ckl,i ,dkl,i ]

xr−1
f (ᾱl(τ ), ˙̄αl(τ )) xrf (ᾱl(τ ), ˙̄αl(τ )) = xksg,l,i,r ∈ cl(�),

for some r = 1, . . . , k − 1,

by writing ā∗l = ckl,1, b̄∗l = dk
l,ml

2
. When the above intersection is nonempty we

collect all of those points to obtain the kth-sticky grazing set:

SGC,k :=
MC⋃
l=1

SGC,k
l :=

MC⋃
l=1

ml
k⋃

i=1

k−1⋃
r=1

{
xksg,l,i,r ∈ cl(�)

}
. (3.46)

Note that SGC,k has at most (k − 1)MCml
k points, from indexes i, l, and r .

Step 4. We claim

m2

{
v ∈ R

2 : (x, v) ∈ GC,k\(GC,k−1)ε

}
= 0 (3.47)

for all x ∈ Px ({cl(�) × V
N }\IB)\SGC,k . Consider again the set (3.44) and fix

l ∈ {1, . . . , MC }. For anypoint x ∈ cl(�) such that i ∈ {1, 2, . . . , (k−1)ml
k} \ I ksg,l ,

we apply case (b) of Lemma 8 to say that{
v ∈ R

2 : (x, v) ∈ GC,k\(GC,k−1)ε

}
∩ S

1 = finite points,

which gives (3.47).

Lemma 11. We assume Assumption 1. Then, for any ε > 0, there exist an open
cover ⎧⎨

⎩
lk⋃
i=1

B(xC,k
i , rC,k

i )

⎫⎬
⎭ ∪

⎧⎨
⎩

⋃
y∈SGC,k

B(y, ε)

⎫⎬
⎭

for Px
({cl(�) × V

N }\IB)
and corresponding velocity sets OC,k

i ⊂ V
N with

m2(OC,k
i ) < ε such that

(1) for any (x, v) ∈ {cl(�) × V
N }\IB,

x ∈ B(xC,k
i , rC,k

i ) or x ∈ B(y, ε),

for some xC,k
i , rC,k

i , and y ∈ SGC,k;
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(2) moreover, if x /∈ ⋃
y∈SGC,k B(y, ε), x ∈ B(xC,k

i , rC,k
i ), and v ∈ V

N\OC,k
i ,

then

φr (x, v) = |vr−1(x, v) · n(xr (x, v))| > δC,r > 0, r = 1, . . . , k,

for some uniformly positive δC,r > 0, r = 1, . . . , k.
From the above, we define the ε-neighborhood of GC,k as follows:

(GC,k)ε =
⎧⎨
⎩

lk⋃
i=1

B(xC,k
i , rC,k

i ) ×OC,k
i

⎫⎬
⎭ ∪

⎧⎨
⎩

⋃
y∈SGC,k

B(y, ε) × V
N

⎫⎬
⎭ .

Proof. Is suffices to follow the scheme of the proof of Lemma 10. From (3.46),
SGC,k has finite points so we make a cover with finite balls,

⋃
y∈SGC,k B(y, ε) for

SGC,k .
For x ∈ Px ({cl(�) × V

N }\IB) \ ⋃
y∈SGC,k B(y, ε), there are at most finite

(at most 2MC + 2
∑k

r=1
∑MC

l=1 m
l
r ) unit vectors

vi|vi | such that

(x, vi ) ∈ Gk
C ∪Gk−1

C ∪ · · · ∪G1
C ,

from (3.47). Thus we define

OC,k
x :=

{
v ∈ V

N : ∣∣ vi

|vi | −
v

|v|
∣∣ < Ck(N )ε, ∀vi s.t (x, vi ) ∈

k⋃
r=1

GC,r

}
.

(3.48)
When v ∈ V

N\OC,k
x , the trajectory does not graze within second bounces, so

φr (x, v) = |v · n(xb(x, v))|, 1 � r � k

are well-defined and locally smooth, because (x, v) ∈ {{cl(�) × V
N }\IB}\(⋃k

r=1G
C,r

)
implies that the trajectory does not graze in the first k bounces. Using

the local continuity of Lemma 5 again, we can find rC,k
x � 1 such that

φr (x, v) > δrx > 0, for 1 � r � k and (x, v) ∈ cl
(
B(x, rC,k

x )
)× V

N\OC,k
x .

By compactness, we can find an open cover
⋃lk

i=1 B(xC,k
i , rC,k

i ) for Px
({cl(�) ×

V
N }\IB) \ ⋃

y∈SGC,2 B(y, ε) and corresponding OC,k
i with small measure

m2(OC,k
i ) < ε by choosing (3.48) with sufficiently smallCk(N ). Finallywe choose

δr := min
1�i�lk

δr
xC,k
i

> 0, 1 � r � k

to finish the proof. ��
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Proposition 1. For any ε > 0 , we have the ε-neighborhood of G:

(G)ε =
⎧⎨
⎩

lG⋃
i=1

B(xCi , rCi ) ×OC
i

⎫⎬
⎭ ∪

⎧⎨
⎩

lsg⋃
j=1

B(yCj , ε) × V
N

⎫⎬
⎭ ,

withOC
i ⊂ V

N ,m2(OC
i ) < ε for all i = 1, 2, . . . , lG < ∞,and j = 1, 2, . . . , lsg <

∞. For any (x, v) ∈ {cl(�) × V
N }\IB,

x ∈ B(xCi , rCi ) or x ∈ B(yCj , ε),

for some xCi or yCj . Moreover, if x /∈ ⋃lsg
j=1 B(yCj , ε), x ∈ B(xCi , rCi ), and v ∈

V
N\OC

i , then

|vk−1(T0, x, v) · n(xk(T0, x, v))| > δ > 0, ∀tk(T0, x, v) ∈ [0, T0].

Proof. We use mathematical induction. We already proved the k = 1 case in
Lemma 9, for when there is no sticky grazing set. From k = 2, a sticky grazing
set appears and we have proved Lemma 10. From Assumption 1 and Lemma 11,
we know that Lemma 11 holds for any finite k ∈ N. Moreover, number of bounces
is uniformly bounded from Lemma 6, so we stop mathematical induction with the
maximal possible number of bouncing on [0, T0]. ��

3.4. Transversality and Double Duhamel Trajectory

We introduce local parametrization for U = � × (R/HZ). Since we should
treat three-dimensional trajectory from this subsection, we introduce the following
notation to denote two-dimensional points in cross section:

x = (x1, x3), v = (v1, v3),

where the missing x2 and v2 are components for the axis direction. Therefore we
can write

x = (x, x2) ∈ �, v = (v, v2) ∈ R
3.

Especially for the points near the boundary, we define local parametrization, that
is, for p ∈ ∂�,

ηp : {xp ∈ R
3 : xp,3 < 0} ∩ B(0, δ1) → � ∩ B(p, δ2),

xp = (xp, xp,2) �→ x := ηp(xp),

ηp(0, 0, 0) = p, x = ηp(xp) = (η
p
(xp), xp,2),

x = η
p
(xp) = η

p
(xp,1, 0) + xp,3n(η

p
(xp,1, 0)),

(3.49)
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and ηp(xp) ∈ ∂� if and only if xp,3 = 0. n
(
η
p
(xp,1, 0)

)
is an outward unit normal

vector at
(
η
p
(xp,1, 0), xp,2

) ∈ ∂�. Since � is cylindrical, the unit normal vector
n is independent of xp,2. We use the following derivative symbols:

∂iηp := ∂

∂xi
ηp, ∇ := (∂1, ∂3) =

(
∂

∂xp,1
,

∂

∂xp,3

)
, ∂xi =

∂

∂xi
,

∇x := (∂x1, ∂x3) =
(

∂

∂x1
,

∂

∂x3

)
,

∇ = (∇, ∂2), ∇x = (∇x , ∂2),

where x ∈ cl(�) and xp ∈ η−1
p (�). Note that it is easy to check that ηp is a locally

triple orthogonal system, that is,

〈∂iηp, ∂ jηp〉 = 0, for all i �= j, x ∈
{
xp ∈ R

3 : xp,3 < 0
}
∩ B(0, δ1).

(3.50)

We also use standard notations gp,i j := 〈∂iηp, ∂ jηp〉, and transformed velocity vp
is defined by

vp,i (xp) := ∂iηp(xp)√
gp,i i (xp)

· v,

or, equivalently,

vp =
⎡
⎣vp,1vp,2
vp,3

⎤
⎦ = QT

⎡
⎣v1

v2
v3

⎤
⎦ = QT v, where Q :=

⎡
⎢⎢⎣

∂1ηp,1√
gp,11

∂2ηp,1√
gp,22

∂3ηp,1√
gp,33

∂1ηp,2√
gp,11

∂2ηp,2√
gp,22

∂3ηp,2√
gp,33

∂1ηp,3√
gp,11

∂2ηp,3√
gp,22

∂3ηp,3√
gp,33

⎤
⎥⎥⎦ .

(3.51)
We compute transversality between two consecutive bouncings using local

parametrization (3.49) and transformed velocity (3.51). To denote the bouncing
index, we define

xkpk :=
(
xkpk ,1, x

k
pk ,2, 0

)
such that xk = ηpk

(
xkpk

)
,

vkpk ,i :=
∂iηpk

(
xk
pk

)
√
gpk ,i i

(
xk
pk

) · vk, (3.52)

where pk is a point on ∂� near the bouncing point xk .
Since the dynamics in the x2 direction is independent of the dynamics in a cross

section, we focus on the dynamics of a two-dimensional cross section �, for fixed
x2. We hope to compute the Jacobian between two adjacent bounces. Since we use
local orthogonal parametrization, the following lemma is a basic tool to compute
the Jacobian:
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Lemma 12. Assume that� areC2 (not necessarily convex) and |vk
pk ,3

|, |vk+1
pk+1,3

| >

0. Consider (tk+1, xk+1
pk+1,1

, vk+1
pk+1) as a function of (tk+1, xk

pk ,1
, vk

pk
).

∂(tk − tk+1)

∂xk
pk ,1

= −1

vk+1
pk+1,3

∂3ηpk+1(x
k+1)√

gpk+1,33(xk+1)

·
[
∂1ηpk

(
xkpk ,1, 0

)
− (tk − tk+1)

∂vk

∂xk
pk ,1

]
, (3.53)

∂xk+1
pk+1,1

∂xk
pk ,1

= 1√
gpk ,11(xk+1)

⎡
⎣ ∂1ηpk+1(x

k+1)√
gpk ,11(xk+1)

+
vk+1
pk+1,1

vk+1
pk+1,3

∂3ηpk+1(x
k+1)√

gpk+1,33(xk+1)

⎤
⎦

·
[
∂1ηpk

(xk) − (tk − tk+1)
∂vk

∂xk
pk ,1

]
, (3.54)

∂vk+1
pk+1,1

∂xk
pk ,1

= ∂vk

∂xk
pk ,1

·
∂1ηpk+1(x

k+1)√
gpk+1,11(xk+1)

+ vk

·
∂xk+1

pk+1,1

∂xk
pk ,1

∂

∂xk+1
pk+1,1

⎛
⎝ ∂1ηpk+1(x

k+1)√
gpk+1,11(xk+1)

⎞
⎠ , (3.55)

∂vk+1
pk+1,3

∂xk
pk ,1

= − ∂vk

∂xk
pk ,1

·
∂3η

k+1
pk+1(x

k+1)√
gpk+1,33(xk+1)

− vk

·
∂xk+1

pk+1,1

∂xk
pk ,1

∂

∂xk+1
pk+1,1

⎛
⎝ ∂3η

k+1
pk+1(x

k+1)√
gpk+1,33(xk+1)

⎞
⎠ , (3.56)

where

∂vki

∂xk
pk ,1

=
3∑

�=1

vkpk ,�
∑
r( �=�)

√
gpk ,rr (xk)√
gpk ,��(xk)

r
pk ,�1(x

k)
∂rηpk ,i

(xk)√
gpk ,rr (xk)

, i = 1, 3. (3.57)

For i = 1 and j = 1, 3,

∂(tk − tk+1)

∂vk
pk , j

= (tk − tk+1)

vk+1
pk+1,3

⎡
⎣ ∂ jηpk

(xk)√
gpk , j j (xk)

⎤
⎦ ·

∂3η
k+1
pk+1(x

k+1)√
gpk+1,33(xk+1)

, (3.58)

∂xk+1
pk+1,1

∂vk
pk , j

= −(tk − tk+1)
∂ jηpk

(xk)√
gpk , j j (xk)

· 1√
gpk+1,11(xk+1)⎡

⎣ ∂1η
k+1
pk+1(x

k+1)√
gpk+1,11(xk+1)

+
vk+1
pk+1,1

vk+1
pk+1,3

∂3η
k+1
pk+1(x

k+1)

√gpk+1,33(xk+1)

⎤
⎦ ,

(3.59)



Decay of the Boltzmann Equation with the Specular Boundary Condition 89

∂vk+1
pk+1,1

∂vk
pk , j

=
2∑

�=1

∂xk+1
pk+1,�

∂vk
pk , j

∂�

⎛
⎝ ∂1η

k+1
pk+1

√gpk+1,11

⎞
⎠
∣∣∣∣∣∣
xk+1

· vk

+
∂1ηpk+1(x

k+1)√
gpk+1,11(xk+1)

·
∂ jηpk

(xk)√
gpk , j j (xk)

,

(3.60)

∂vk+1
pk+1,3

∂vk
pk , j

= −
2∑

�=1

∂xk+1
pk+1,�

∂vk
pk , j

∂�

⎛
⎝ ∂3η

k+1
pk+1

√gpk+1,33

⎞
⎠
∣∣∣∣∣∣
xk+1

· vk

− ∂3ηpk+1(xk+1)√
gpk+1,33(xk+1)

·
∂ jηpk

(xk)√
gpk , j j (xk)

.

(3.61)

Proof of (3.53). By the definitions (3.49), (2.4), and our setting (3.52) and (2.1),

xk+1
(
xk+1
pk+1,1

, 0
)
= η

pk

(
xkpk ,1, 0

)
+

∫ tk+1

tk
vk . (3.62)

We take ∂

∂xk
pk ,1

to the above equality to get

∂xk+1
pk+1,1

∂xk
pk ,1

∂ηk+1
pk+1

∂xk+1
pk+1,1

∣∣∣∣∣∣
xk+1

= −(tk − tk+1)
∂vk

∂xk
pk ,1

− ∂(tk − tk+1)

∂xk
pk ,1

vk + ∂1ηpk

(
xkpk ,1, 0

)
,

(3.63)

and then take an inner product with
∂3η

k+1
pk+1√

gpk+1,33

∣∣∣
xk+1

to have

∂xk+1
pk+1,1

∂xk
pk ,1

∂ηk+1
pk+1

∂xk+1
pk+1,1

∣∣∣∣∣∣
xk+1

·
∂3η

k+1
pk+1

√gpk+1,33

∣∣∣∣∣∣∣
xk+1

= −(tk − tk+1)
∂vk

∂xk
pk ,1

·
∂3η

k+1
pk+1

√gpk+1,33

∣∣∣∣∣∣
xk+1

− ∂(tk − tk+1)

∂xk
pk ,1

vk ·
∂3η

k+1
pk+1

√gpk+1,33

∣∣∣∣∣∣
xk+1

+ ∂1ηpk

(
xkpk ,1, 0

)
·

∂3η
k+1
pk+1

√gpk+1,33

∣∣∣∣∣∣
xk+1

,

where we abbreviated X(s) = X(s; tk, xk, vk) and V (s) = V (s; tk, xk, vk). Due
to (3.50), the LHS equals zero. Now we consider the RHS. From (3.51), we prove
(3.57).
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We also note that

lim
s↓tk+1

V (s; tk, xk, vk) = vk . (3.64)

Therefore, from (2.4) and (3.52),

vk ·
∂3η

k+1
pk+1

√gpk+1,33

∣∣∣∣∣∣
xk+1

= −vk+1
pk+1,3

.

Dividing both sides by vk · ∂3ηk+1
pk+1

∣∣
xk+1 = vk+1

pk+1,3
, we get (3.53).

Proof of (3.54). We take the inner product with
∂1η

k+1
pk+1

gpk+1,11

∣∣∣∣∣
xk+1

to (3.63) to have

∂xk+1
pk+1,1

∂xk
pk ,1

∂ηk+1
pk+1

∂xk+1
pk+1,1

∣∣∣∣∣∣
xk+1

·
∂1η

k+1
pk+1

gpk+1,11

∣∣∣∣∣∣
xk+1

=
∂xk+1

pk+1,1

∂xk
pk ,1

= −(tk − tk+1)
∂vk

∂xk
pk ,1

·
∂1η

k+1
pk+1

gpk+1,11

∣∣∣∣∣∣
xk+1

− ∂(tk − tk+1)

∂xk
pk ,1

vk ·
∂1η

k+1
pk+1

gpk+1,11

∣∣∣∣∣∣
xk+1

+ ∂1ηpk

(
xkpk ,1, 0

)
·

∂1η
k+1
pk+1

gpk+1,11

∣∣∣∣∣∣
xk+1

.

Since

vk ·
∂1η

k+1
pk+1

gpk+1,11

∣∣∣∣∣∣
xk+1

= −
vk+1
pk+1,1√gpk+1,11

,

from (3.50) and (3.53),

∂xk+1
pk+1,1

∂xk
pk ,1

= 1

vk+1
pk+1,3

∂3η
k+1
pk+1(x

k+1)√
gpk+1,33(xk+1)

·
[
∂1ηpk

(xk) − (tk − tk+1)
∂vk

∂xk
pk ,1

]

vk+1
pk+1,1√gpk+1,11

∣∣∣∣∣∣
xk+1

+
∂1ηpk+1

gpk+1,11

∣∣∣∣∣∣∣
xk+1

·
[
∂1ηpk

(xk) − (tk − tk+1)
∂vk

∂xk
pk ,1

]
.

This ends the proof of (3.54).
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Proof of (3.55) and (3.56). From (2.4) and (3.52),

vk+1
pk+1,1

=
∂1η

k+1
pk+1

√gpk+1,11

∣∣∣∣∣∣
xk+1

· lim
s↓tk+1

V (s; tk, xk, vk),

vk+1
pk+1,3

= −
∂3η

k+1
pk+1

√gpk+1,33

∣∣∣∣∣∣
xk+1

· lim
s↓tk+1

V (s; tk, xk, vk).
(3.65)

From (3.65),

∂vk+1
pk+1,1

∂xk
pk ,1

=
∂1ηpk+1(x

k+1)√
gpk+1,11(xk+1)

· ∂vk

∂xk
pk ,1

+
∂xk+1

pk+1,1

∂xk
pk ,1

∂

∂xk+1
pk+1,1

⎛
⎝ ∂iη

k+1
pk+1

√gpk+1,11

⎞
⎠
∣∣∣∣∣∣
xk+1

· lim
s↓tk+1

V (s; tk, xk, vk),

∂vk+1
pk+1,3

∂xk
pk ,1

=−
∂3ηpk+1(x

k+1)√
gpk+1,33(xk+1)

· ∂vk

∂xk
pk ,1

−
∂xk+1

pk+1,1

∂xk
pk ,1

∂

∂xk+1
pk+1,1

⎛
⎝ ∂3η

k+1
pk+1

√gpk+1,33

⎞
⎠
∣∣∣∣∣∣
xk+1

· lim
s↓tk+1

V (s; tk, xk, vk).

From (3.64), we prove (3.55) and (3.56).
Now we consider (3.58)–(3.61) for v-derivatives.

Proof of (3.58). We take ∂

∂vk
pk , j

to (3.62) for j = 1, 3 to get

∂xk+1
pk+1,1

∂vk
pk , j

∂ηk+1
pk+1

∂xk+1
pk+1,1

∣∣∣∣∣∣
xk+1

= −(tk − tk+1)
∂vk

∂vk
pk , j

− ∂(tk − tk+1)

∂vk
pk , j

vk, (3.66)

and then take an inner product with
∂3η

k+1
pk+1√

gpk+1,33

∣∣∣∣∣
xk+1

to have

∂xk+1
pk+1,1

∂vk
pk , j

∂ηk+1
pk+1

∂xk+1
pk+1,1

∣∣∣∣∣∣
xk+1

·
∂3ηpk+1

√gpk+1,33

∣∣∣∣∣
xk+1

=
{
−(tk − tk+1)

∂vk

∂vk
pk , j

− ∂(tk − tk+1)

∂vk
pk ,1

lim
s↓tk+1

V (s; tk, xk, vk)
}

·
∂3ηpk+1

√gpk+1,33

∣∣∣∣∣
xk+1

.

(3.67)
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Due to (3.50), the LHS equals zero. Now we consider the RHS. From (3.51),

∂vk

∂vk
pk , j

=
∂ jηpk

(xk
pk ,1

, 0)√
gpk , j j (x

k
pk ,1

, 0)
. (3.68)

Using (3.65), (3.67) and (3.68), we prove (3.58).

Proof of (3.59). For j = 1, 3 , we take the inner product with
∂iη

k+1
pk+1

gpk+1,i i

∣∣∣
xk+1

to (3.66)

to have

∂xk+1
pk+1,1

∂vk
pk , j

=
{
−∂(tk − tk+1)

∂vk
pk , j

lim
s↓tk+1

V (s; tk, xk, vk) − (tk − tk+1)
∂vk

∂vk
pk , j

}

·
∂1η

k+1
pk+1

gpk+1,11

∣∣∣∣∣∣
xk+1

.

From (3.68) and (3.58), we prove (3.59).

Proof of (3.60) and (3.61). For j = 1, 3, from (3.65),

∂vk+1
pk+1,1

∂vk
pk , j

=
∂xk+1

pk+1,1

∂vk
pk , j

∂1

⎛
⎝ ∂1η

k+1
pk+1

√gpk+1,11

⎞
⎠
∣∣∣∣∣∣
xk+1

· lim
s↓tk+1

V (s; tk, xk, vk)

+
∂1ηpk+1(x

k+1)√
gpk+1,11(xk+1)

· ∂vk

∂vk
pk , j

=
∂xk+1

pk+1,1

∂vk
pk , j

∂1

⎛
⎝ ∂1η

k+1
pk+1

√gpk+1,11

⎞
⎠
∣∣∣∣∣∣
xk+1

· vk +
∂1ηpk+1(x

k+1)√
gpk+1,11(xk+1)

·
∂ jη

k
pk

(xk)√
gpk , j j (xk)

.

From (3.58) and (3.59), we prove (3.60). The proof of (3.61) is also very similar to
the above, from (3.65). ��

For the first bounce backward in time, we need similar results as to the previous
lemma which connect the first backward bounce and the interior phase.

Lemma 13. Assume that x ∈ � (not necessarily convex) and that xb(t, x, v) is in
the neighborhood of p1 ∈ ∂�. When |v1

p1,3
| > 0, locally, for i, j = 1, 3,
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∂tb
∂x j

= − 1

v1
p1,3

e j ·
∂3ηp1

(x1)√
gp1,33(x1)

, (3.69)

∂tb
∂v j

= tb
v1
p1,3

e j ·
∂3ηp1

(x1)√
gp1,33(x1)

, (3.70)

∂x1
p1,1

∂x j
= e j · 1√

gp1,11(x1)

⎡
⎣ ∂1ηp1

(x1)√
gp1,11(x1)

+
v1
p1,1

vp1,3

∂3ηp1
(x1)√

gp1,33(x1)

⎤
⎦ , (3.71)

∂x1
p1,1

∂v j
= −tbe j · 1√

gp1,11(x1)

⎡
⎣ ∂1ηp1

(x1)√
gp1,11(x1)

+
v1
p1,1

v1
p1,3

∂3ηp1
(x1)√

gp1,33(x1)

⎤
⎦ , (3.72)

∂v1
p1,i

∂x j
=

∂x1
p1,1

∂x j
∂1

(
∂iηp1√gp1,i i

)∣∣∣∣∣
x1

· V (t − tb) =
∂x1

p1,1

∂x j
∂1

(
∂iηp1√gp1,i i

)∣∣∣∣∣
x1

· v,

(3.73)

∂v1
p1,i

∂v j
=

∂iηp1
(x1)√

gp1,i i (x1)
· e j +

∂x1
p1,1

∂v j
∂1

(
∂iηp1√gp1,i i

)∣∣∣∣∣
x1

· v. (3.74)

Here, e j is the j th directional standard unit vector in R3.
Moreover,

∂|v1
p1
|

∂x j
= 0, (3.75)

∂|v1
p1
|

∂v j
= lim

s↓t1
Vj (s; t, x, v)

|V (s; t, x, v)| . (3.76)

Proof. We have

lim
s↓t1

V (s; t, x, v) = v, X(τ ; t, x, v) = x + v(τ − t). (3.77)

In particular, when τ = t1, we get

X(t1; t, x, v) = x + v(t1 − t). (3.78)

From (3.77), we have

lim
s↓t1

∂V (s; t, x, v)

∂x j
= 0.

To prove (3.69)–(3.74), these estimates are very similar to those of Lemma 12.
It suffices to choose global euclidean coordinates instead of η

pk
. Therefore we

should replace

η
pk+1 → η

p1
, η

pk
→ x, tk → t, tk+1 → t − tb = t1, ∂x j x = e j .
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Proof of (3.69). For j = 1, 3, we apply ∂x j to (3.78) and take · ∂3η
1
p√

gp1,33

∣∣∣∣
x1
. In this

case, we have ∂v
∂x j

= 0. Then we get

∂tb
∂x j

= − 1

v1
p1,3

∂3ηp1
(x1)√

gp1,33(x1)
· e j .

Proof of (3.70). For j = 1, 2, we apply ∂v j to (3.78) and take · ∂3η
1
p√

gp1,33

∣∣∣∣
x1
. Then

we get

0 =
∂x1

p1,1

∂v j

∂η
p1

∂xk
p1,1

∣∣∣∣∣
x1

·
∂3ηp1√gp1,33

∣∣∣∣∣∣
x1

=
{
−(t − t1)e j − ∂(t − t1)

∂v j
lim
s↓t1

V (s; t, x, v)

}
·

∂3ηp1√gp1,33

∣∣∣∣∣
x1

.

We use (3.77) to get (3.70).

Proof of (3.71). For j = 1, 3, we apply ∂x j to (3.78) and take · ∂1ηp1√
gp1,11

∣∣∣∣
x1
, and then

∂x1
p1,1

∂x j
= 1

v1
p1,3

∂3ηp1
(x1)√

gp1,33(x1)
· e j

v1
p1,1√gp1,11

∣∣∣∣∣
x1

+
∂1ηp1

gp1,11

∣∣∣∣∣
x1

· e j .

This yields (3.71).

Proof of (3.72). For j = 1, 3, we apply ∂v j to (3.78) and take · ∂1ηp1√
gp1,11

∣∣∣∣
x1
, so we

have

∂x1
p1,1

∂v j
=

{
−∂(t − t1)

∂v j
lim
s↓t1

V (s; t, x, v) − (t − t1)
∂v

∂v j

}
·

∂1ηp1

gp1,11

∣∣∣∣∣
x1

.

Then we get (3.72).

Proof of (3.73). For j = 1, 3, we apply ∂x j to

v1p1,1 =
∂1ηp1√gp1,11

∣∣∣∣∣
x1

· lim
s↓t1

V (s; t, x, v),

v1p1,3 = −
∂3ηp1√gp1,33

∣∣∣∣∣
x1

· lim
s↓t1

V (s; t, x, v).

(3.79)
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From (3.65),

∂v1
p1,1

∂x j
=

∂x1
p1,1

∂x j

∂

∂x1
p1,1

(
∂1ηp1√gp1,11

)∣∣∣∣∣
x1

· lim
s↓t1

V (s; t, x, v),

∂v1
p1,3

∂x j
=−

∂x1
p1,1

∂x j

∂

∂x1
p1,1

(
∂3ηp1√gp1,33

)∣∣∣∣∣
x1

· lim
s↓t1

V (s; t, x, v).

From (3.77), (3.71) and (3.69), we prove (3.58).

Proof of (3.74). In a fashion similar to the above, we apply ∂v j to (3.79) and then
use (3.77), (3.72) and (3.70). We skip the details.

Proof of (3.75). Since there is no external force, speed is constant, so the result is
obvious.

Proof of (3.76). Note that |v1
p1
| = lims↓t1 |V (s; t, x, v)| and

2|v1p1 |
∂|v1

p1
|

∂v j
= 2 lim

s↓t1
V (s; t, x, v) · lim

s↓t1
∂v j V (s; t, x, v),

so we have

∂|v1
p1
|

∂v j
= lim

s↓t1
V (s; t, x, v)

|V (s; t, x, v)| · lims↓t1 ∂v j V (s; t, x, v). (3.80)

Since

lim
s↓t1

∂V (s; t, x, v)

∂v j
= e j , (3.81)

we combine (3.80), (3.81) and (3.70) to derive (3.76). ��
Now we obtain the Jacobian between two bouncing phases when the trajectory

is not grazing.

Lemma 14. Assume � satisfies Definition 1 and 1
N � |v| � N, for 1 � N. We

also assume |tk − tk+1| � 1 and |vk
pk ,3

|, |vk+1
pk+1,3

| > 0. Then

∣∣∣∣∣∣det
⎡
⎣ ∂xk

pk ,1
xk+1
pk+1,1

∇vk
pk
xk+1
pk+1,1

∂xk
pk ,1

vk+1
pk+1 ∇vk

pk
vk+1
pk+1

⎤
⎦
3×3

∣∣∣∣∣∣ =
√
gpk ,11(xk)√

gpk+1,11(xk+1)

∣∣∣vkpk ,3
∣∣∣∣∣∣vk+1

pk+1,3

∣∣∣
for the mapping (xk

pk ,1
, vk

pk
) �→ (xk+1

pk+1,1
, vk

pk+1).

Proof. We note that Lemma 12 holds for a nonconvex domain and the result is
exactly the same as Lemma 26 in [17], without the external potential. Then a
simplified two-dimensional version directly yields the above result. ��
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Using Lemma 14, we prove the lower bound of the Jacobian between the first
bouncing phase and the general kth bouncing phase.

Lemma 15. We define,

v̂kpk ,1 :=
vk
pk ,1∣∣∣vkpk

∣∣∣
,

∣∣∣vkpk
∣∣∣ =

√(
vk
pk ,1

)2 + (
vk
pk ,3

)2
,

where vk
pk

= vk
pk

(t, x, v) are defined in (3.52). Assume 1
N � |v| � N and

|vk
pk ,3

|, |vk+1
pk+1,3

| > δ2 > 0 for 1 � N and k ��,N ,δ2 1. If |t − tk | � 1, then

∣∣∣∣∣∣∣∣
det

⎡
⎢⎢⎣

∂xk
pk ,1

∂x1
p1,1

∂xk
pk ,1

∂ v̂1
p1,1

∂ v̂k
pk ,1

∂x1
p1,1

∂ v̂k
pk ,1

∂ v̂1
p1,1

⎤
⎥⎥⎦

∣∣∣∣∣∣∣∣
> ε�,N ,δ2 > 0, (3.82)

where t1 = t1(t, x, v), x1
p1,i

= x1
p1,i

(t, x, v), v̂1
p1,i

= v̂1
p1,i

(t, x, v), and

xkpk ,i = xkpk ,i
(
t1, x1p1,1, v̂

1
p1,1,

∣∣v1p1
∣∣),

v̂kpk ,i = v̂kpk ,i
(
t1, x1p1,1, v̂

1
p1,1,

∣∣v1p1
∣∣).

Here, the constant ε�,N ,δ2 > 0 does not depend on t and x.

Proof. Step 1. We compute

J i+1
i :=

∂
(
xi+1
pi+1,1

, v̂i+1
pi+1,1

,

∣∣∣vi+1
pi+1

∣∣∣
)

∂
(
xi
pi ,1

, v̂i
pi ,1

,

∣∣∣vipi
∣∣∣
)

=
∂
(
xi
pi ,1

, vi
pi
)

∂
(
xi
pi ,1

, v̂i
pi ,1

, |vi
pi
|)︸ ︷︷ ︸

=Qi

∂
(
xi+1
pi+1,1

, vi+1
pi+1

)
∂
(
xi
pi ,1

, vi
pi
)

︸ ︷︷ ︸
=Pi

∂
(
xi+1
pi+1,1

, v̂i+1
pi+1,1

, |vi+1
pi+1 |

)
∂
(
xi+1
pi+1,1

, vi+1
pi+1

)
︸ ︷︷ ︸

=Qi+1

.

(3.83)

For Qi ,

Qi =

⎡
⎢⎢⎢⎢⎢⎣

1 0 0

0
∂vi

pi ,1

∂ v̂i
pi ,1

∂vi
pi ,1

∂

∣∣∣vi
pi

∣∣∣
0

∂vi
pi ,3

∂ v̂i
pi ,1

∂vi
pi ,3

∂

∣∣∣vi
pi

∣∣∣

⎤
⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎣

1 0 0

0 |vi
pi
| ∂vi

pi ,1

∂

∣∣∣vi
pi

∣∣∣
0

∂vi
pi ,3

∂ v̂i
pi ,1

∂vi
pi ,3

∂

∣∣∣vi
pi

∣∣∣

⎤
⎥⎥⎥⎥⎥⎦

.
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For Qi+1,

Qi+1 =

⎡
⎢⎢⎢⎢⎢⎣

1 0 0

0
∂ v̂i+1

pi+1,1

∂vi+1
pi+1,1

∂ v̂i+1
pi+1,1

∂vi+1
pi+1,3

0
∂

∣∣∣vi+1
pi+1

∣∣∣
∂vi+1

pi+1,1

∂

∣∣∣vi+1
pi+1

∣∣∣
∂vi+1

pi+1,3

⎤
⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎣

1 0 0

0 |vi+1
pi+1 |−1

∂ v̂i+1
pi+1,1

∂vi+1
pi+1,3

0
∂

∣∣∣vi+1
pi+1

∣∣∣
∂vi+1

pi+1,1

∂

∣∣∣vi+1
pi+1

∣∣∣
∂vi+1

pi+1,3

⎤
⎥⎥⎥⎥⎥⎦

. (3.84)

Note that

∂ v̂i+1
pi+1,1

∂vi+1
pi+1,3

= vi+1
pi+1,1

∂

∂vi+1
pi+1,3

⎛
⎝ 1∣∣∣vi+1

pi+1

∣∣∣

⎞
⎠ =

vi+1
pi+1,1

vi+1
pi+1,3∣∣∣vi+1

pi+1

∣∣∣3
, (3.85)

and for k = 1, 3,

∂

∣∣∣vi+1
pi+1

∣∣∣
∂vi+1

pi+1,k

= −
vi+1
pi+1,k∣∣∣vi+1
pi+1

∣∣∣ . (3.86)

From (3.84), (3.85) and (3.86),

det Qi+1 = 1∣∣∣vi+1
pi+1

∣∣∣

⎛
⎝−

vi+1
pi+1,3∣∣∣vi+1
pi+1

∣∣∣

⎞
⎠+

vi+1
pi+1,1

vi+1
pi+1,3∣∣∣vi+1

pi+1

∣∣∣3
vi+1
pi+1,1∣∣∣vi+1
pi+1

∣∣∣
= −

(
vi+1
pi+1,3

)3
∣∣∣vi+1

pi+1

∣∣∣4
.

(3.87)

By taking the inverse, we get

det Qi = −
∣∣∣vipi

∣∣∣4
(
vi
pi ,3

)3 . (3.88)

From (3.83), (3.88), (3.87) and Lemma 14, we get
∣∣∣∣∣∣det

⎡
⎣ ∂xk

pk ,1
xk+1
pk+1,1

∇vk
pk
xk+1
pk+1,1

∂xk
pk ,1

vk+1
pk+1 ∇vk

pk
vk+1
pk+1

⎤
⎦
3×3

∣∣∣∣∣∣ =
√
gpk ,11(xk)√

gpk+1,11(xk+1)

∣∣∣vkpk ,3
∣∣∣∣∣∣vk+1

pk+1,3

∣∣∣
.

Therefore,

| det J i+1
i | = | det Qi det Pi det Qi+1|

=
∣∣∣vipi

∣∣∣4
(
vi
pi ,3

)3
√gpi ,11

∣∣
xi√gpi+1,11

∣∣
xi+1

∣∣∣vipi ,3
∣∣∣∣∣∣vi+1

pi+1,3

∣∣∣

(
vi+1
pi+1,3

)3
∣∣∣vi+1

pi+1

∣∣∣4

=
√gpi ,11

∣∣
xi√gpi+1,11

∣∣
xi+1

∣∣∣vi+1
pi+1,3

∣∣∣2
∣∣∣vipi ,3

∣∣∣2
,
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and we get

| det J k1 | =
√gp1,11

∣∣
x1√gpk ,11
∣∣
xk

∣∣∣vkpk ,3
∣∣∣2

∣∣∣v1p1,3
∣∣∣2

. (3.89)

Step 2. From (3.64),

2
∣∣∣vi+1

pi+1

∣∣∣ ∂|vi+1
pi+1 |

∂vi
pi ,n

= ∂|V (t i+1; t i , xi , vi )|2
∂vi

pi ,n

= 2
∂V (t i+1; t i , xi , vi )

∂vi
pi ,n

· V (t i+1; t i , xi , vi )

= 2
∂nηpi√gpi ,nn

∣∣∣∣∣
xi

· V (t i+1; t i , xi , vi ) = 2vipi ,n .

Therefore, we get

∂

∣∣∣vi+1
pi+1

∣∣∣
∂vi

pi ,n

=
vi
pi ,n∣∣∣vi+1
pi+1

∣∣∣
, for n = 1, 3. (3.90)

Since speed is conserved, for n = 1, 3,

∂

∣∣∣vi+1
pi+1

∣∣∣
∂xi

pi ,n

= 0, for n = 1, 3. (3.91)

Also, by conservation,

∂|vi+1
pi+1 |

∂

∣∣∣vipi
∣∣∣

= 1. (3.92)

Step 3. From (3.89), (3.90), (3.91) and (3.92),

| det J k1 | =
√gp1,11

∣∣
x1√gpk ,11|xk

∣∣∣vkpk ,3
∣∣∣2

∣∣∣v1p1,3
∣∣∣2

=

∣∣∣∣∣∣∣∣∣∣∣
det

⎡
⎢⎢⎢⎢⎢⎣

∂xk
pk ,1

∂x1
p1,1

∂xk
pk ,1

∂ v̂1
p1,1

0

∂ v̂k
pk ,1

∂x1
p1,1

∂ v̂k
pk ,1

∂ v̂1
p1,1

0

0 0 1

⎤
⎥⎥⎥⎥⎥⎦
3×3

∣∣∣∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣
det

⎡
⎣∂

(
xk
pk ,1

, v̂k
pk ,1

)

∂
(
x1
p1,1

, v̂1
p1,1

)
⎤
⎦
2×2

∣∣∣∣∣∣∣
.

Therefore, we conclude (3.82), by (3.89). ��
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Now we study the lower bound of det
( dX
dv

)
. Instead of Euclidean variable

v = (v1, v3), we introduce new variables via geometric decomposition. In a two-
dimensional cross section, we split velocity v into speed and direction:

|v| and v̂1 := v1

|v| .

Note that {∂|v|, ∂v̂1} are independent if v3 � 1
N > 0. Thus, under the assumption of

v3 � 1
N > 0, we perform ∂|v|, ∂v̂1 , instead of ∂x1 , ∂x2 . We assume 1

N � |v| � N ,
tk+1(t, x, v) < s < tk(t, x, v), and |vi

pi ,3
| > δ2 > 0 (nongrazing) for 1 � ∀i � k.

When we differentiate X by speed |v|, we have

∂|v|X(s; t, x, v) = ∂|v|
(
η
pk

(
xkpk ,1, 0

)
− (tk − s)||v||v̂k

)
, v̂k := vk

|v|
= ∂|v|xkpk ,1∂1ηpk

(
xkpk ,1, 0

)
+ ∂|v|

[
(t − tk)|vk |]v̂k

− (t − s)
[
∂|v||vk |

]
v̂k − (tk − s)|vk |∂|v|v̂k = −(t − s)v̂k,

(3.93)

where we used ∂|v|xkpk ,1 = 0, ∂|v|
[
(t − tk)|vk |] = 0, ∂|v|v̂k = 0, and ∂|v||vk | = 1.

Note that this is because the bouncing position xk , the travel length until xk , and
the direction of vk are independent of |v|.

On the other hand, differentiating X by v̂1,

∂v̂1 [X(s; t, x, v)] =∂v̂1x
k
pk ,1∂1ηpk

(
xkpk ,1, 0

)−∂v̂1 t
k
∣∣∣vkpk

∣∣∣ v̂k − (tk − s)

∣∣∣∣vkpk
∣∣∣∣ ∂v̂1 v̂

k
.

(3.94)

To compute the last term ∂v̂1 v̂
k , we use v̂k

pk ,3
=

√
1− |v̂k

pk ,1
|2 and |v̂k

pk ,3
| > 0 to

get

∂v̂1 v̂
k = ∂v̂1

[
∂1ηpk√gpk ,11

(
xkpk ,1, 0

)
v̂kpk ,1 +

∂3ηpk√gpk ,33

(
xkpk ,1, 0

)√
1− |v̂k

pk ,1
|2
]

= ∂v̂1x
k
pk ,1

∑
�=1,3

∂1

[
∂�ηpk√gpk ,��

](
xkpk ,1, 0

)
v̂kpk ,�+

∂1ηpk√gpk ,11

(
xkp,1, 0

)
∂v̂1 v̂

k
pk ,1

−
∂3ηpk√gpk ,33

(
xkpk ,1, 0

) 1√
1− |v̂k

pk ,1
|2

[
v̂kpk ,1∂v̂1 [v̂kpk ,1]

]

=
⎛
⎝ ∑

�=1,3

∂

∂xk
pk ,1

[
∂�ηpk√gpk ,��

](
xkpk ,1, 0

)
v̂kpk ,�

⎞
⎠ ∂v̂1x

k
pk ,1

+
[

∂1ηpk√gpk ,11

(
xkpk ,1, 0

)
−

∂3ηpk√gpk ,33

(
xkpk ,1, 0

) v̂k
pk ,1

v̂k
pk ,3

]
∂v̂1

[
v̂kpk ,1

]
.

(3.95)
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Combining (3.94) and (3.95), we get

∂v̂1

[
X(s; t, x, v)

] = −
(
∂v̂1 t

k
)

vk + ∂v̂1x
k
pk ,1∂1ηpk

(xkpk ,1, 0)

− (tk − s)
∣∣∣vkpk

∣∣∣
⎛
⎝ ∑

�=1,3

∂

∂xk
pk ,1

[
∂�ηpk√gpk ,��

](
xkpk ,1, 0

)
v̂kpk ,�

⎞
⎠ ∂v̂1x

k
pk ,1

− (tk−s)
∣∣∣vkpk

∣∣∣
[

∂1ηpk ,i√gpk ,11

(
xkpk ,1, 0

)
−

∂3ηpk ,i√gpk ,33

(
xkpk ,1, 0

) v̂k
pk ,1

v̂k
pk ,3

]
∂v̂1

[
v̂kpk ,1

]
.

(3.96)

Definition 10. (Specular Basis and Matrix) Recall the specular cycles (tk, xk, vk)
in (2.4). Assume

n(xk) · vk �= 0. (3.97)

Recall η
pk

in (3.49). We define the specular basis, which is an orthonormal basis

of R2, as

ek0 := vk

|vk | = 1

|vk |
(
vk1, v

k
3

)
, ek⊥,1 := 1

|vk |
(
vk3,−vk1, 0

)
. (3.98)

Also, for fixed k ∈ N, assume (3.97) with xk = xk(t, x, |v|, v̂1) and vk =
vk(t, x, |v|, v̂1). We define the 2 × 2 specular transition matrix Sk,pk = Sk,pk

(t, x, |v|, v̂1) as
Sk,pk :=

[
Sk,pk

1 0

Sk,pk

2 Sk,pk

3

]

2×2

, (3.99)

where

Sk,pk

1 := ∂1ηpk
· ek⊥,1,

Sk,pk

2 :=
(

3∑
�=1

∂1

[
∂�ηpk√gpk ,��

]
v̂kpk ,�

)
· ek⊥,1,

Sk,pk

3 :=
[

∂1ηpk√gpk ,11
−

∂3ηpk√gpk ,33

v̂k
pk ,1

v̂k
pk ,3

]
· ek⊥,1,

and where ηpk and gpk are evaluated at xk(t, x, |v|, v̂1). We also define

[
Rk,pk

1

Rk,pk

2

]
:= Sk,pk

⎡
⎢⎣

∂xk
pk ,1

∂v̂1
∂ v̂k

pk ,1
∂v̂1

⎤
⎥⎦ , (3.100)

where xk
pk

= xk
pk

(t, x, |v|, v̂1) and vk
pk

= vk
pk

(t, x, |v|, v̂1).
The following Lemmas (16 and 17) are necessary to prove uniform

non-degeneracy in the two dimensional cross section � (Lemma 18).
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Lemma 16. Fix k ∈ N with |t − tk | � 1. Assume 1
N � |v| � N and 1

N � |v3|, for
N � 1. We also assume the non-grazing condition

∣∣∣vipi ,3
∣∣∣ = |vi (t, x, v) · n(xi (t, x, v))| > δ2 > 0, ∀1 � i � k, (3.101)

and ∣∣∣∣∣
∂1ηp1√gp1,11

· e1
∣∣∣∣∣ >

1

N
> 0 (3.102)

for some uniform δ2 > 0. Then there exists at least one i ∈ {1, 2} such that
∣∣∣Rk,pk

i (t, x, v)

∣∣∣ > ��,N ,δ2 (3.103)

for some constant ��,N ,δ2 > 0.

Proof. First we claim that

| det(Sk,pk )| > ��,N ,δ2 .

It suffices to compute diagonal entries. From (3.98),

|Sk,pk

1 | =
∣∣∣∣∣
√
gpk ,11

∂1ηpk√gpk ,11
· vk⊥
|vk |

∣∣∣∣∣

=
∣∣∣∣∣
√
gpk ,11

1

|vk |

(
∂1ηpk√gpk ,11

· vk⊥
)∣∣∣∣∣ =

√
gpk ,11

∣∣∣vkpk ,3
∣∣∣

|vk |
and

|Sk,pk

3 | =
∣∣∣∣∣
[

∂1ηpk√gpk ,11
−

∂3ηpk√gpk ,33

v̂k
pk ,1

v̂k
pk ,3

]
· ek⊥,1

∣∣∣∣∣

=
∣∣∣∣∣

1

v̂k
pk ,3

[
v̂kpk ,3

∂1ηpk√gpk ,11
− v̂kpk ,1

∂3ηpk√gpk ,33

]
· ek⊥,1

∣∣∣∣∣ =
∣∣∣vkpk

∣∣∣∣∣∣vkpk ,3
∣∣∣
,

which implies uniform invertibility of 2×2matrix Sk,pk . To consider a 2×1 vector
on the RHS of (3.100), we compute

⎡
⎢⎣

∂xk
pk ,1

∂x1

∂xk
pk ,1

∂v̂1
∂vk

pk ,1
∂x1

∂vk
pk ,1

∂v̂1

⎤
⎥⎦ =

⎡
⎢⎢⎣

∂xk
pk ,1

∂x1
p1 ,1

∂xk
pk ,1

∂v1
p1 ,1

∂vk
pk ,1

∂x1
p1 ,1

∂vk
pk ,1

∂v1
p1 ,1

⎤
⎥⎥⎦
⎡
⎢⎣

∂x1
p1 ,1

∂x1

∂x1
p1 ,1

∂v̂1
∂v1

p1 ,1
∂x1

∂v1
p1 ,1

∂v̂1

⎤
⎥⎦

=

⎡
⎢⎢⎣

∂xk
pk ,1

∂x1
p1 ,1

∂xk
pk ,1

∂v1
p1 ,1

∂vk
pk ,1

∂x1
p1 ,1

∂vk
pk ,1

∂v1
p1 ,1

⎤
⎥⎥⎦

︸ ︷︷ ︸
A

⎡
⎢⎣

∂x1
p1 ,1

∂x1

∂x1
p1 ,1

∂v̂1
∂x1

p1 ,1
∂x1

∂1

(
∂1ηp1√
gp1 ,11

)
· v |v|

(
∂1ηp1√
gp1 ,11

)
· e1 + ∂x1

p1 ,1
∂v̂1

∂1

(
∂1ηp1√
gp1 ,11

)
· v

⎤
⎥⎦

︸ ︷︷ ︸
B

,

(3.104)
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where we used (3.73) and (3.74). The determinant of A is uniformly nonzero from
(3.82) in Lemma 15. From the elementary row operation for B,

det B = det

⎡
⎢⎣

∂x1
p1,1

∂x1

∂x1
p1,1

∂v̂1

0 |v|( ∂1ηp1√
gp1,11

) · e1

⎤
⎥⎦ .

From (3.71), the (1, 1) entry of matrix B is computed by

∣∣∣∣∣
∂x1

p1,1

∂x1

∣∣∣∣∣ =
∣∣∣∣∣

e1√gp1,11
·
[

∂1ηp1√gp1,11
+

v1
p1,1

v1
p1,3

∂3ηp1√gp1,33

]∣∣∣∣∣

=
∣∣∣∣∣

1√gp1,11

1

|v1
p1,3

|
e1√gp1,11

·
(
v1p1,3

∂1ηp1√gp1,11
+ v1p1,1

∂3ηp1√gp1,33

)∣∣∣∣∣

=
∣∣∣∣∣

1√gp1,11

1

|v1
p1,3

|
e1√gp1,11

· (v1e3 + v3e1)

∣∣∣∣∣ =
1

gp1,11(x1)

|v3|∣∣∣v1p1,3
∣∣∣
.

Therefore, from (3.101) and (3.102), the determinant of B is uniformly nonzero
and thus the LHS of (3.104) also has a uniformly nonzero determinant. This yields

uniform nonzeroness of the second column, that is,

⎡
⎢⎣

∂xk
pk ,1

∂v̂1
∂ v̂k

pk ,1
∂v̂1

⎤
⎥⎦. From the uniform

invertibility of matrix Sk,pk and (3.100), we finish the proof. ��

Lemma 17. Assume that b(z), c(z) are continuous-functions of z ∈ R
n locally. We

consider G(z, s) := b(z)s + c(z).

(i) Assume min |b| > 0. Define

ϕ1(z) := −c(z)

b(z)
. (3.105)

Then ϕ1(z) ∈ C1
t,x,v with ‖ϕ1‖C1

t,x,v
� C(min |b|, ‖b‖C1

t,x,v
, ‖c‖C1

t,x,v
). Moreover, if

|s| � 1 and |s − ϕ1(z)| > δ, then |G(z, s)| � min |b| × δ.

(ii) Assume min |c| > 0. Define

ϕ2(z) := 1|b(z)|>min |c|
4

−c(z)

b(z)
. (3.106)

Then ϕ2(z) ∈ C1
t,x,v with ‖ϕ2‖C1

t,x,v
� C(min |b|, ‖b‖C1

t,x,v
, ‖c‖C1

t,x,v
). Moreover, if

|s| � 1 and |s − ϕ5(z)| > δ, then |G(z, s)| � min
{min |c|

2 ,
min |c|

4 × δ
}
.
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Proof. Now we consider (i). Clearly ϕ1 is C for this case, and

|G(z, s)| � min

{∣∣∣∣b(z)
(−c(z)

b(z)
+δ

)
+c(z)

∣∣∣∣ ,
∣∣∣∣b(z)

(−c(z)

b(z)
δ

)
+c(z)

∣∣∣∣
}

� min |b| × δ.

Nowwe consider (ii). First, if |b| <
min |c|

2 , then |ϕ2(z)| � |c(z)|
min |c|/2 � 2. Therefore,

|G(z, s)| � min{|G(z, 1)|, |G(z,−1)|} � |c(z)| − |b(z)| � min |c|
2

.

Consider the case of |b| >
min |c|

4 . If |s − ϕ2(s)| > δ, then

|G(z, s)| � min

{∣∣∣∣b(z)
(−c(z)

b(z)
+ δ

)
+ c(z)

∣∣∣∣ ,
∣∣∣∣b(z)

(−c(z)

b(z)
− δ

)
+ c(z)

∣∣∣∣
}

= min |b| × δ � min |c|
2

× δ.

��
Now we obtain uniform non-degeneracy in a two dimensional cross section �

away from small sets.

Lemma 18. Fix k ∈ Nwith tk � t−1. Assume that� is C2 and (3.49). Let t0 � 0,
x0 ∈ �̄, v0 ∈ R

2, and assume

1

N
� |v0| � N ,

1

N
� |v03 |,

∣∣∣vipi ,3
∣∣∣ > δ2 > 0, ∀1 � i � k, (3.107)

andwehave (3.102) inLemma16, where (x1, v1) = (
x1(t0, x0, v0), v1(t0, x0, v0)

)
.

Then there exists ε > 0 and C1
t,x,v-functions ψk

1 , ψk
2 : Bε(t, x, v) → R with

maxi=1,2 ‖ψk
i ‖C1

t,x,v
�δ2,�,N 1 and there exists a constant εδ2,�,N > 0, such that

if min
i=1,2

|s − ψk
i (t, x, v)| > δ∗

and (s; t, x, v) ∈
[
max{t − 1, tk+1},min

{
t − 1

N
, tk

}]
× Bε(t

0, x0, v0),

then
∣∣∂|v|X(s; t, x, v) × ∂v̂1X(s; t, x, v)

∣∣ > εδ2,�,N ,δ∗ .

It is important that this lower bound εδ2,�,N does not depend on time t .

Proof. Step 1. Fix k with |tk(t, x, v) − t | � 1. Then we fix the orthonormal
basis

{
ek0, e

k⊥,1

}
of (3.98) with xk = xk(t, x, v), vk = vk(t, x, v). Note that this

orthonormal basis
{
ek0, e

k⊥,1

}
depends on (t, x, v).

For tk+1 < s < tk , recall the forms of ∂X(s)
∂|v| and ∂X(s)

∂v̂ j
in (3.93) and (3.96),

where X(s) = X(s; tk, xk, vk). Using the specular basis (3.98), we rewrite (3.93)
and (3.96) as[

∂X(s)
∂|v| · ek0 ∂X(s)

∂v̂1
· ek0

∂X(s)
∂|v| · ek⊥,1

∂X(s)
∂v̂1

· ek⊥,1

]
=

[
−(t − s) ∂X(s)

∂v̂1
· ek0

0 ∂X(s)
∂v̂1

· ek⊥,1

]
.
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Note that the (2, 2) component is written by

∂X(s)

∂v̂1
· ek⊥,1 = Rk,pk

1 − (tk − s)Rk,pk

2 ,

by (3.96) and (3.99), where Rk,pk

i are defined in (3.100). By direct computation,
the determinant becomes,

∂|v|X(s) × ∂v̂1X (s) = −(t − s)
{
Rk,pk

1 − (tk − s)|vkpk |Rk,pk

2

}
. (3.108)

Here Rk,pk

i , tk, vk
pk

and ek⊥,i depend on (t, x, v), but not s.

Step 2. Recall Lemma 16. From (3.107), we can choose non-zero constants δ2 for
a large N � 1. Applying Lemma 16 and (3.103), we conclude that, for some
i ∈ {1, 2}, ∣∣∣Rk,pk

i (t, x, v)

∣∣∣ > ��,N ,δ2 > 0. (3.109)

Also, we can claim that Rk,pk

i (t, x, v) ∈ C1
t,x,v . From (3.107), all bouncings are

non-grazing. We use Lemma 5, (3.72) and (3.74) in Lemma 13, and (3.100) with

the regularity of � to derive Rk,pk

i (t, x, v) ∈ C1
t,x,v . Finally we choose a small

constant ε > 0 such that, for some i ∈ {1, 2} satisfying (3.109),
∣∣∣Rk,pk

i (t, x, v)

∣∣∣ >
��,N ,δ2

2
for |(t, x, v) − (t0, x0, v0)| < ε. (3.110)

Step 3. With N � 1, from (3.110), we divide the cases into the following:
∣∣∣Rk,pk

1

∣∣∣ >
��,N ,δ2

2
and

∣∣∣Rk,pk

2

∣∣∣ � ��,N ,δ2

2
. (3.111)

We split the first case (3.111) further into two cases:
∣∣∣Rk,pk

1

∣∣∣ >
��,N ,δ2

2
and

∣∣∣Rk,pk

2

∣∣∣ <
��,N ,δ2

4N
(3.112)

and ∣∣∣Rk,pk

1

∣∣∣ >
��,N ,δ2

2
and

∣∣∣Rk,pk

2

∣∣∣ � ��,N ,δ2

4N
.

Set the other case ∣∣∣Rk,pk

2

∣∣∣ � ��,N ,δ2

2
. (3.113)

Then clearly (3.112) and (3.113) cover all the cases.

Step 4. We consider the case of (3.112). From (3.108),

|∂|v|X(s) × ∂v̂1X(s)| �
∣∣∣|vk |Rk,pk

2 (tk − s) −Rk,pk

1

∣∣∣ (t − s)

=
∣∣∣∣∣|vk |R

k,pk

2,2 (t − s) +
[
−Rk,pk

1 + (tk − t)|vk |Rk,pk

2

]
︸ ︷︷ ︸

∣∣∣∣∣ (t − s).
(3.114)



Decay of the Boltzmann Equation with the Specular Boundary Condition 105

We define
s̃ = t − s, (3.115)

and set
b := |vk |Rk,pk

2 and c := −Rk,pk

1 + (tk − t)|vk |Rk,pk

2 .

Note that Rk,pk

1 , Rk,pk

2 , |vk | and tk only depend on (t, x, v):
Hence we regard the underbraced term of (3.114) as an affine function of s̃:

b(t, x, v)s̃ + c(t, x, v).

Note that from (3.112),

|c(t, x, v)| � ��,N ,δ2

2
− N

��,N ,δ2

4N
� ��,N ,δ2

4
.

Nowwe apply (ii) of Lemma17.Withϕ2(t, x, v) in (3.106), if |s̃−ϕ2(t, x, v)| > δ∗,
then |b(t, x, v)s̃ + c(t, x, v)| � ��,N ,δ

4 × δ∗. We set

ψ2(t, x, v) = t − ϕ2(t, x, v).

From (3.115),

if |s − ψ2(t, x, v)| > δ∗, then |b(t, x, v)(t − s) + c(t, x, v)| � ��,N ,δ2

4
× δ∗.
(3.116)

Now we consider the case of (3.113). From (3.108),

|∂|v|X(s)×∂v̂1X (s)| �
∣∣∣|vk |Rk,pk

2 (t−s)+
[
−Rk,pk

1 + (tk − t)|vk |Rk,pk

2

]∣∣∣ (t − s).

(3.117)

We set s̃ as (3.115) and

b := |vk |Rk,pk

2 and c := −Rk,pk

1 + (tk − t)|vk |Rk,pk

2 . (3.118)

From (3.113) and (3.118),

|b(t, x, v)| � ��,N ,δ2

8N 2 .

We apply (i) of Lemma 17 to the following case: with ϕ1(t, x, v) in (3.105), we set

ψ4(t, x, v) = t − ϕ1(t, x, v)

and

if |s − ψ1(t, x, v)| > δ∗, then |b(t, x, v)(t − s) + c(t, x, v)| � ��,N ,δ2

8N 2 × δ∗.
(3.119)

Finally, from (3.116), (3.114), (3.119) and (3.117), we conclude the proof of
Lemma 18. ��

Nowwe return to three-dimensional cylindrical domainU := �×(0, H) ⊂ R
3.

We state a theorem about the uniform positivity of the determinant of dX
dv

.
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Proposition 2. Let t ∈ [T, T + 1], then

(x, v) = (x, v, v2) ∈ U × V
N ×

{
v2 ∈ R : 1

N
� v2 � N

}
.

Recall ε, δ in Lemma 1. For each i = 1, 2, . . . , lG , there exists δ2 > 0 and a C1
t,x,v-

function ψ�0, �,i,k for uniform bound k � Cε,N , where ψ�0, �,i,k is defined locally
around (T + δ2�0, X (T + δ2�0; t, x, v), (δ2  �, u2)) with (�0,  �) = (�0, �1, �3) ∈
{0, 1, . . . , ! 1

δ2
" + 1} × {−! N

δ2
" − 1, . . . , 0, . . . , ! N

δ2
" + 1}2 and ‖ψ�0, �,i,k‖C1

t,x,v
�

CN ,�,δ,δ2 < ∞.
For (X(s; t, x, v), u) ∈ {cl(�) × V

N }\IB, if

u3 � 1

N
, (3.120)

∣∣∣∣∣∣
∂1ηp1√gp1,11

∣∣∣∣∣
x1(X(s;t,x,v),u)

· e1
∣∣∣∣∣∣ >

1

N
> 0, (3.121)

X(s; t, x, v) /∈
lsg⋃
j=1

B
(
yCj , ε

)
, sticky grazing set defined in Lemma 1,

(3.122)

(X(s; t, x, v), u) ∈ B
(
xCi , rCi

)
× V

N\OC
i for some i = 1, 2, . . . , lG ,

(3.123)

(s, u) ∈ [T + (�0 − 1)δ2, T + (�0 + 1)δ2] × B(δ2  �, 2δ2), (3.124)

|s − s′| � δ2, (3.125)

s′ ∈
[
tk+1(T + δ2�0; X(T + δ2�0; t, x, v), δ2  �) + 1

N
,

tk(T + δ2�0; X(T + δ2�0; t, x, v), δ2  �) − 1

N

]
, (3.126)

and ∣∣∣s′ − ψ�0, �,i,k(T + δ2�0, X(T + δ2�0; t, x, v), δ2  �)
∣∣∣

> N 2
(
1+ ‖ψ�0, �,i,k‖C1

t,x,v

)
δ2, (3.127)

then

det

(
∂X (s′; s, X (s; t, x, v), u)

∂u

)
> ε′�,N ,δ,δ2

> 0, (3.128)

where B(xCi , rCi )×V
N\OC

i was constructed in Lemma 1. Also note that ε′�,N ,δ,δ2
does not depend on T, t, x, v.

Proof. Step 1. First we extend two-dimensional analysis into the three dimension
case. For the v2 direction, the dynamics is very simple, that is,

X2(s; t, x, v) = x2 − (t − s)v2,



Decay of the Boltzmann Equation with the Specular Boundary Condition 107

so we have

dX2

dv2
= −(t − s).

Note that it is obvious that v2 directional dynamics is independent of the two-
dimensional trajectory which is projected on cross section �, because of the cylin-
drical domain with the specular boundary condition.

Step 2. Fix t ∈ [T, T + 1], (x, v) ∈ � × V
N and assume (X(s; t, x, v), u) ∈

{cl(�) × V
N }\IB. Assume that s ∈ [T, t], and

X(s; t, x, v) /∈
lsg⋃
j=1

B
(
yCj , ε

)
and (X(s; t, x, v), u) ∈ B

(
xCi , rCi

)
× V

N\OC
i

for some i = 1, . . . , lG . Due to Lemma 1, (X(s′; s, X(s; t, x, v), u), V (s′; s,
X(s; t, x, v), u)) is well-defined for all s′ ∈ [T, s] and

|n(xk(s, X(s; t, x, v), u)) · vk(s, X(s; t, x, v), u)| > δ

for all k with |t − tk(s, X(s; t, x, v), u)| � 1.
From X(s; t, x, v) = X(s̄; t, x, v) + ∫ s

s̄ V (τ ; t, x, v)dτ , we have

|ψk(s, X(s; t, x, v), u) − ψk(s̄, X(s̄; t, x, v), ū)|
� ‖ψk‖C1

t,x,v
{|s − s̄| + |X(s; t, x, v) − X(s̄; t, x, v)| + |u − ū|}

� ‖ψk‖C1
t,x,v

{|s − s̄| + (1+ N )|u − ū|}.
(3.129)

For 0 < δ2 � 1 we split

[T, T + 1] =
[δ−1
2 ]+1⋃
�0=0

[
T + (�0 − 1)δ2, T + (�0 + 1)δ2

]
,

V
N\OC

i =
[N/δ−2

2 ]+1⋃
|�i |=0

B
(
(�1δ2, �3δ2), 2δ2

) ∩ V
N\OC

i .

From (3.129), if

(s, u) ∈ [
T + (�0 − 1)δ2, T + (�0 + 1)δ2

]× {B((�1δ2, �3δ2), 2δ2) ∩ V
N\OC

i },

then

|ψk(T + �0δ, X(T + �0δ; t, x, v), (�1δ, �3δ)) − ψk(s, X(s; t, x, v), u)|
� ‖ψk‖C1

t,x,v
(2+ N )δ2.
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Therefore, if (3.127) holds,

|s′ − ψk(s, X(s; t, x, v), u)|
� |s′ − ψk(T + �0δ, X(T + �0δ; t, x, v), (�1δ, �3δ))|
− |ψk(T + �0δ, X(T + �0δ; t, x, v), (�1δ, �3δ)) − ψk(s, X(s; t, x, v), u)|

� (N 2 − N )‖ψk‖C1
t,x,v

δ2 �N ‖ψk‖C1
t,x,v

δ2.

Step 3. Consider the three-dimensional mapping u �→ X (s′; s, X (s; t, x, v), u).
Note that from Lemma 1 we verify the condition of Lemma 18. From Lemma 18
and 6, we construct C1

t,x,v-functionψk : Bε(s, X(s; t, x, v), u) → R for a uniform

bound k � Cε,N such that if |s′ − ψk(s, X(s; t, x, v), u)| �N ,�,δ δ2, then∣∣∣∣det
(

∂X (s′; s, X (s; t, x, v), u)

∂u

)∣∣∣∣
=

∣∣∣∣dX2

dv2

∣∣∣∣
∣∣|∂|u|X(s′; s, X(s; t, x, v), u) × ∂û1X(s′; s, X(s; t, x, v), u)

∣∣
> |s − s′| ε�,N ,δ,δ2 > ε′�,N ,δ,δ2

> 0.

��

3.5. Duhamel’s Principle and L∞ Estimate

Now we study the L∞ estimate via the trajectory and Duhamel’s principle.

Lemma 19. Let f solve the linearized Boltzmann equation (1.15). For h := w f
with w = (1+ |v|)β, β > 5/2, we have the following estimate:

‖h(t)‖∞ � e−
ν0
2 t‖h(0)‖∞ + Ct

∫ t

0
‖ f (s)‖2 ds.

Proof. Since L = ν(v) − K ,

∂t f + v · ∇ f + ν f = K f.

For h := w f ,

∂t h + v · ∇xh + νh = Kwh, Kwh := wK

(
h

w

)
.

We define

E(v, t, s) := exp

{
−

∫ t

s
ν(V (τ ))

}
.

Along the trajectory,

d

ds

(
E(v, t, s)h(s, X (s; t, x, v), V (s; t, x, v))

)

= E(v, t, s)
[
Kwh

]
(s, X (s; t, x, v), V (s; t, x, v)).
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By integrating from 0 to t , we obtain

h(t, x, v) = E(v, t, 0)h(0, X (0), V (0))

+
∫ t

0
E(v, t, s)

∫
R3

kw(u, V (s))h(s, X (s; t, x, v), u) duds.
(3.130)

Recalling the standard estimates (see Lemmas 4 and 5 in [9]),

∫
R3

|kw(v, u)|du � CK 〈v〉−1. (3.131)

We apply Duhamel’s formula (3.130) two times, for sufficiently small 0 < δ̄ �
1, and cut a part of domain where a change of variable does not work. In particular,
we use Lemma 1 and a split sticky grazing set to get

h(t, x, v) = E(v, t, 0)h(0) +
∫ t

0
E(v, t, s)

∫
u
kw(u, v)h(s, X (s), u) duds

� E(v, t, 0)h(0) +
∫ t

0
E(v, t, s)

∫
u
kw(u, v)E(u, s, 0)h(0)

+|(E1)| + |(E2)| + |(E3)| + |(E4)| + |(E5)|, (3.132)

where

(Ek) :=
∫ t

0
E(v, t, s)

∫
u
kw(u, v)

∫ s

0
E(u, s, s′)

∫
u′
kw(u′, u)h(s′, X (s′), u′)

1Ek (X (s), u), k = 1, 2, 3, 4, 5. (3.133)

Note that we abbreviated the notations

X (s) := X (s; t, x, v), X (s′) := X ′(s′; s, X (s; t, x, v), u),

and Ek in characteristic functions in (3.133) are defined as

E1 :=
{
(X (s), u) ∈ R

3 × R
3 : u ∈ R

2\VN or |u2| ∈ R\
[
1

N
, N

]}
,

E2 :=
{
(X (s), u) ∈ R

3 × R
3 : (u, u2) ∈ V

N ×
[
1

N
, N

]
, (X(s), u) ∈ IB

}
,

E3 :=
⎧⎨
⎩(X (s), u) ∈ R

3 × R
3 : (u, u2) ∈ V

N ×
[
1

N
, N

]
,

(X(s), u) ∈ {cl(�) × V
N }\IB, X(s) ∈

lsg⋃
j=1

B
(
yCj , ε

)⎫⎬
⎭ ,
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E4 :=
⎧⎨
⎩(X (s), u) ∈ R

3 × R
3 : (u, u2) ∈ V

N ×
[
1

N
, N

]
,

(X(s), u) ∈ {cl(�) × V
N }\IB, (X(s), u)

∈
⎧⎨
⎩

lG⋃
i=1

B
(
xCi , rCi

)
×OC

i

⎫⎬
⎭

∖⎧⎨
⎩

lsg⋃
j=1

B
(
yCj , ε

)
× V

N

⎫⎬
⎭
⎫⎬
⎭ ,

and

E5 := {
(X (s), u) ∈ R

3 × R
3 : (u, u2) ∈ V

N

×
[
1

N
, N

]
, (X(s), u) ∈

{
cl(�) × V

N
}∖

IB,

(X(s), u) ∈
{
B
(
xCi , rCi

)
×

{
V

N\OC
i

}}∖⎧⎨
⎩

lsg⋃
j=1

B
(
yCj , ε

)
× V

N

⎫⎬
⎭

for some i = 1, . . . , lsg
}
.

(3.134)

Also note that

(G)ε :=
⎧⎨
⎩

lG⋃
i=1

B
(
xCi , rCi

)
×OC

i

⎫⎬
⎭ ∪

⎧⎨
⎩

lsg⋃
j=1

B
(
yCj , ε

)
× V

N

⎫⎬
⎭

was defined in Lemma 1. From |V (τ ; t, x, v)| = |v| with the rotational symmetry
of ν(v), we have

E(v, t, s) � e−ν(v)(t−s).

On theRHSof (3.132), every termexcept (E1), (E2), (E3), (E4) and (E5) is controlled
by

E(v, t, 0)h(0) � e−ν0t‖h0‖∞,∫ t

0
E(v, t, s)

∫
u
kw(u, v)E(u, s, 0)h(0) � ‖h0‖∞

∫ t

0
e−ν0t

∫
u
kw(u, v) duds

� te−ν0t‖h0‖∞ � e−
ν0
2 t‖h0‖∞,

(3.135)

where we used (3.131).
We claim the smallness of (E1) ∼ (E4).

From ∫
u
1{u∈R2\VN or |u2|∈R\[ 1

N ,N ]}(u)
√

μdu = O(
1

N
),

(E1) � O

(
1

N

)
sup

0�s�t
‖h(s)‖∞. (3.136)
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From Lemma 4, m2(O I B
i ) � ε for 1 � i � lI B . Therefore,

(E2) � O(ε) sup
0�s�t

‖h(s)‖∞. (3.137)

For (E3), we also have a similar estimate, because

(E3) �
∫ t

0
ds1

X(s)∈⋃lsg
j=1 B

(
yCj ,ε

)(s)‖h(s)‖∞

� C
ε

1/N
sup

0�s�t
‖h(s)‖∞, since |v| � 2

N
,

� CεN sup
0�s�t

‖h(s)‖∞ � O

(
1

N

)
sup

0�s�t
‖h(s)‖∞. (3.138)

For the estimate for (E4), since m2(OC
i ) < ε from Lemma 1,

(E4) � O(ε) sup
0�s�t

‖h(s)‖∞. (3.139)

For (E5), we choose m(N ) so that

kw,m(u, v) := 1{|u−v|� 1
m , |u|�m}kw(u, v)

satisfies
∫
R3 |kw,m(u, v) − kw(u, v)| du � 1

N for sufficiently large N � 1. Then,
by splitting kw,

(E5) �
∫ t

0

∫ s

0
e−ν(v)(t−s′)

∫
u
kw,m(u, v)

∫
u′
kw,m(u′, u)h(s′, X ′(s′), u′) 1E5 (X (s), u) du′duds′ds

(∗∗)

+O�

(
1

N

)
sup

0�s�t
‖h(s)‖∞. (3.140)

We define following sets for fixed n,  n, i, k, where Proposition 2 does not work:

R1 := {u | u /∈ B( nδ, 2δ) ∩ {R2\OC
is }},

R2 := {s′ | |s − s′| � δ},
R3 :=

{
s′ | max

i=1,2

∣∣∣s′ − ψ
n, n,i,k
1 (nδ, X(nδ; t, x, v), ( nδ, u2))

∣∣∣ �N δ‖ψ1‖C1
t,x,v

}
,

R4 :=
{
s′ | |s′ − tk(nδ, X(nδ; t, x, v), ( nδ, u2))| �N δ‖ψ1‖C1

t,x,v

}
,

R5 :=
{
u | |u3| � 1

N

}
,

R6 :=
⎧⎨
⎩u ∈ R

2 |
∣∣∣∣∣

∂1ηp1√gp1,11

∣∣∣∣∣
x1(X(s;t,x,v),u)

· e1
∣∣∣∣∣∣ � 1

N

⎫⎬
⎭ .

(3.141)
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Using (3.141), we write (∗∗) as

(∗∗) =
∑[t/δ]+1

n=0

∑
| n|�N

∑Cε,N

k

∫ (n+1)δ

(n−1)δ

∫ tk

tk+1
e−ν(v)(t−s′)

×
∫
|u|�N ,|u′|�N

kw,m(u, v)kw,m(u′, u) |h(s′, X (s′), u′)|

×1Rc
1∩Rc

2∩Rc
3∩Rc

4∩Rc
5∩Rc

6
1E5(X (s), u)

(MAIN)
+ R, (3.142)

where R corresponds to where (u, s′) is in one of R1 ∼ R6. We replace 1⋂6
i=1 R

c
i

in 1⋃6
i=1 Ri

in (MAIN). For R, we have the following smallness estimate:

R �
∫ t

0

∫ s

0
e−

1
2 ν(v)(t−s′)

∫
|u|�N

kw,m(u, v)

∫
|u′|�N

kw,m(u′, u)h(s′, X ′(s′), u′) 1⋃6
i=1 Ri

� CN
(
δ + ε + O

( 1
N

))
sup

0�s�t
‖h(s)‖∞, (3.143)

by choosing sufficiently small δ � 1
N . Note that smallness from R1 to R5 is trivial.

For R6, we note that by the analyticity and boundness of �, there are only finite

points x such that
∂1ηp1√
gp1,11

∣∣∣∣
x∈∂�

· e1 = 0, so R6 gives smallness O( 1
N ).

Let us focus on (MAIN) in (3.142). From (3.134) and (3.141), all conditions
(3.120)–(3.127) in Proposition 2 are satisfied and

∃is ∈ {1, 2, . . . , lG} such that X(s) ∈ B
(
xCis , r

C
is

)
.

Under the condition of (u, s′) ∈ ⋂6
i=1 R

c
i , indices n,  n, is, k are determined so that

t ∈ [(n − 1)δ, (n + 1)δ],
X(s; t, x, v) ∈ B

(
xCis , r

C
is

)
,

u ∈ B( nδ, 2δ) ∩
{
V

N\OC
is

}
,

and (3.128) in Proposition 2 gives local time-independent lower bound

∣∣∣ det
(∂X (s′)

∂u

)∣∣∣ > ε′δ > 0.

If we choose sufficiently small δ, there exist small rδ,n, n,i,k such that there exists a
one-to-one map M:

M : B( nδ, 2δ) ∩ {VN\OC
is } �→ B(X(s′; s, X(s; t, x, v), u), rδ,n, n,i,k).
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We perform a change of variable for (MAIN) in (3.142) to obtain

(MAIN)

�
[t/δ]+1∑
n=0

∑
| n|�N

Cε,N∑
k

∫ min{(n+1)δ,t}

max{(n−1)δ,0}

∫ tk

tk+1
e−ν(v)(t−s′)

×
∫
u
kw,m(u, v)

∫
u′
kw,m(u′, u) 1|u|�N ,|u′|�N |h(s′, X (s′), u′)|

1E5(X (s), u)du′ duds′ds

�
[t/δ]+1∑
n=0

∑
| n|�N

Cε,N∑
k

∫ min{(n+1)δ,t}

max{(n−1)δ,0}

∫ tk

tk+1
e−ν(v)(t−s′)

×
∫
u
kw,m(u, v)1|u|�N du ‖ f (s′, X (s′), u′)‖L2

|u′ |�N
1E5(X (s), u)duds′ ds

�
[t/δ]+1∑
n=0

∑
| n|�N

Cε,N∑
k

∫ min{(n+1)δ,t}

max{(n−1)δ,0}

∫ tk

tk+1
e−ν(v)(t−s′)

{∫
|u|�N

‖ f (s′, X (s′), u′)‖2
L2
|u′ |�N

du

}1/2

× 1E5(X (s), u)ds′ ds

�
[t/δ]+1∑
n=0

∫ min{(n+1)δ,t}

max{(n−1)δ,0}

∑
| n|�N

Cε,N∑
k

∫ tk

tk+1
e−ν(v)(t−s′)

×
{∫

B(X (s′),rδ,n, n,i,k )

‖ f (s′, X (s′), u′)‖2
L2
|u′ |�N

1

ε′δ
dx

}1/2

ds′ds

�
[t/δ]+1∑
n=0

∫ min{(n+1)δ,t}

max{(n−1)δ,0}

Cε,N∑
k

∫ tk

tk+1
e−ν(v)(t−s′)

{∫
�

‖ f (s′, X (s′), u′)‖2
L2
|u′ |�N

dx

}1/2

ds′ ds

� Ct

Cε,N∑
k

∫ tk

tk+1
‖ f (s′, y, u′)‖L2

y,u′
ds′ � Ct

∫ t

0
‖ f ‖2ds,

(3.144)

since w(u′) is bounded for |u′| � N and
∑Cε,N

k

∫ tk

tk+1 �
∫ t
0 , where tk =

tk(X (s; t, x, v), u) and X (s′) = X (s′; s, X (s; t, x, v), u). We collect (3.132),
(3.135), (3.136)–(3.139), (3.140), (3.142), (3.143) and (3.144) with sufficiently
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large N � 1 and small ε, δ � 1
N2 to conclude

‖h(t)‖∞ � e−
ν0
2 t‖h(0)‖∞ + Ct

∫ t

0
‖ f (s)‖2 ds. (3.145)

��

4. L2-Coercivity via Contradiction Method

We start with a lemma which was proved in Lemma 5.1 in [17].

Lemma 20. Let g be a (distributional) solution to

∂t g + v · ∇x g = G.

Then, for a sufficiently small ε > 0,
∫ 1−ε

ε

‖1dist(x,∂U )<ε41|n(x)·v|>εg(t)‖22dt �
∫ 1

0
‖1dist(x,∂U )>ε3/2g(t)‖22 dt

+
∫ 1

0

∫∫
U×R3

|gG|.

Proposition 3. Assume that f solves the linearized Boltzmann equation

∂t f + v · ∇ f + L f = 0, (4.1)

and satisfies the specular reflection BC and (1.3) for F = μ+√
μ f . Furthermore,

for an axis-symmetric domain, we assume (1.6). Then there exists C > 0 such that,
for all N ∈ N,

∫ N+1

N
‖P f (t)‖22dt � C

∫ N+1

N
‖(I− P) f (t)‖2ν dt, (4.2)

where P f is hydrodynamic part (projection on the null space of L, N (L)), P f :=
(a + b · v + c |v|2−3

2 )
√

μ and ‖ · ‖ν = ‖ · √ν‖2.
Proof. We will use the contradiction method which is used in [11] and also in [17]
with some modification. Instead of giving full details, we describe the scheme of
proof following [17].

Step 1. First, (4.1) is translation invariant in time, so it suffices to prove coercivity
for a finite time interval t ∈ [0, 1] and so we claim (4.2) for N = 0. Now assume
that Proposition 3 is wrong. Then, for any m � 1, there exists a solution f m to
(4.1) with specular reflection BC, which solves

∂t f
m + v · ∇x f

m + L f m = 0, for t ∈ [0, 1] (4.3)

and satisfies ∫ 1

0
‖P f m(t)‖22dt � m

∫ 1

0
‖(I− P) f m(t)‖2ν dt.
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Define the normalized form of f m by

Zm(t, x, v) := f m(t, x, v)√∫ 1
0 ‖P f m(t)‖22dt

,

∫ 1

0
‖PZm‖22 = 1. (4.4)

Then Zm also solves (4.3) with the specular BC and

1

m
�

∫ 1

0
‖(I− P)Zm(t)‖2ν dt. (4.5)

Step 2. We claim that
sup
m

sup
0�t�1

‖Zm(t)‖22 < ∞. (4.6)

Since Zm solves (4.3) with the specular BC, for 0 � t � 1,

sup
0�t�1

‖Zm(t)‖22 � ‖Zm(0)‖22,

from the non-negativity of L . Moreover, by integration
∫ 1
0 and using (4.5) and (4.4),

‖Zm(0)‖22 �
∫ 1

0
‖PZm‖22 +

∫ 1

0
‖(I− P)Zm‖2ν � 1+ 1

m
.

Therefore, we have proved the claim (4.6).

Step3.Therefore, the sequence {Zm}m�1 is uniformlybounded in sup0�t�1 ‖g(t)‖2ν .
By the weak compactness of L2-space, there exists a weak limit Z such that

Zm ⇀ Z in L∞([0, 1]; L2
ν(U × R

3)) ∩ L2([0, 1]; L2
ν(U × R

3)).

Therefore, in the sense of distributions, Z solves (4.1) with the specular BC. See
the proof of Proposition of 1.4 in [17] to see that Z also satisfies the specular BC.
Moreover, it is easy to check that the weak limit Z satisfies conservation laws as
follows:∫∫

U×R3
Z(t)

√
μ = 0,

∫∫
U×R3

Z(t)
|v|2
2

√
μ = 0, 0 � t � 1. (4.7)

In the case of axis-symmetry (1.5),∫∫
U×R3

{(x − x0) × � } · vZ(t)
√

μ = 0. (4.8)

On the other hand, since

PZm ⇀ PZ and (I− P)Zm → 0 in
∫ 1

0
‖ · ‖2νdt,

we know that the weak limit Z has only a hydrodynamic part, that is,

Z(t, x, v) =
{
a(t, x) + v · b(x, v) + |v|2 − 3

2
c(t, x)

}√
μ, (4.9)
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and
∫ 1

0
‖Z‖2νdt � lim inf

m→∞

∫ 1

0
‖Zm‖2νdt � 1+ 1

m
→ 1.

Step 4. Compactness. For interior compactness, let χε : cl(U ) → [0, 1] be a
smooth function such that χε(x) = 1 if dist(x, ∂U ) > 2ε4 and χε(x) = 0 if
dist(x, ∂U ) < ε4. From (4.1) with Zm ,

[∂t + v · ∇x ](χεZ
m) = v · ∇xχεZ

m − L(χεZ
m).

From the standard Average lemma, χεZm is compact, that is,

χεZ
m → χεZ strongly in L2([0, 1]; L2

ν(U × R
3)). (4.10)

For the near boundary compactness for the non-grazing part, we claim that
∫ 1−ε

ε

∥∥(Zm(t, x, v) − Z(t, x, v)
)
1dist(x,∂U )<ε41|n(x)·v|>ε

∥∥2
2

�
∫ 1

0

∥∥∥∥
(
Zm(t, x, v) − Z(t, x, v)

)
1
dist(x,∂U )> ε3

2

∥∥∥∥
2

2
+ O

(
1√
m

)
.

(4.11)

Looking at the equation of Zm − Z , from (4.9),

[∂t + v · ∇x ](Zm − Z) + LZm = 0. (4.12)

We apply Lemma 20 to (4.12) by equating g and G with Zm − Z and the last term
of the LHS in (4.12), respectively. Then

∫ 1−ε

ε

∥∥1dist(x,∂U )<ε41|n(x)·v|>ε(Z
m − Z)(t)

∥∥2
2 dt

�
∫ 1

0

∥∥1dist(x,∂U )>ε3/2(Z
m − Z)(t)

∥∥2
2
dt +

∫ 1

0

∫∫
U×R3

|(Zm − Z)LZm |.

Since
∫ 1
0

∫∫
U×R3 |(Zm − Z)LZm | is bounded by C

(√
m

∫ 1
0 ‖(I − P)Zm‖2ν +

1√
m

∫ 1
0 ‖Zm‖2ν + ‖Z‖2ν

)
, we conclude (4.11) using (4.6) and (4.5).

On the other hand,∫ 1−ε

ε

∥∥∥(Zm − Z)1dist(x,∂U )<ε41|n(x)·v|�ε

∥∥∥2
2

�
∫ 1−ε

ε

∥∥∥Zm1dist(x,∂U )<ε41|n(x)·v|�ε

∥∥∥2
2

+
∫ 1−ε

ε

∥∥∥Z1dist(x,∂U )<ε41|n(x)·v|�ε

∥∥∥2
2

� O(ε),

(4.13)

where the smallness of the first term on the RHS comes from Lemma 9 of Guo
[11]. For the second term, we use Lemma 6 of Guo [11] to obtain

∫
Z2dv < ∞

with |U\Uε| � ε, that is, a small measure in spatial phase.
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Step 6. Strong convergence.To simplify notation,wewriteUε := {x ∈ U : χε > 0}.
Then, for given ε > 0, we can choose m �ε 1 such that

∫ 1

0

∫∫
U×R3

|Zm − Z |2

�
∫ 1

1−ε

∫∫
U×R3

+
∫ ε

0

∫∫
U×R3

+
∫ 1−ε

ε

∫∫
Uε×R3

+
∫ 1−ε

ε

∫∫
{U\Uε×R3}∩ {|n(x)·v|<ε}

+
∫ 1−ε

ε

∫∫
{U\Uε×R3}∩ {|n(x)·v|�ε}

,

< Cε,

where we have used (4.6), (4.10), (4.11) and (4.13). Therefore, we conclude that
Zm → Z strongly in L2([0, 1] ×U × R

3) and hence

∫ 1

0
‖Z‖22 = 1. (4.14)

Step 7. We claim Z = 0. Plugging (4.9) into the linearized Boltzmann equation,
we get

∂i c = 0,

∂t c + ∂i bi = 0,

∂i b j + ∂ j bi = 0, i �= j,

∂t bi + ∂i a = 0,

∂t a = 0.

(4.15)

Using the first equation and a direct computation of Lemma 12 in [11],

b(t, x) = −∂t c(t)x + �(t) × x + m(t).

From the second equation in (4.15) and the specular BC,

c(t, x) = c0, b = �(t) × x + m(t).

We split things into two cases: � = 0 and � �= 0.

Case of � = 0. From b(t) = m(t) and from the specular BC, we deduce that

b(t) ≡ m(t) ≡ 0.

From, the fourth and final equations of (4.15), we can derive

a(t, x) = a0.

Since a(t, x) and c(t, x) are constant, from (4.7), we derive a0 = c0 = 0, and
hence Z = 0.
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Case of � �= 0. From the specular BC,

b(t, x) · n(x) = (
�(t) × x + m(t)

) · n(x) = 0.

Since m(t) is a fixed vector for a given t , we decompose m(t) into the parallel and
orthogonal components to �(t) as

m(t) = α(t)�(t) − �(t) × x0(t).

Then

b(t, x) · n(x) = (
�(t) × x + m(t)

) · n(x)

= (
�(t) × (x − x0(t))

) · n(x) + α(t)�(t) · n(x) = 0,

∀x ∈ ∂U. (4.16)

Choose t with �(t) �= 0. We can pick x ′ ∈ ∂U such that �(t) ‖ n(x ′). Then the
first term of the RHS in (4.16) is zero. Hence we deduce

α(t) = 0 and b(t, x) = �(t) × (
x − x0(t)

)
. (4.17)

This yields (
�(t) × (x − x0(t))

) · n(x) = 0, ∀x ∈ ∂U. (4.18)

The equality (4.18) implies that U is axis-symmetric with the origin x0(t) and
the axis �(t). From (4.8) and (4.17),

0 =
∫∫

U
|� × (x − x0(t)) · v|2μ dxdv.

Therefore, we conclude that b(t, x) ≡ 0. Then using conservation laws (mass and
energy) again, we deduce Z = 0.

Step 8. Finally we deduce a contradiction from (4.14) and Z = 0. This finishes the
proof. ��

5. Linear and Nonlinear Decay

5.1. Linear L2 Decay

We use the coercivity estimate Proposition 3 to derive the exponential linear
L2 decay of the linearized Boltzmann equation (1.15) with the specular boundary
condition.

Corollary 1. Assume that f solves the linearized Boltzmann equation with the
specular BC so that f satisfies Proposition 3. Then there exists λ > 0 such that a
solution of (1.15) satisfies

sup
0�t

eλt‖ f (t)‖2 � ‖ f0‖2. (5.1)
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Proof. Assume that N � t < N + 1. From the energy estimate of (4.1) in a time
interval [N , t],

‖ f (t)‖22 +
∫ t

N

∫∫
U×R3

f L f � ‖ f (N )‖22. (5.2)

From (4.1), for any λ > 0,
[
∂t + v · ∇x

]
(eλt f ) + L(eλt f ) = λeλt f.

By the energy estimate,

‖eλN f (N )‖22+2
∫ N

0

∫∫
U×R3

e2λs f L f −2λ
∫ N

0

∫∫
U×R3

|eλs f (s)|2 � ‖ f (0)‖22.
(5.3)

Splitting for each time interval we have,

‖eλN f (N )‖22 +
N−1∑
k=0

2e2λk
∫ k+1

k
ν0‖(I− P) f ‖2ν

−
N−1∑
k=0

2λe2λ(k+1)
∫ k+1

k
‖ f (s)‖22 � ‖ f (0)‖22.

Using (4.2), there exist Cν0 > 0 such that

‖eλN f (N )‖22 +
(
Cν0 − 2λe2λ

) N−1∑
k=0

e2λk
∫ k+1

k
‖ f ‖22 � ‖ f (0)‖22.

Choosing (λ � 1) sufficiently small, we get

e2λN‖ f (N )‖22 � ‖ f0‖22. (5.4)

From the non-negativeness of L , we have ‖ f (t)‖2 � ‖ f (N )‖2 from 5.2. Using 5.4,
we conclude that

e2λt‖ f (t)‖22 � e2λt‖ f (N )‖22 � e2λt e−2λN‖ f0‖22 � e2λ(t−N )‖ f0‖22,
and obtain (5.1). ��

5.2. Nonlinear L∞ Decay

We use a L2–L∞ bootstrap from (3.145), Duhamel’s principle, and Corollary 1
to derive nonlinear L∞ decay.

Proof of Theorem 1. Let h = w f , where f solves the linearized Boltzmann equa-
tion. Then from (3.145),

sup
s∈[T,t]

‖h(s)‖∞ � e−
ν0
2 (t−T )‖h(T )‖∞ +

∫ t

T
‖ f (s)‖2 ds.
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We assume that m � t < m + 1 and define λ∗ := min{ ν0
2 , λ}, where λ is

some constant from Corollary 1. We use (3.145) repeatedly for each time step,
[k, k + 1), k ∈ N and Corollary 1 to perform a L2–L∞ bootstrap:

‖h(t)‖∞ � e−m
ν0
2 ‖h(0)‖∞ +

m−1∑
k=0

e−kν0

∫ m−k

m−1−k
‖ f (s)‖ ds

� e−m
ν0
2 ‖h(0)‖∞ +

m−1∑
k=0

e−kν0

∫ m−k

m−1−k
e−λ(m−1−k)‖ f (0)‖ ds

� e−λ∗t‖h(0)‖∞.

Now we solve the nonlinear problem. From the Duhamel principle, when f
solves the nonlinear Boltzmann, h = w f solves

h := U (t)h0 +
∫ t

0
U (t − s)w

(
h

w
,
h

w

)
(s) ds,

‖h(t)‖∞ � e−λ∗t‖h(0)‖∞ +
∥∥∥∥
∫ t

0
U (t − s)w

(
h

w
,
h

w

)
(s)ds

∥∥∥∥∞ ,

(5.5)

where U (t) is a linear solution for the linearized Boltzmann equation. Inspired by
[11], we use Duhamel’s principle again to get

U (t − s) = G(t − s) +
∫ t

s
G(t − s1)KwU (s1 − s) ds1,

where G(t) is linear solution for the system

∂t h + v · ∇xh + νh = 0, and |G(t)h0| � e−ν0t |h0|.

For the last term in (5.5),
∥∥∥∥
∫ t

0
U (t − s)w

(
h

w
,
h

w

)
(s)ds

∥∥∥∥∞
�

∥∥∥∥
∫ t

0
G(t − s)w

(
h

w
,
h

w

)
(s)ds

∥∥∥∥∞
+

∥∥∥∥
∫ t

0

∫ t

s
G(t − s1)KwU (s1 − s)w

(
h

w
,
h

w

)
(s)ds1ds

∥∥∥∥∞
� Ce−λ∗t

(
sup

0�s�∞
eλ∗s‖h(s)‖∞

)2

,

where we used the nonlinear estimate |w( h
w

, h
w

)| � C〈v〉ζ ‖h‖2∞ (see Lemma 5
in [11]). Therefore, for sufficiently small ‖h0‖∞ � 1, we have the uniform bound

sup
0�t�∞

eλ∗t‖h(t)‖∞ � 1,
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hence we get global decay and uniqueness. Also note that the positivity of F is
standard by linear solvability and the solution sequence F�:

∂t F
�+1 + v · ∇F�+1 = Q+(F�, F�) − ν(F�)F�+1, F |t=0 = F0,

F�+1(t, x, v) = F�+1(t, x, Rxv) on ∂U.

From F0 � 0 and F� � 0, we have F�+1 � 0. ��
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6. Appendix: Example of Sticky Grazing Point

Let us consider backward in time trajectories which start from (1, 1) with velocity
v = (1, 1+ δ), with 0 � δ � ε � 1. All the trajectories are part of the set of rays

{(x, y) : y = (1+ δ)(x − 1) + 1, 0 � δ � ε � 1}.
We consider that the trajectories bounce on the curve f (x) = 1

2 x
2. When δ = 0,

the trajectory bounces on (0, 0) with collision angle π
4 . When 0 < δ � 1, the

bouncing point on f (x) = 1
2 x

2 is
(

δ∗,
1

2
δ2∗

)
, where δ∗ = (1+ δ) −

√
(1+ δ)2 − 2δ.

Using the specular BC, the bounced trajectory with v1 direction is part of the set
of rays
{
(x, y) : y = L(δ)(x − δ∗) + 1

2
δ2∗

}
, L(δ) = (1+ δ)(1+ δ2∗) − 2

√
1+ δ2

1+ δ2∗ + 2δ∗
√
1+ δ2

.

We parametrize the convex grazing boundary with parameter δ as follows:(
X (δ),Y (δ)

)
, X (0) = −Y (0) < 0.

Considering the tangential line on (X (δ),Y (δ)), it is easy to derive two conditions
from concave grazing:

Y ′(δ)
X ′(δ)

= L(δ),

−L(δ)δ∗ + 1

2
δ2∗ = −Y ′(δ)

X ′(δ)
X (δ) + Y (δ).

(6.1)

We differentiate the second equation and combine with first equation to get

d

dδ

(− L(δ)δ∗ + 1

2
δ2∗

) = −L ′(δ)X (δ) − L(δ)X ′(δ) + Y ′(δ)

= −L ′(δ)X (δ).

(6.2)
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It is easy to check L ′ > 0 locally to see 0 < δ � 1. (6.2) gives X (δ), and this is
analytic from the analyticity of L(δ) and δ2∗; X (δ) is an analytic function of δ for
local 0 < δ � 1. Using the first equation of (6.1), we obtain ODE for Y (δ) with
Y (0) = −X (0). Since X (δ) is analytic, Y (δ) is also analytic. Moreover, we can
check the concavity of

(
X (δ),Y (δ)

)
by

d

dδ

( Y ′(δ)
X ′(δ)

)
= L ′(δ) > 0.

Finally, we see that the set of all lines grazing on (X (δ),Y (δ)) pass the sticky
grazing point (1, 1) after bouncing on the convex region y = 1

2 x
2.
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