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Abstract

In this paper we study a semilinear system involving the curl operator, which
is a limiting form of the Ginzburg–Landau model for superconductors in R

3 for
a large value of the Ginzburg–Landau parameter. We consider the locations of
the maximum points of the magnitude of solutions, which are associated with
the nucleation of instability of the Meissner state for superconductors when the
applied magnetic field is increased in the transition between the Meissner state and
the vortex state. For small penetration depth, we prove that the location is not only
determined by the tangential component of the applied magnetic field, but also by
the normal curvatures of the boundary in some directions. This improves the result
obtained by Bates and Pan in Commun. Math. Phys. 276, 571–610 (2007). We also
show that the solutions decay exponentially in the normal direction away from the
boundary if the penetration depth is small.

1. Introduction

Consider the following semilinear elliptic system:{
−λ2 curl2Q = (1 − |Q|2)Q in �,

λ (curlQ)T = He
T on ∂�,

(1.1)

where � is a bounded and smooth domain in R
3, He

T is the tangential component
of a given vector field He on ∂�, and λ is a positive parameter. Our aim in this
paper is to investigate the locations of the maximum points of |Q| for small λ.

System (1.1) was first obtained by Chapman in [6] as a limiting form of the
Ginzburg–Landaumodel for type II superconductors in three dimensions for a large
value of the Ginzburg–Landau parameter. The parameter λ is the penetration depth
of the magnetic field, generally λ � 1. Vector fields

Q = (Q1, Q2, Q3) and curlQ = (∂2Q3 − ∂3Q2, ∂3Q1 − ∂1Q3, ∂1Q2 − ∂2Q1)
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are the gauge-invariant potential and the induced magnetic field, respectively. The
domain � represents the shape of a superconductor placed in an applied magnetic
field He. We refer to [9] for the physical background of the Ginzburg–Landau
model and to [4,6,12,16] for the derivation of system (1.1).

The above problem arises in the mathematical theory of superconductivity in
the transition between theMeissner state and the vortex state, in which Hsh (known
as the superheating field) is the critical field. If the applied field is below Hsh ,
there are no vortices and the magnetic field will be expelled from the interior of
the sample except in thin boundary layers. In this state |�| > 0 in �̄, where � is
the order parameter to describe the density of superconducting electron pairs. The
solution corresponding to the Meissner state is called the Meissner solution. If the
applied field is above Hsh , the magnetic field will penetrate the sample in the form
of quantised flux tubes, each circled by a vortex of superconducting current. In this
state |�| vanishes at some points which correspond to vortices. See [5–7,11].

There are other two critical fields HC1 and HS (where HC1 < HS < Hsh) in
the Meissner state. The value of HC1 is known as the lower (first) critical field to
differentiate between the superconducting state and the mixed state. If the applied
field is below HC1 , then the Meissner solution is globally stable with respect to the
Ginzburg–Landau free energy [18]. If the applied field is above HC1 but below HS,

the Meissner solution is locally stable (see [11]). For the finite Ginzburg–Landau
parameter the local stability is characterized in [5] by

inf
�̄

{
|�|2 − |Q|2

}
>

1

3
,

where � is the order parameter and Q is the gauge-invariant potential as above.
While for the infinite Ginzburg–Landau parameter, it is characterized by

|Q| <
1√
3
,

see [4,7,17]. If the applied field is above HS but below Hsh, theMeissner solution is
unstable. It was conjectured by Chapman in [6,7] that this instability will lead to the
generation of vortices, and also the point atwhich the solutionfirst becomes unstable
corresponds to the position of the first nucleation of superconducting vortices. It is
therefore important to know at which the Meissner state will begin to lose stability.
For system (1.1), we need to find the position at which |Q| = 1/

√
3 is first attained

when the applied field increases.
We mention here the pioneering works in this direction by mathematicians.

Berestycki et al. in [4] showed that, for a bounded domain in R
2 (corresponds

to a cylinder of superconducting material), the instability will occur first on the
boundary, while for the setting of R3 it was shown by Monneau in [12]. Using
formal analysis, Chapman in [7] further showed that, as λ → 0, the solution Q
first becomes unstable at the point of largest negative curvature of the boundary
in two-dimensional domain. This was rigorously proved later by Pan and Kwek in
[17] using the exponential decay estimate and the boundary layer analysis.

To locate the points at which |Q| = 1/
√
3 is attained, one way is first to find the

maximum points of |Q| when the maximal value is below and close to 1/
√
3. Then
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the maximum points will tend to the position as we expected by letting ‖Q‖L∞ go
to 1/

√
3. For bounded domains in R3, under the assumption that

‖Q‖L∞(�) <
1√
3

(1.2)

(which holds if ‖He
T ‖C0(∂�) <

√
5/18 and λ is small, see [3, Theorem 1(iii)]),

Bates and Pan in [3] proved that the points where the maximum of |Q| attained
must approach the points in ∂�(He

T ), as λ → 0, where

∂�(He
T ) = {x ∈ ∂� : |He

T | = ‖He
T ‖C0(∂�)

}
. (1.3)

Therefore, in the special case of a homogeneous applied field, Bates and Pan’s
result showed that the gauge-invariant potential is maximal around the points on
the boundary where the applied field is tangential to the surface.

Note that, for a general applied magnetic field, the set ∂�(He
T ), depending on

the strength of the magnetic field, may still be large. We expect to obtain a more
precise description for the locations of the maximum points of |Q| for small λ. One
question is whether the geometry of superconductors influences the location as in
the case of R2? This is the motivation of the present paper.

In this paper we will show that the location is also influenced by the normal
curvatures of the boundary in some directions. Before giving the main result, we
sketch our proof: let Hλ = λ curlQ. Then we can reduce the system (1.1) to a
quasilinear system (see [6]):

−λ2 curl
[
F
(
λ2| curlH|2) curlH] = H in �,

HT = He
T on ∂�,

(1.4)

where the function F(t) is defined by the following implicit relation

v = F(t2)t ⇔ t = (1 − v2)v. (1.5)

From [3], there is a boundary layer for Hλ if λ is small. Therefore, we consider
this problem in a neighborhood of the boundary. The key step in our proof is to
establish an approximation theorem for the solution Hλ to system (1.4) (a similar
result see [13]): for any X0 ∈ ∂�, in the neighborhood of X0 with the diameter λ,
denote by U0,λ, we have:

‖Hλ(x) − H (F(x)/λ) − λW (F(x)/λ)‖
C1

λ

(
U0,λ

⋂
�
) � O

(
λ3/2

)
, (1.6)

where y = F(x) is a diffeomorphism straightening a boundary portion around X0;
the norm of C1

λ is defined by

‖u‖
C1

λ

(
U0,λ

⋂
�
) := ‖u‖

C0
(
U0,λ

⋂
�
) + λ‖Du‖

C0
(
U0,λ

⋂
�
); (1.7)

the vectorH (·), obtained earlier by Bates and Pan in [3], depends on the strength of
the magnetic field; the vectorW (·), which we will introduce in this paper, depends
on the strength of the magnetic field but also on the geometric shape of supercon-
ductors. Thus, from (1.6) we can obtain the set that the maximum of | curlHλ|
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attained for small λ. Note that the maximum points of | curlHλ| correspond to the
maximum points of |Q| since

λ| curlHλ| = (1 − |Q|2)|Q|. (1.8)

Therefore, the locations of the maximum points of |Q| can be determined.
We need to mention that the uniform convergence of (1.6) involves a C1 es-

timate of the solution to a curl-type elliptic system. However, for such an elliptic
system there is no comparison principle and no maximum principle. Our strategy
is as follows: we first establish the global H1 estimate by the method of matched
asymptotic expansion, then deduce an H2 estimate near boundary by the difference
quotient technique. Hence the solution is Cα regularity by the Sobolev imbedding
theorem. Finally the convergence (1.6) follows by solving a local oblique derivative
problem. The method of our proof is different from Pan and Kwek in [17] where
it was treated this problem in a bounded domain of R2 by applying the maximum
principle for a single divergence-type elliptic equation.

Let

f1 = ‖He
T ‖C0(∂�), f0 =

[
1 − (1 − 2 f 21 )1/2

]1/2
.

We state our first result as follows.

Theorem 1.1. Let � be a bounded domain inR3 with smooth boundary ∂�. Assume
that

He
T ∈ C2,α(∂�,R3), ‖He

T ‖C0(∂�) <

√
5

18
, DivHe

T = 0 on ∂�, (1.9)

where Div is the divergence operator on boundary ∂�. Let y1− and y2−curves
on ∂� be the lines of principle curvature with κ1(x), κ2(x) corresponding to the
respective principal curvatures at x ∈ ∂�, and let θ(x) be the angle between the
vectorHe

T and the y1−curve at x ∈ ∂�. Then the maximum points of the magnitude
of the solution Q to system (1.1), as λ → 0, approach the points in the set S defined
by

S =
{

x ∈ ∂�(He
T ) : min

x̃∈∂�(He
T )

m(x̃) = m(x)

}
, (1.10)

where ∂�(He
T ) is defined by (1.3),

m(x) =
(

cos2θ(x)κ1(x) + sin2θ(x)κ2(x)
)

C1

+
(

cos2θ(x)κ2(x) + sin2θ(x)κ1(x)
)

C2,

and the constants C1 and C2 are defined by

C1 = − f0 f1 − 2 + 2 f1
f0

< 0, C2 = 2 f0 f1 − 2 + 2 f1
f0

> 0.
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Remarks. We would like to point out:
(i) The assumption on He

T in (1.9) is to guarantee, for small λ, the existence
of the solution Q to (1.1) satisfying (1.2). Thus the semilinear system (1.1) can be
reduced to the quasilinear system (1.4) by letting H = λ curlQ, see [3,15].

(ii) Theorem 1.1 can be viewed as an improvement of the result obtained by
Bates and Pan in [3], since we give a more exact description for the locations of the
maximum points of |Q|. In particular, in the special case of a homogeneous applied
field He = (0, 0, h) and of the superconductor being the shape of an ellipsoid

� : x21
a2 + x22

b2
+ x23

a2 < 1 with a > b > 0.

Bates and Pan’s result showed that |Q| is maximal around the curve{
x ∈ ∂� : x21

a2 + x22
b2

= 1, x3 = 0

}
,

while Theorem 1.1 gives that the maximum points approach the two points

P+ = (0, b, 0), P− = (0,−b, 0).

We refer the readers to Example 4.1 for details.
(iii) For Example 4.1mentioned above, Theorem1.1 shows that for any solution

Qh to system (1.1) satisfying (1.2) the maximum points are always near P+ and
P−. For this reason we expect that as the applied magnetic field mentioned above
increases (by letting h increase), the maximum points of |Qh | with the maximum
value approaching 1/

√
3 will approach P+ and P−, where the Meissner state first

becomes unstable and the vorticesmayfirst appear (if Chapman’s conjecture holds).

From the approximation formula (1.6), we can see the profile of the solution
Hλ to system (1.4), and hence the solution Q to system (1.1), near the boundary.
For the portion away from the boundary, Bates and Pan in [3, Lemma 8.1] showed
that the solution Hλ can be made arbitrarily small if the penetration depth λ is
sufficiently small. It is natural to ask whether we can show that the solution Q
decays exponentially in the normal direction away from the boundary as is the case
for the domain in R2? The following result verifies this conclusion.

Theorem 1.2. (Decay estimate). Let Q be the solution of system (1.1) satisfying
(1.2). Then there exists a positive constant λ0 such that for any λ ∈ (0, λ0) and
0 < β < 1 we have

|Q(x)| � Ce−βd(x,∂�)/λ, (1.11)

where the constant C depends on β, the domain � and He
T .

The organization of this paper is as follows. The first order term W in (1.6) is
formally derived in Section 2. Then we rigorously establish the asymptotic expan-
sion (1.6) for the solutionHλ to system (1.4) in Section 3. In Section 4, by applying
(1.6) we give the proof of Theorem 1.1 and obtain the asymptotic behavior of the
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maximumpoints of |Q|. Finally, we prove the exponential decay estimate (Theorem
1.2) in Section 5.

Throughout the paper, the bold typeface is used to indicate vector quantities;
normal typeface will be used for vector components and for scalars. The positive
constantsC are independent of λ and their numerical value may be different in each
occasion.

2. Formal Asymptotic Solution to System (1.4)

As stated in the introduction, the function | curlHλ| obtains its maximum only
on ∂� and the boundary layer appears in the neighborhood of the surface of the
body if λ is small. To show how the geometry of the body influences the locations of
the maximum points, we need to carry out the detailed analysis near the boundary.

In this section we shall apply the method of matched asymptotic expansion (for
the detail see [10]) to derive the formal expansion with three orders for the solution
Hλ with respect to the parameter λ. To obtain the global expansion, we need take
the outer asymptotic expansion outside the boundary layer and the inner asymptotic
expansion inside the boundary layer. The outer expansion for system (1.4) is of the
form

U(x, λ) =
∞∑

k=0

λ2kh2k(x), λ → 0.

SubstitutingU into the system (1.4) and equating the coefficients of the samepowers
of λ, one obtains

h2k(x) = 0, for all k.

To show the inner expansion, it is necessary to seek the expansion for the solution
Hλ at the points on the boundarywith respect to the parameterλ.Weneed tomention
that the leading order term of the inner expansion has been obtained earlier in [3,
Lemma 8.2]. Our purpose in this section is to derive the first order term and the
second order term.

We first recall Bates and Pan’s work on the derivation of the leading term in [3].
Let X0 ∈ ∂� be fixed and consider the problem in a neighborhood of X0, denote
by U . We take the grid of the curvature lines as the curvilinear coordinate system.
Then introduce new variables y1 and y2 such that r(y1, y2) represents the portion
of ∂� in U with r(0, 0) = X0 and the y1− and y2−curves on ∂� are the lines of
principle curvature. We use the following notations:

y =(y′, y3)=(y1, y2, y3), r1(y1, y2)=∂y1r(y1, y2), r2(y1, y2) = ∂y2r(y1, y2),

and let n(y1, y2) denote the unit inner normal vector at (y′, 0) ∈ ∂� defined by

n(y1, y2) = r1(y1, y2) × r2(y1, y2)

|r1(y1, y2) × r2(y1, y2)| .
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Since the domain is smooth, then for any x ∈ �̄
⋂

U we have a diffeomorphism
map F :

x = F(y) = r(y1, y2) + y3n(y1, y2). (2.1)

Let

gi j (y′) = ri (y′) · r j (y′), Gi j (y) = ∂iF(y) · ∂ jF(y). (2.2)

Then we get

G11(y) = g11(y′)(1 − κ1(y′)y3)
2, G22(y) = g22(y′)(1 − κ2(y′)y3)

2,

G33(y) = 1,

where κ1(y′), κ2(y′) are the principal curvatures of ∂� at the point x = F(y′, 0) ∈
∂�.

Introduce the new orthogonal coordinate framework {E1,E2,E3} as follows:

E j (y) = ∂ jF
|∂ jF | , j = 1, 2, E3(y) = ∂3F

|∂3F | = n(y). (2.3)

Under the above coordinate framework, the vector H(x) can be represented by:

H(x) = Ĥ1(y)E1 + Ĥ2(y)E2 + Ĥ3(y)E3 =: Ĥ(y).

Then curlH(x) can be represented by (see [20, p. 205])

curlH(x) =
3∑

i=1

Q j (y)E j (y)

with

Q1 (y) = 1√
G22G33

[
∂2

(
Ĥ3

√
G33

)
− ∂3

(
Ĥ2

√
G22

)]
,

Q2 (y) = 1√
G11G33

[
∂3

(
Ĥ1

√
G11

)
− ∂1

(
Ĥ3

√
G33

)]
,

Q3 (y) = 1√
G22G11

[
∂1

(
Ĥ2

√
G22

)
− ∂2

(
Ĥ1

√
G11

)]
.

For simplicity, denote

C urly Ĥ = (Q1(y),Q2(y),Q3(y)). (2.4)

Let Ĥλ(y) = Hλ(x) be the solution to system (1.4) and let y = λz. Then in the
neighborhood of X0 we define the rescaled vector fields:

H̃λ(z)=Ĥλ(λz)=Ĥλ(y), G̃ii (z)=Gii (λz)=Gii (y) for i = 1, 2, 3. (2.5)

For simplicity, in the following, we always let H̃(z) = H̃λ(z). Under the new
coordinate system {E1,E2,E3}, the system (1.4) can be rewritten by

− C urlz
[

F
(
|C urlz H̃|2

)
C urlz H̃

]
= H̃, (2.6)
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where the operator C urlz is defined by, for y = λz in (2.4),

C urlz := λC urly . (2.7)

We assume that the inner expansion in the neighborhood of X0 is

Ĥλ (y) = Ĥ0 (y1, y2, z3) + λĤ1 (y1, y2, z3) + λ2Ĥ2 (y1, y2, z3) + O
(
λ3
)

.

(2.8)

It follows from [3, Lemma 8.2] that in local coordinates near X0, the rescaled vector
field H̃(z) converges in C2+α

loc (R3+,R3) to the solution H0 of system

− curl
[

F(| curlH0|2) curlH0

]
=H0 in R3+, H0T = h̃ on ∂R3+, (2.9)

where h̃ corresponds toHe
T (X0) in y-coordinate system. Hence, we can assume

h̃(y1, y2, 0) = |h̃|(cosθ, sinθ, 0), (2.10)

where θ is the angle between the vectorHe
T and the y1−curve at the point X0 ∈ ∂�.

Let f be the unique bounded solution satisfying | f | < 1 to the following
equation

f ′′ = (1 − f 2) f for z3 > 0, f ′(0) = −|h̃|. (2.11)

Then we can write out the expression of H0 (see [3, Proposition 6.2]):

H0 = − f ′(z3)(cosθ, sinθ, 0). (2.12)

Hence,

M0 := curlH0 = ( f ′′ (z3) sinθ,− f ′′ (z3) cosθ, 0
)
. (2.13)

From the definition of F(t) in (1.5), it follows that

F
(
|M0|2

)
= 1

1 − f 2
, F ′ (|M0|2

)
= 1(

1 − f 2
)3 (1 − 3 f 2

) . (2.14)

Thus we have

Ĥ0(0, 0, z3) = H0.

Let Ĥe
T (y1, y2) be the value of He

T (x) in y-coordinate system. We can do it by a
similar process, and get

Ĥ0(y1, y2, z3) = − f ′
y1,y2(z3)

|Ĥe
T | Ĥe

T , (2.15)

where f ′
y1,y2(z3) is defined by (2.11) with |h̃| = |Ĥe

T |. By simple calculations, we
have ∣∣∣∇Ĥ0

∣∣∣ � Ce−z3 ,

∣∣∣∇2Ĥ0

∣∣∣ � Ce−z3 ,
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here the constants C depend on He
T . Denote

(
p11, p21, 0

)
:= ∂y1Ĥ0 (0, 0, z3) ,

(
p12, p22, 0

)
:= ∂y2Ĥ0 (0, 0, z3) . (2.16)

We begin to derive the first order term at X0:

Ĥ1(0, 0, z3) := w(z)|z=(0,0,z3) = (w1, w2, w3)|z=(0,0,z3). (2.17)

Then w(z) satisfies the following system in R3+:

− curl
[
F
(|M0|2

)
curlw + 2F ′ (|M0|2

) 〈M0, curlw〉M0
]− w = b in R

3+,

wT = 0 on ∂R3+,

(2.18)

where the vector b = (−b1, b2, b3) is defined by

b1 = ∂3

(
2F ′ (|M0|2

) (
κ2H0

2 ∂3H0
2 + κ1H0

1 ∂3H0
1

)
∂3H0

1 + κ1F
(
|M0|2

)
H0
1

)
+ κ2F

(
|M0|2

)
∂3H0

1 ,

b2 = ∂3

(
2F ′ (|M0|2

) (
κ2H0

2 ∂3H0
2 + κ1H0

1 ∂3H0
1

)
∂3H0

2 + κ2F
(
|M0|2

)
H0
2

)
+ κ1F

(
|M0|2

)
∂3H0

2 ,

b3 = F
(
|M0|2

) (

2
21∂3H0

1 + 
1
11∂3H0

2 + ∂3 p11 + ∂3 p22

)
+ 2F ′ (|M0|2

) (
∂3H0

1 ∂3H0
2 ∂3 p21

+ ∂3H0
1 ∂3H0

1 ∂3 p11 + ∂3H0
2 ∂3H0

2 ∂3 p22 + ∂3H0
2 ∂3H0

1 ∂3 p12
)
, (2.19)


k
i j denote the value of the Christoffel symbols at X0 and

κ1 = κ1(X0), κ2 = κ2(X0).

The detailed calculations will be shown in Appendix A.
In the following, we show the existence of the solution to system (2.18) and

prove that the solution decays exponentially.
Let w1 and w2 depend only on the variable z3, but not on z1, z2, and let

w3 = −b3.

Then system (2.18) can be reduced to

∂3

(
2F ′ (|M0|2

) (
∂3H0

2 ∂3w2 + ∂3H0
1 ∂3w1

)
∂3H0

1

+F
(
|M0|2

)
∂3w1

)
− w1 = b1,
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∂3

(
2F ′ (|M0|2

) (
∂3H0

2 ∂3w2 + ∂3H0
1 ∂3w1

)
∂3H0

2

+F
(
|M0|2

)
∂3w2

)
− w2 = b2, (2.20)

with the boundary conditions w1 = 0, w2 = 0 on ∂R3+.

Substituting (2.12)–(2.14) to system (2.20), then using f ′′ = (1 − f 2) f , we
see that w1, w2 satisfy the equation

∂3

(
2 f 2cosθ

(1 − f 2)(1 − 3 f 2)
∂3(sinθw2+cosθw1)+ 1

1 − f 2
∂3w1

)
−w1−κ2 f cosθ

= −∂3

(
f ′

1 − f 2

)
cosθκ1

−2∂3

(
f ′ f 2

(1 − f 2)(1 − 3 f 2)

)(
sin2θκ2 + cos2θκ1

)
cosθ, (2.21)

and the equation

∂3

(
2 f 2sinθ

(1− f 2)(1 − 3 f 2)
∂3(sinθw2+cosθw1)+ 1

1 − f 2
∂3w2

)
− w2+κ1 f sinθ

= −∂3

(
f ′

1 − f 2

)
sinθκ2

−2∂3

(
f ′ f 2

(1 − f 2)(1 − 3 f 2)

)(
sin2θκ2 + cos2θκ1

)
sinθ. (2.22)

Combining the above two equations and then setting v = sinθw2 + cosθw1, we
have

∂3

[
∂3v

1 − 3 f 2

]
− v = −

(
cos2θκ1 + sin2θκ2

)
∂3

(
1

1 − 3 f 2
f ′
)

−
(

cos2θκ2 + sin2θκ1

)
f, (2.23)

with the boundary condition v(0) = 0 and the natural condition v(∞) = 0.
Consider the equation:

∂3

(
∂3u1

1 − 3 f 2

)
− u1 = −∂3

(
f ′

1 − 3 f 2

)
, z3 > 0; u1(0) = u1(∞) = 0

(2.24)

and the equation

∂3

(
∂3u2

1 − 3 f 2

)
− u2 = − f, z3 > 0; u2(0) = u2(∞) = 0. (2.25)

Define the bilinear form B[·, ·] on H1
0 (R+) × H1

0 (R+) by

B[u, v] =
∫
R+

(
∂3u∂3v

1 − 3 f 2
+ uv

)
dz3.
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It is easy to see that B is bounded and coercive. Then the existence and the unique-
ness of the solutions to (2.24) and (2.25) in H1

0 (R+) follow from Lax-Milgram
lemma. From the standard elliptic estimates, the solutions obtained are actually
smooth.

Thus, we get the solution to v−equation:

v(z) =
(

cos2θκ1 + sin2θκ2

)
u1(z) +

(
cos2θκ2 + sin2θκ1

)
u2(z). (2.26)

Plugging the expression of v back to (2.21) and (2.22), we see that w1 satisfies the
equation

∂3

(
1

1 − f 2
∂3w1

)
− w1 − κ2 f cosθ + ∂3

(
2 f 2cosθ

(1 − f 2)(1 − 3 f 2)
∂3v

)

= −∂3

(
f ′

1 − f 2

)
cosθκ1 − 2∂3

(
f ′ f 2

(1 − f 2)(1 − 3 f 2)

)
×(sin2θκ2 + cos2θκ1)cosθ,

and w2 satisfies the equation

∂3

(
1

1 − f 2
∂3w2

)
− w2 + κ1 f sinθ + ∂3

(
2 f 2sinθ

(1 − f 2)(1 − 3 f 2)
∂3v

)

= −∂3

(
f ′

1 − f 2

)
sinθκ2 − 2∂3

(
f ′ f 2

(1 − f 2)(1 − 3 f 2)

)
×(sin2θκ2 + cos2θκ1)sinθ.

Then the existence of solutions w1 and w2 can be obtained by the Lax-Milgram
lemma, the proof of which is the same as that of u1.

We now show the exponential decays for the solutions to (2.24) and (2.25).

Lemma 2.1. Let f be the solution to (2.11), and let u be the solution of the equation

∂3

(
∂3u

1 − 3 f 2

)
− u = h, z3 > 0; u(0) = u(∞) = 0,

where the function h satisfies |h| � M0e−z3 with M0 being a constant. Then there
exists a constant C depending on M0 and f such that

|u(z3)| � Ce−z3/2.

Proof. Let w be the solution of

∂3

(
∂3w

1 − 3 f 2

)
− w = M0e−z3 , z3 > 0; w(0) = w(∞) = 0. (2.27)

It follows from the comparison principle that

w � u � −w.
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By the maximum principle, there exists z0 such that for any z3 ∈ (z0,∞) we have
w(z3) < 0 and w′(z3) > 0. Rewriting the Eq. (2.27), we have

w′′ − 1

2
w′ − 1

2
w = M0e−z3 +

(
−1

2
− 6 f f ′

1 − 3 f 2

)
w′ +

(
1

2
− 3 f 2

)
w

−3 f 2M0e−z3 .

Since the function f decays exponentially with respect to z3, there exists z̃0 > z0
such that for any z3 ∈ (z̃0,∞)(

−1

2
− 6 f f ′

1 − 3 f 2

)
w′ +

(
1

2
− 3 f 2

)
w − 3 f 2M0e−z3 � 0.

Consider the equation

w̃′′ − 1

2
w̃′ − 1

2
w̃ = M0e−z3 , z3 > z̃0; w̃(z̃0) = w(z̃0), w(∞) = 0.

By the comparison principle again, we have

w � w̃ = M0e−z3 +
[
w(z̃0)e

z̃0/2 − M0e−z̃0/2
]

e−z3/2, z3 > z̃0.

This gives that

|u| � |w| � |w̃| � Ce−z3/2, z3 > z̃0.

We end our proof. �
Combining with Lemma 2.1, we get the solution to system (2.18):

Theorem 2.2. There exists a unique solution w ∈ H1(R3+) to system (2.18) with

w = (w1, w2,−b3) , (2.28)

where w1 and w2 is the solution pair to system (2.21)–(2.22), b3 is defined in (2.19).
Moreover, we have

|w| � Ce−z3/2,

where the constant C depends on the domain � and He
T .

We are now in the position to show the second order term at X0:

Ĥ2 (0, 0, z3) := � (z) |z=(0,0,z3) = (�1, �2, �3) |z=(0,0,z3). (2.29)

Then we can find that �(z) satisfies the following system in R3+:

− curl
[
F
(|M0|2

)
curl� + 2F ′ (|M0|2

) 〈M0, curl�〉M0
]− � = � in R3+,

�T = 0 on ∂R3+,

(2.30)

where the vector� = (�1,�2,�3)dependingonly on the variable z3 is determined
by the domain� and the strength of themagnetic fieldHe

T .Thedetailed calculations
will be shown in Appendix B.

By a similar proof of Theorem 2.2, we have the following corollary:
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Corollary 2.3. There exists a unique solution � = �(z3) ∈ H1(R3+) to system
(2.30). Moreover, we have

|�| � Ce−z3/2,

where the constant C depends on the domain � and He
T .

3. Uniform Estimation for the Approximation Solution

In this section we use the first order term w obtained in Theorem 2.2 and the
second order term � obtained in Corollary 2.3 to construct an approximation solu-
tionHap of the solutionHλ to system (1.4). We shall prove that the approximation
solution Hap converges to Hλ in H1(�) and in C1 in the neighborhood of the
boundary.

LetN0 be the neighborhood of the boundary ∂� such that for each point X0 ∈
∂� there is a C2,α diffeomorphism and a ball Bε(X0) that straighten the boundary
in N0

⋂
Bε(X0). Denote

d0 := dist (∂�,�\N0) , σn := {x ∈ �̄ : dist(x, ∂�) � d0/n
}
,

then define a fixed smooth function χ(x) (independent of λ) by

χ(x) =

⎧⎪⎨
⎪⎩
1, x ∈ σ4;
smooth, x ∈ σ2\σ4;
0, x ∈ �\σ2.

For each x ∈ N0, there exists a unique pair (y′, y3)with y3 being the distance from
the point x to ∂� and y′ ∈ ∂� satisfying

dist(x, ∂�) = dist(x, y′).

Let H (y′, z3), W (y′, z3) and �(y′, z3) be defined by (2.15), (2.28) and (2.30)
with y′ = X0 respectively. Now we define the approximation solution Hap(x) by

Hap(x) = χ(x)(H + λW + λ2�)
(
y′, z3

)
(3.1)

with z3 = y3/λ. It is clear that the vector Hap(x) can be defined everywhere in �̄.
We define the operator Lλ for any vector A ∈ C2(�̄) by

Lλ[A] = −λ2 curl
[

F(λ2| curlA|2) curlA
]

− A. (3.2)

In view of the calculations in Appendix A, if we replace H̃ in Appendix A by
H + λW , then for any Ri (λ

2) in Appendix A there exists λ∗ such that for any
λ ∈ (0, λ∗) we have ∣∣∣Ri (λ

2)

∣∣∣ � Cλ2 for i = 3 . . . 23.
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If we replace H̃ in Appendix A and in Appendix B by H + λW + λ2�, then for
any Ri (λ

3) in Appendix B we have∣∣∣Ri (λ
3)

∣∣∣ � Cλ3 for i = 24 . . . 42,

where the constants C depend only on � and He
T .

Denote

b(x, λ) := Lλ[Hap(x)].
Then, for x ∈ �\σ2 we have b(x, λ) = 0. Let b̃ be the representation of b under
the z-coordinate system (for x ∈ N0). Then for any x ∈ σ4 we have∣∣∣b̃∣∣∣ � C

(
�,He

T

)
λ3,

∣∣∣∇z b̃
∣∣∣ � C

(
�,He

T

)
λ3,

∣∣∣∇2
z b̃
∣∣∣ � C

(
�,He

T

)
λ3.

(3.3)

From the expressions of H , W and �, we see that∣∣∣H + λW + λ2�

∣∣∣ � Ce−z3/2.

Therefore, for x ∈ σ2\σ4 we also have (3.3) holding for λ small.
We introduce the remainder term R by

R = Hλ − Hap, (3.4)

where Hλ is the solution of system (1.4). Then R satisfies

−λ2 curl
[
a1(x) curlR + 2λ2

∫ 1
0 h1(x, t)〈M, curlR〉M dt

]
− R = b(x, λ) in �,

RT = 0 on ∂�,

(3.5)

where the symbol 〈·, ·〉 represents the inner product between two vectors, the func-
tions a1(x) and h1(x, t) are defined by

a1 (x) =
∫ 1

0
F
(
λ2| curl (Hap + tR

) |2) dt, h1 (x, t)

= F ′ (λ2| curl (Hap + tR
) |2) (3.6)

and the vector M is defined by

M(x, t) = curl(Hap + tR). (3.7)

This is a curl-type linear elliptic system with the coefficients satisfying

a1(x) � 1, h1(x, t) � 0.

We begin to consider how the regularity of the solution R depends on the
parameterλ.Firstly, note that the integral in (3.5)with respect to t does not influence
the regularity of the vector R, this is because we can calculate the integral with
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respect to t finally in the process of the estimate. Hence, it suffices to consider the
system

−λ2 curl(a(x) curlR + λ2h(x)〈M, curlR〉M) − R = b(x, λ) in �,

RT = 0 on ∂�.
(3.8)

Let

HT (curl,�) =
{
u ∈ L2(�) : curl u ∈ L2(�), uT = 0 on ∂�

}
.

Now we state the following global H1 estimate:

Lemma 3.1. Let R ∈ H1(�) be the solution of system (3.8). Then we have

‖R‖L2(�) + ‖λ∇R‖L2(�) � C
(‖b‖L2(�) + ‖λ div b‖L2(�)

)
, (3.9)

where the constant C depends only on �, but not on λ.

Proof. Note that the vector R can be viewed as a weak solution of (3.8) in the
sense of∫

�

{
λ2(a(x) curlR + λ2h(x)〈M, curlR〉M) · curlB + R · B

}
dx =

∫
�

b · Bdx

(3.10)

for all B ∈ HT (curl,�). Then taking B = R, we have∫
�

(
λ2a(x)| curlR|2 + λ4h(x)|M · curlR|2 + |R|2

)
dx =

∫
�

b · Rdx .

By the Cauchy’s inequality and by noting that a(x) � 1 and h(x) � 0, we get

‖λ curlR‖L2(�) + ‖R‖L2(�) � C‖b‖L2(�).

From (3.8), naturally we have

divR = div b.

Applying the following inequality for R ∈ HT (curl,�):

‖∇R‖L2(�) � C (�)
(‖ curlR‖L2(�) + ‖ divR‖L2(�)

)
,

we thus obtain the global H1 estimate for R:

‖R‖L2(�) + ‖λ∇R‖L2(�) � C
(‖b‖L2(�) + ‖λ div b‖L2(�)

)
.

This ends the proof. �
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In the following, we shall establish the H2 estimate near boundary. We use the
notations introduced in Section 2. Let X0 ∈ ∂� be fixed and consider the estimate
in the neighborhood of X0, denote by U . We assume that F defined by (2.1) is a
diffeomorphism from a half ball B+

R (0) with the center at the origin and the radius
R onto U

⋂
�. For λ small, denote

O := B+
2 (0) ⊂ B+

R/λ(0), T := ∂ B+
2 (0)

⋂
∂R3+.

Let R̃, M̃, b̃, ã, h̃ be the representations ofR,M,b, a, h under the z-coordinate
system respectively. From (3.3), it follows that

‖b‖L2(�) + ‖λ div b‖L2(�) � Cλ3

and

‖b̃‖H2(O) � Cλ3, ‖b̃‖C2(O) � Cλ3. (3.11)

Then from Lemma 3.1, by scaling argument we have the following H1 estimate
for R̃ :

‖R̃‖H1(O) � Cλ3/2. (3.12)

Rewriting system (3.8), we obtain

−C urlz
[
ã(z)C urlz R̃ + h̃(z)〈M̃,C urlz R̃〉M̃

]
− R̃ = b̃(z, λ) in O,

R̃T = 0 on T ,

(3.13)

where the operator C urlz is defined by (2.7) and the coefficients satisfy, for some
positive constant �,

ã(z) � 1; h̃(z) � 0; (3.14)

‖ã(z)‖C1,α(O)
, ‖h̃(z)‖C1,α(O)

, ‖M̃‖C1,α(O)
� �, (3.15)

where the constant � depends on �,α and ‖He
T ‖C2,α(∂�). See [3, Lemma 8.2].

We need to mention that one can check that the system (3.13) satisfies the
ellipticity condition, the supplementary condition and the complementary boundary
conditions as specified by Agmon et al. in [2], then we can apply Theorem 10.4
in [2] to obtain the W 2,p estimate for p > 3, and hence the C1 estimate for R̃
(Theorem 3.3). This idea was pointed out by the referee.

We can also establish the H2 estimate directly by using the difference-quotient
technique [8] and the div-curl estimate. Then by solving a regular oblique derivative
problem to obtain the C1 estimate for R̃. We here adopt the second method.

We first show the H2 estimate near boundary for R̃.

Lemma 3.2. Let R̃ be the solution of system (3.13) with the coefficients satisfying
(3.14). Then we have the estimate

‖R̃‖H2(B+
5/4(0))

� Cλ3/2, (3.16)

where the constant C depends only on � and �, but not on λ.
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Proof. For M̃ = 0, b̃(z, λ) = 0 and if the C urlz operator is replaced by the curl
operator, the proof of H2 estimate can be found in [3, Theorem 4.1].

We divide the estimate into two parts: the tangential and the normal derivatives
of∇R̃. We first consider the estimate on the tangential derivative of∇R̃. Let σ > 0
be small. For any function ψ we define

δσ ψ(z) = 1

σ
[ψ(z + σei ) − ψ(z)],

ψt,σ (z) = ψ(z) + t[ψ(z + σei ) − ψ(z)] = ψ(z) + σ tδσ ψ(z), (3.17)

where the unit vector ei denotes the i-th direction of coordinate system. Here, we
choose i = 1, 2.

Set

Q(z) = ã(z)C urlz R̃ + h̃(z)〈M̃,C urlz R̃〉M̃.

From (3.13), for all B̃ ∈ HT (O) with support in the interior of B2(0), we obtain
that ∫

O

(
(Q(z + σei ) − Q(z)) · C urlz B̃ + σδσ R̃ · B̃

)√
G̃dz

= σ

∫
O

δσ b̃ · B̃
√

G̃dz, (3.18)

where G̃ = G̃11G̃22G̃33 is defined by (2.5). By the simple calculations,

Q(z + σei ) − Q(z)

=
∫ 1

0

d

dt

[
ãt,σ (C urlz R̃)t,σ + h̃t,σ 〈M̃t,σ , (C urlz R̃)t,σ 〉M̃t,σ

]
dt

= σ

∫ 1

0
(I1 + I2 + I3 + I4) dt

with

I1 = δσ ã(C urlz R̃)t,σ , I2 = ãt,σ δσ (C urlz R̃),

I3 = h̃t,σ 〈M̃t,σ , δσ (C urlz R̃)〉M̃t,σ ,

I4 = h̃t,σ 〈δσ M̃, (C urlz R̃)t,σ 〉M̃t,σ + δσ h̃〈M̃t,σ , (C urlz R̃)t,σ 〉M̃t,σ

+ h̃t,σ 〈M̃t,σ , (C urlz R̃)t,σ 〉δσ M̃.

We now estimate the first integral in (3.18) and choose B̃ = η2δσ R̃, where η is a
cut-off function defined by

η(z) =
⎧⎨
⎩
0, z ∈ B2(0)\B3/2(0),
1, z ∈ B5/4(0),
smooth others.

(3.19)

Note that we have the inequality ([8, Lemma 7.23])∫
O

|δσ (ηR̃)|2dz �
∫
O

|Di (ηR̃)|2dz. (3.20)



1618 Xingfei Xiang

Then, for σ small, by the Cauchy’s inequality we have∣∣∣∣
∫
O

I1 · C urlz
(
η2δσ R̃

)√
G̃dz

∣∣∣∣
� C (�,�) ‖R̃‖2H1(O)

+ ε

∫
O

|C urlz
(
ηδσ R̃

)
|2dz. (3.21)

For the integral involving I2,∫
O

I2 · C urlz
(
η2δσ R̃

)√
G̃dz � 1

2

∫
O

∣∣∣C urlz
(
ηδσ R̃

)∣∣∣2 dz

−C (�,�) ‖R̃‖2H1(O)
− ε

∫
O

∣∣∣C urlz
(
ηδσ R̃

)∣∣∣2 dz. (3.22)

For the integral involving I3,∫
O

I3 · C urlz(η
2δσ R̃)

√
G̃dz � −C(�,�)‖R̃‖2H1(O)

− ε

∫
O

|C urlz(ηδσ R̃)|2dz.

(3.23)

We estimate the integral involving I4. For any bounded vectors A and B, we have∣∣∣∣
∫
O

〈A, (C urlz R̃)t,σ 〉〈B,C urlz(η
2δσ R̃)〉

√
G̃dz

∣∣∣∣
� C(�,�)

∫
O

|∇zR̃| · |C urlz(η
2δσ R̃)|dz + ε

∫
O

|C urlz(ηδσ R̃)|2dz.

This gives that∣∣∣∣
∫
O

I4 · C urlz(η
2δσ R̃)

√
G̃dz

∣∣∣∣ � C(�,�)‖R̃‖2H1(O)
+ ε

∫
O

|C urlz(ηδσ R̃)|2dz.

(3.24)

For the integral in the right side of (3.18), we have∣∣∣∣
∫
O

δσ b̃ · B̃
√

G̃dz

∣∣∣∣ � C(�,�)
(
‖b̃‖2H1(O)

+ ‖R̃‖2H1(O)

)
. (3.25)

Plugging the inequalities (3.21)–(3.25) back to (3.18), we thus obtain the estimate
on the C urlz part:∫

O
|C urlz(ηδσ R̃)|2dz � C(�,�)

(
‖b̃‖2H1(O)

+ ‖R̃‖2H1(O)

)
. (3.26)

Therefore, from the expression of C urlz we have∫
O

| curl(ηδσ R̃)|2dz

� C(�,�)
(
‖b̃‖2H1(O)

+ ‖R̃‖2H1(O)

)
+ ε

∫
O

|∇(ηδσ R̃)|2dz. (3.27)
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We now estimate the divergence part. For any vector U = (U1, U2, U3) we
have

λ divx U = 1√
G̃

( ∂

∂z1

(√
G̃22G̃33Ũ1

)
+ ∂

∂z2

(√
G̃11G̃33Ũ2

)

+ ∂

∂z3

(√
G̃11G̃22Ũ3

))
,

where divx u denotes the divergence of a vector u with respect to the variables x .
From system (3.8) we see that

divx R = divx b.

Denote

DivzR̃ := ∂

∂z1

(√
G̃22G̃33 R̃1

)
+ ∂

∂z2

(√
G̃11G̃33 R̃2

)
+ ∂

∂z3

(√
G̃11G̃22 R̃3

)
.

Then it follows that∫
O

| div(ηδσ R̃)|2dz � C
∫
O

(
|ηδσ R̃|2 + |Divz(δσ R̃)|2 + ε

C
|∇(ηδσ R̃)|2

)
dz

� C(�,�)
(
‖b̃‖2H2(O)

+‖R̃‖2H1(O)

)
+ε

∫
O

|∇(ηδσ R̃)|2dz.

(3.28)

Applying the L p estimate of the gradient of vector fields, and then from (3.27) and
(3.28), we obtain that∫

O
|∇(ηδσ R̃)|2dz � C(�,�)

(∫
O

| div(ηδσ R̃)|2dz +
∫
O

| curl(ηδσ R̃)|2dz

)

� C(�,�)
(
‖b̃‖2H2(O)

+ ‖R̃‖2H1(O)

)
.

This yields that∥∥∥δσ (∇(ηR̃))

∥∥∥
L2(O)

� C(�,�)
(
‖b̃‖H2(O) + ‖R̃‖H1(O)

)
.

It follows from [8, Lemma 7.24] that∥∥∥∇i (∇(ηR̃))

∥∥∥
L2(O)

� C(�,�)
(
‖b̃‖H2(O) + ‖R̃‖H1(O)

)
.

Therefore, we have

2∑
i=1

∥∥∥∇i (∇R̃)

∥∥∥
L2(B+

5/4)
� C(�,�)

(
‖b̃‖H2(O) + ‖R̃‖H1(O)

)
. (3.29)
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To obtain the estimate for the normal derivative of ∇R̃ we shall apply the
equations. Rewrite system (3.13) as follows:⎧⎪⎨

⎪⎩
[
−ã(z) − h̃(z)M̃2

2

]
∂33 R̃1 + h̃(z)M̃1M̃2∂33 R̃2 = f,

h̃(z)M̃1M̃2∂33 R̃1 +
[
−ã(z) − h̃(z)M̃2

1

]
∂33 R̃2 = g,

(3.30)

where f and g are linear combinations of ∇R̃,∇∇1R̃,∇∇2R̃, R̃ and b̃. Solving
∂33 R̃1 and ∂33 R̃2 from (3.30), and then applying (3.29), we have

2∑
i=1

‖∂33 R̃i‖L2(B+
5/4)

� C(�,�)
(
‖b̃‖H2(O) + ‖R̃‖H1(O)

)
, (3.31)

where we have used(
ã(z) + h̃(z)M̃2

2

) (
ã(z) + h̃(z)M̃2

1

)
− h̃2(z)M̃2

1 M̃2
2 � 1.

Using divR = div b to solve ∂33 R̃3, and then applying the estimate in (3.29) and
(3.31), we obtain that

‖∇2R̃‖L2(B+
5/4)

� C(�,�)
(
‖b̃‖H2(O) + ‖R̃‖H1(O)

)
.

From (3.3) and (3.12), it follows that

‖∇2R̃‖L2(B+
5/4)

� C(�,�)λ3/2.

This lemma is completed. �

At last, we show the C1 estimate for R̃ on a half ball B+
1 by solving a regular

oblique derivative problem.

Theorem 3.3. Let R̃ be the solution of system (3.13) with the coefficients satisfying
(3.14). Then we have the estimate

‖R̃‖
C1(B+

1 )
� Cλ3/2, (3.32)

where the constant C depends only on � and �, but not on λ.

Proof. Applying the Sobolev imbedding theorem ([1, Lemma 5.17]), for any β

with 0 < β < 1/2 we have

‖R̃‖Cβ (B+
5/4)

� C‖R̃‖
H2
(

B+
5/4

),
where the constant C depends on β. In the following, we let β (β < α) be fixed
and let �1 = B+

5/4. We now consider the following div-curl problem:

curl B̃ = q̃, div B̃ = 0 in �1, ν · B̃ = 0 on ∂�1,
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where

q̃ =
(√

G̃22G̃33

(
b̃1 − R̃1

)
,

√
G̃11G̃33

(
b̃2 − R̃2

)
,

√
G̃11G̃22

(
b̃3 − R̃3

))
.

Then we have the C1,β estimate

‖B̃‖C1,β (�1)
� C

(
‖b̃‖Cβ (�1)

+ ‖R̃‖Cβ (�1)

)
and the H1 estimate

‖B̃‖H1(�1)
� C

(
‖b̃‖L2(�1)

+ ‖R̃‖L2(�1)

)
. (3.33)

Denote

P̃ = ã(z)C urlz R̃ + h̃(z)〈M̃,C urlz R̃〉M̃.

Then we can write (3.13) by

curl

(
(P̃1

√
G̃11, P̃2

√
G̃22, P̃3

√
G̃33) − B̃

)
= 0 in �1.

By global Poincar é lemma in bounded domains, there exists φ ∈ H2(�1) satis-
fying

∫
�1

φdx = 0 such that(
P̃1

√
G̃11, P̃2

√
G̃22, P̃3

√
G̃33

)
− B̃ = ∇φ in �1. (3.34)

By Sobolev imbedding theorem we obtain that

‖φ‖Cβ (�1)
� C‖φ‖H2(�1)

� C‖∇φ‖H1(�1)
.

Based on the estimates on R̃ (Theorem 3.2) and on B̃ (see (3.33)), we thus get

‖φ‖Cβ (�1)
� C

(
‖R̃‖H2(�1)

+ ‖B̃‖H1(�1)

)
.

From (3.34), we can calculate

curl

(
R̃1

√
G̃11, R̃2

√
G̃22, R̃3

√
G̃33

)
= (J1, J2, J3) ,

where

J1 =
(

ã + h̃ M̃2
2 + h̃ M̃2

3

)
ψ1 − h̃ M̃1M̃2ψ2 − h̃ M̃1M̃3ψ3

ã2
(

ã + h̃|M̃|2
)√

G̃11

,

J2 =
(

ã + h̃ M̃2
1 + h̃ M̃2

3

)
ψ2 − h̃ M̃1M̃2ψ1 − h̃ M̃2M̃3ψ3

ã2
(

ã + h̃|M̃|2
)√

G̃22

,

J3 =
(

ã + h̃ M̃2
1 + h̃ M̃2

2

)
ψ3 − h̃ M̃1M̃3ψ1 − h̃ M̃2M̃3ψ2

ã2
(

ã + h̃|M̃|2
)√

G̃33

(3.35)
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with

ψ1 = (φx1 + B1
)√

G̃22G̃33, ψ2 = (φx2 + B2
)√

G̃11G̃33,

ψ3 = (φx3 + B3
)√

G̃11G̃22.

Plugging these formulas into the equation

div(J1, J2, J3) = 0 in �1. (3.36)

Then we can see that the Equation (3.36) is a uniformly elliptic equation with
variable coefficients with respect to the unknown function φ.

We now consider the boundary condition. From the boundary conditon R̃T = 0
on T , we have

J3 = 0 on T .

Rewrite the above boundary condition with the form

3∑
i=1

βi (x) · Diφ = ϕ(x) on T . (3.37)

Then we can find that the normal component β3(x) of the vector (β1, β2, β3) sat-
isfies

|β3(z)| � γ0 for z ∈ T
for some positive constant γ0, and the function ϕ has the estimate

‖ϕ‖C1,β (∂�1
⋂T ) � C‖B̃‖C1,β (∂�1

⋂T ).

Therefore, the equation (3.36) with the boundary condition (3.37) is a regular
oblique derivative problem. Theorem 6.30 in [8] is applicable in �1, and we get
the local C2,β estimate for φ:

‖φ‖
C2,β (B+

9/8)
� C(�)

(
‖φ‖C0(�1)

+ ‖B̃‖C1,β (�1)

)
.

From (3.35), it follows that curl R̃ ∈ C1,β(B+
9/8) with the estimate

‖ curl R̃‖
C1,β (B+

9/8)
� C(�,�)

(
‖b̃‖H2(�1)

+ ‖R̃‖H2(�1)

)
.

From this estimate and noting that divR = div b, we get the C1 estimate

‖R̃‖
C1
(

B+
1

) � C

(
‖ curl R̃‖

C1,β
(

B+
9/8

) + ‖ div R̃‖
C1
(

B+
9/8

) + ‖R̃‖
Cβ
(

B+
9/8

))

� C (�,�)
(
‖b̃‖H2(�1)

+ ‖b̃‖C2(�1)
+ ‖R̃‖H2(�1)

)
.

This gives

‖R̃‖
C1(B+

1 )
� Cλ3/2,

since the inequalities (3.11) and (3.12). This theorem is proved. �
Therefore, from Theorem 3.3 the inequality (1.6) follows immediately.
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4. Proof of Theorem 1.1

Before proving Theorem 1.1, we first calculate u′
1(0) and u′

2(0) which will be
used later, where u1 and u2 are the solutions of (2.24) and (2.25) respectively. Set
u3 = u1 − u2 + f . Then from (2.24)and (2.25) we have the following ODE:{

∂3

(
∂3u3

1−3 f 2

)
− u3 = 0, y3 > 0,

u3(0) = f (0), u3(∞) = 0.

We can obtain the solution

u3 (z3) = 1(
1 − f 2 (0)

) (1 − f 2 (z3)
)

f (z3) .

Thus we have

u′
1 (0) − u′

2 (0) = −2 f 2 (0)

1 − f 2 (0)
f ′ (0) .

We now solve u′
2(0). Let

g(z3) = ∂3u2

1 − 3 f 2
.

Then from (2.25), it follows that

g′′ − (1 − 3 f 2)g = − f ′, z3 > 0.

Using f ′′ = (1 − f 2) f , we have(
f ′g′ − f ′′g

)′ = f ′g′′ − f ′′′g = − f ′2.

Integrating from 0 to ∞ on both sides with respect to the variable z3, then noting
that g′(0) = − f (0) we can conclude that

g(0) = 1

f ′′(0)

(
− f (0) f ′(0) −

∫ ∞

0
f ′2dz3

)
.

This gives that

u′
2(0) = 1 − 3 f 2(0)

f ′′(0)

(
− f (0) f ′(0) −

∫ ∞

0
f ′2dz3

)
.

Note that from the solution of (2.11) we have∫ ∞

0
f ′2dz3 = 1

3

(
2 + 2 f ′(0)

f (0)
− f (0) f ′(0)

)
, (4.1)

see the proof in Appendix C. Then we obtain that

u′
2(0) = 1 − 3 f 2(0)

3 f ′′(0)

(
−2 f (0) f ′(0) − 2 − 2 f ′(0)

f (0)

)
(4.2)
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and

u′
1(0) + f ′(0) = 1 − 3 f 2(0)

3 f ′′(0)

(
f (0) f ′(0) − 2 − 2 f ′(0)

f (0)

)
. (4.3)

By simple calculations for (4.2) and (4.3) or by the maximum principle for the
equations (2.24) and (2.25), we can show that

u′
1(0) + f ′(0) < 0, u′

2(0) > 0.

We now begin to prove Theorem 1.1.

Proof of Theorem 1.1. Let Hλ be the solution of system (1.4). From Proposition
3.4 in [12] obtained by Monneau, we see that the function |λ curlHλ| obtains its
maximum only on ∂�. Therefore, we need to take the asymptotic expansion forHλ

near the boundary. Let H̃ be the representation ofHλ under the z-coordinate system
(see Section 2). Then for any x belonging to the neighborhood of the boundary,
from Theorem 3.3, under the z-coordinate system it follows that

C urlz H̃ = C urlz (H (z1, z2, z3) + λW (z1, z2, z3)) + O
(
λ3/2

)
,

whereH andW are definedby (2.15) and (2.28)with (z1, z2, 0) = X0 respectively.
From (6.10) in Appendix, we have

|C urlz (H (z1, z2, z3) + λW (z1, z2, z3))|2

= | curlH0|2 + 2λ
(
curlH0 · curlw − κ2∂3H0

2 H0
2 − κ1∂3H0

1 H0
1

)
+ O

(
λ2
)

,

where H0 is defined by (2.12) with (z1, z2, 0) = X0. Therefore, we have∣∣∣C urlz H̃
∣∣∣2 = | curlH0|2 + 2λ

(
curlH0 · curlw − κ2∂3H0

2 H0
2 − κ1∂3H0

1 H0
1

)
+ O

(
λ3/2

)
.

In particular, for any x ∈ ∂� we obtain that, by (2.13) and (2.26),

|λ curlHλ(x)|2=
∣∣∣C urlz H̃

∣∣∣2= f ′′
x (0)2 − 2λ f ′′

x (0)m(x)+O(λ3/2), (4.4)

where the function f depending on X0 is defined by (2.11) and the function m(x)

is defined by

m(x) =
(

cos2θ(x)κ1(x) + sin2θ(x)κ2(x)
) (

u1
′(0) + f ′

x (0)
)

+
(

cos2θ(x)κ2(x) + sin2θ(x)κ1(x)
)

u2
′(0)

with u1 and u2 being the solutions of (2.24) and (2.25) respectively.
Recall that

f ′′
x (0) =

[
1 −

(
1 − 2|h̃|2

)1/2] (
1 − 2|h̃|2

)
> 0,
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where h̃ is defined in (2.10). Then from (4.4) we see that, as λ → 0, the position
where the maximum of |λ curlHλ| is attained must approach the points in ∂�(He

T )

defined by (1.3). This result has been proved earlier by Bates and Pan in [3].
For precisely, we need to check the second term in the right side of (4.4). It is

obvious to see that if x ∈ ∂�(He
T ) then the minimum points of m(x) correspond

to the maximum points of |λ curlHλ| for small λ. Define

S =
{

x ∈ ∂�
(
He

T

) : min
x̃∈∂�(He

T )
m(x̃) = m(x)

}
. (4.5)

From the formula (1.8), we see that the maximum points of |Q| correspond to
the maximum points of |λ curlHλ|. Therefore, the maximum points of |Q| must be
around the points in the set S for small λ. This theorem is proved. �

In the special case of Theorem1.1, we consider a type-II superconductor sample
in the shape of an ellipsoid.

Example 4.1. Let He = (0, 0, h) with the constant h satisfying |h| <
√
5/18.

Suppose that the domain is an ellipsoid:

� : x21
a2 + x22

b2
+ x23

a2 < 1, a > b > 0.

Then the maximum points of |Q| must approach, as λ → 0, the points in the set

Sb = {(0, b, 0), (0,−b, 0)}.

To see this, from [3], it follows that

∂�(He
T ) =

{
x ∈ ∂� : x21

a2 + x22
b2

= 1, x3 = 0

}
.

Let ∂�(He
T ) be the principal direction corresponding to κ1(x). Using the polar-

coordinate transformation: x1 = a cosα, x2 = b sin α, for any point x ∈ ∂�(He
T )

we have

κ1(x(α)) = ab

(a2 sin2 α + b2 cos2 α)
3
2

, κ2(x(α)) = ab

a2(a2 sin2 α + b2 cos2 α)
1
2

.

Thus, we have

m(x(α)) = κ2(x(α))
(
u1

′(0) + fh
′(0)
)+ κ1(x(α))u2

′(0).

We can calculate that the function m(x(α)) is monotone decreasing with respect to
α in [0, π/2] for any h satisfying |h| <

√
5/18. Therefore, from Theorem 1.1 we

obtain the set Sb.
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5. Proof of Theorem 1.2

In this section we prove that the solution Hλ to system (1.4) in the normal
direction away from the boundary decays exponentially for small λ. But before
that, we first show that the solution away from the boundary is uniformly bounded
in the norm of C3

λ (see (5.2)) and can be arbitrarily small.
Denote

�n := {x ∈ � : dist(x,�) > nλ} . (5.1)

Define the norm of Ck
λ on �n (for some n) by

‖u‖Ck
λ

(
�n
) := ‖u‖C0

(
�n
) +

k∑
i=1

λi‖Diu‖C0
(
�n
), k = 1 . . . 3. (5.2)

We begin to establish the C3
λ

(
�2
)
estimate.

Lemma 5.1. Let H be the solution of system (1.4). Then we have

‖H‖C3
λ

(
�2
) � C

(‖He
T ‖C0(∂�)

)
,

where the constant C depends on � and He
T , but not on λ.

Proof. Let Ȟ(t) = H(λt), and let

�λ = {t : t = x/λ, x ∈ �} . (5.3)

Denote

ωn := {t ∈ �λ : dist(t, ∂�λ) � n
}
. (5.4)

The proof is straightforward, we here give the outline.
Step 1 Interior H1 estimate. This follows from Lemma 8.1 in [3] that for any

unit ball B1 ∈ ω1 we have ∥∥∥Ȟ∥∥∥
H1(B1)

� C, (5.5)

where the constant C depends only on � and He
T , but not on λ.

Step 2 Interior H2 estimate. The proof is similar to that of Theorem 4.1 in [3]
and of Lemma A.4 in [19]. We can get that∥∥∥Ȟ∥∥∥

H2(B1/2)
� C

∥∥∥Ȟ∥∥∥
H1(B1)

.

Step 3 From step 2 and step 3 in the proof of Theorem 2.1 in [19], it follows
that

‖Ȟ‖C3(B1/32)
� C(‖Ȟ‖H2(B1/2)

).

For any ball B1/32 ∈ ω2 the above inequality always holds, and hence∥∥∥Ȟ∥∥∥
C3(ω2)

� C,

where the constant C depends on � and He
T . From the inequalities in step 1-step

3, we obtain this lemma by the scaling argument. �
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Let R be defined by (3.4). Then by Lemma 5.1 the coefficients in the system
(3.8) satisfy, for some positive constant �,

a(x) � 1; h(x) � 0;
‖a‖C2

λ(�2)
, ‖h‖C2

λ(�2)
, ‖M‖C2

λ(�2)
� �.

(5.6)

From (3.3), we have

‖b‖C2
λ(�2)

� Cλ3. (5.7)

We now show that the solution of system (3.8) can be arbitrarily small in the
norm of C2

λ if λ is sufficiently small.

Lemma 5.2. Let R be the solution of system (3.8). Then there exists a constant C
depending on � and �, but not on λ such that

‖R‖C2
λ(�4)

� Cλ3/2, (5.8)

where �4 is defined in (5.4).

Proof. The proof is similar to that of Lemma 5.1. Let Ř(t) = R(λt). From Lemma
3.1, by the scaling argument we have the H1 estimate for Ř :

‖Ř‖H1(�λ) � Cλ3/2,

where the constant C depends on � and He
T . Then by the difference-quotient

technique, for any unit ball B1 ∈ ω3 we get the H2 estimate

‖Ř‖H2(B1)
� Cλ3/2,

where ω3 is defined by (5.4). Similar to the proof of Theorem 3.3 where treated the
boundary estimate (or by the Schauder estimate for elliptic systems), one can get
the interior estimate

‖Ř‖C2(ω4)
� Cλ3/2.

This completes the proof by the scaling argument. �
At last, we give the proof of Theorem 1.2.

Proof of Theorem 1.2. From (3.4) and Lemma 5.2, there exist constants α ∈
(β, 1), N and λ1 such that for any x ∈ �N and λ ∈ (0, λ1) we have

α2 < |F
(
|λ curlH|2

)
(x)|−1,

where �N is defined by (5.1).
Taking the inner product of (1.4) by η2H for any η ∈ H1

0(�), we obtain∫
�

(
λ2F(|λ curlH|2)| curl(ηH)|2 + |ηH|2

)
dx

= λ2
∫

�

F(|λ curlH|2)|∇η × H|2dx .
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Then one sets

η(x) = ζ(x)eα
d(x,∂�)

λ ,

where ζ ∈ C∞
0 (�, [0, 1]) is a cutoff function satisfying

ζ(x) = 1 if d(x, ∂�) > (N + 1)λ; ζ(x) = 0 if d(x, ∂�) < Nλ; and

|∇ζ | � 2/λ.

Combining with (5.5), we thus get∫
�

e2α
d(x,∂�)

λ |H|2dx � C, (5.9)

where the constant C depends on � and He
T , but not on λ.

Let A = eα
d(x,∂�)

λ H. Then A satisfies

−λ2 curl[b(x) curlA] + λ curl[b(x)c(x) × A]
+ b(x)c(x) × [λ curlA − c(x) × A] = A in �

with the compatibility condition

λ divA = g(x) in �

and the boundary condition

AT = He
T on ∂�,

where

b(x) = F(|λ curlH|2), c(x) = α∇d(x, ∂�), g(x) = c(x) · A.

This is an elliptic boundaryvalueproblem in the senseofAgmon-Douglis-Nirenberg
[2]. Let Ǎ(t) = A(λt). Then from [2, Theorem 10.5] we have

‖Ǎ‖H2(ω5)
� C‖Ǎ‖L2(ω0)

� Cλ−3/2,

where ωn is defined by (5.4). Therefore, Ǎ ∈ Cγ (ω5) with 0 < γ < 1/2. Then by
the Schauder estimate ([2, Theorem 10.7]), we obtain that

‖Ǎ‖C2(ω6)
� C‖Ǎ‖Cγ (ω5).

Hence,

‖A‖C2
λ(�6)

� Cλ−3/2.

This gives that

λ| curlH(x)| � Cλ−3/2e−α
d(x,∂�)

λ for x ∈ �6.

Therefore, there exists λ0 � λ1 such that for any λ ∈ (0, λ0) we have

λ| curlH(x)| � Ce−β
d(x,∂�)

λ for x ∈ �̄.

This completes the proof since the equality (1.8). �
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Remark 5.3. We need to mention that the proof of Theorem 1.2 based on the
Agmon estimates is completely given by the referee, and the decay rate is optimal.
In Appendix D, we will give another proof by applying the comparison principle,
but we only obtain the decay rate β < 1/

√
2.
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on the manuscript that helped to essentially improve the paper. In particular, the referee
gives a new proof of Theorem 1.2 by applying the Agmon estimates such that the decay
rate is optimal. The research work was partially supported by the National Natural Science
Foundation of China Grant No. 11401437.

Appendix A. Derivation of System (2.18)

In this section we shall derive the system (2.18). The analysis is based on the
knowledge of differential geometry and the asymptotic expansions. For the local
coordinate expansions we refer to Section 3 in [14].
Let X0 ∈ ∂� be fixed. We now consider the problem in the neighborhood U of
X0. Note that the system (1.4) is invariant to the rotation of coordinate. Thus we
may assume that the unit inward normal vector of ∂� at X0 is k = (0, 0, 1), one
of the principle direction at the point X0 is e1 = i = (1, 0, 0), the other principle
direction is e2 = j = (0, 1, 0). Let κ1(X0) and κ2(X0) be the principle curvatures
of ∂� at X0 corresponding to the principle direction e1 and e2 respectively.
According to the notations defined in Section 2, we have

r1 (y) =
(
1 + 
1

1 j y j

)
i + 
2

1 j y j j + κ1y1k + O
(

y21 + y22

)
,

r2 (y) = 
1
2 j y j i +

(
1 + 
2

2 j y j

)
j + κ2y2k + O

(
y21 + y22

)
,

where κ1 = κ1(X0), κ2 = κ2(X0) and 
k
i j denote the value of the Christoffel

symbols at X0, the subscript j means the summation from 1 to 2. From (2.2) and
(2.5), we see that

G̃11 (z) = 1 + 2λ
(

1
1 j z j − κ1z3

)
+ R1

(
λ2
)

, (6.1)

G̃22 (z) = 1 + 2λ
(

2
2 j z j − κ2z3

)
+ R2

(
λ2
)

. (6.2)

This gives that

√
G̃11 (z) = 1 + λ

(

1
1 j z j − κ1z3

)
+ O

(
λ2
)

, (6.3)√
G̃22 (z) = 1 + λ

(

2
2 j z j − κ2z3

)
+ O

(
λ2
)

. (6.4)
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We first take the formal asymptotic expansion for H̃λ(z) = Ĥλ(λz) (defined in
(2.5)) with respect to the variables z1 and z2 at the point (0, 0, z3). By Taylor
expansion for Ĥ0(y1, y2, z3) (defined by (2.15)) at the point (0, 0, z3), we have

Ĥ0 (y1, y2, z3) = H0 + y1∂y1Ĥ0 (0, 0, z3) + y2∂y2Ĥ0 (0, 0, z3)

+R0

(
|y21 + y22 |

)
. (6.5)

Denote(
p11, p21, 0

)
:= ∂y1Ĥ0 (0, 0, z3) ,

(
p12, p22, 0

)
:= ∂y2Ĥ0 (0, 0, z3) ,

and let

q1 := w1 + z1 p11 + z2 p12, q2 := w2 + z1 p21 + z2 p22 .

Then from the inner expansion (2.8), we have the following formal asymptotic
expansion:

Ĥλ(λz) =
(

H0
1 + λq1, H0

2 + λq2, λw3

)
+ R3

(
λ2
)

. (6.6)

From the definition of (2.4) for C urlz H̃ with y = λz, it follows that

Q1 (λz) = −∂3H0
2 + λ

(
∂2w3 − ∂3q2 + κ2H0

2

)
+ R4

(
λ2
)

, (6.7)

Q2 (λz) = ∂3H0
1 + λ

(
∂3q1 − ∂1w3 − κ1H0

1

)
+ R5

(
λ2
)

, (6.8)

Q3 (λz) = λ
(
∂1q2 − ∂2q1 + 
2

21H0
2 − 
1

12H0
1

)
+ R6

(
λ2
)

. (6.9)

We introduce

v = (q1, q2, w3),

then we have

curlH0 · curl v = −∂3H0
2 (∂2w3 − ∂3q2) + ∂3H0

1 (∂3q1 − ∂1w3) .

From (6.3), we see that

|C urlz H̃|2 − | curlH0|2 = 2λ
(
curlH0 · curl v − κ2∂3H0

2 H0
2 − κ1∂3H0

1 H0
1

)
+R7

(
λ2
)

. (6.10)

By applying the equality

F
(
|C urlz H̃|2

)
− F

(
| curlH0|2

)
=
∫ 1

0
F ′ (| curlH0|2 + t

(
|C urlz H̃|2 − | curlH0|2

))
dt
(
|C urlz H̃|2

−| curlH0|2
)

,
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we thus obtain that

F
(
|C urlz H̃|2

)
− F

(
| curlH0|2

)
= 2λF ′ (| curlH0|2

) (
curlH0 · curl v

− κ2∂3H0
2 H0

2 − κ1∂3H0
1 H0

1

)+ R8

(
λ2
)

.

(6.11)

We now take the formal asymptotic expansion for system (2.8) with respect to the
parameter λ. Note that

F
(
|C urlz H̃|2

)
Q3 (λz)

√
G̃33

= λF
(
| curlH0|2

) (
∂1q2 − ∂2q1 + 
2

21H0
2 − 
1

12H0
1

)
+ R9

(
λ2
)

.

This gives that, for i = 1, 2,

∂i

(
F
(
|C urlz H̃|2

)
Q3 (λz)

√
G̃33

)
= λ∂i

(
F
(
| curlH0|2

)
(∂1w2 − ∂2w1)

)
+Ri

10

(
λ2
)

. (6.12)

Denote

c1 =2F ′ (| curlH0|2
) (

κ2H0
2 ∂3H0

2 +κ1H0
1 ∂3H0

1

)
∂3H0

1 +κ1F
(
| curlH0|2

)
H0
1 ,

c2 =2F ′ (| curlH0|2
) (

κ2H0
2 ∂3H0

2 +κ1H0
1 ∂3H0

1

)
∂3H0

2 + κ2F
(
| curlH0|2

)
H0
2 .

Then from (6.4), (6.8) and (6.11)

F
(|C urlz H̃|2)Q2

(
λz
)√

G̃22 − F
(| curlH0|2

)
∂3H0

1

= λ
(
2∂3H0

1 F ′(| curlH0|2
)
curlH0 · curl v + F

(| curlH0|2
)(

∂3q1 − ∂1w3
)

+ ∂3H0
1 F
(| curlH0|2

)(

2
2 j z j − κ2z3

))− λc1 + R11
(
λ2
)

(6.13)

and from (6.3), (6.7) and (6.11)

F
(|C urlz H̃|2)Q1

(
λz
)√

G̃11 − F
(| curlH0|2

)(− ∂3H0
2

)
= λ
(
2
(− ∂3H0

2

)
F ′(| curlH0|2

)
curlH0 · curl v + F

(| curlH0|2
)(

∂2w3 − ∂3q2
)

− ∂3H0
2 F
(| curlH0|2

)(

1
1 j z j − κ1z3

))+ λc2 + R12
(
λ2
)
. (6.14)

These show that

∂1
(
F
(|C urlz H̃|2)Q2

(
λz
)√

G̃22
)

= λ∂1
(
2∂3H0

1 F ′(| curlH0|2
)
curlH0 · curl v + F

(| curlH0|2
)(

∂3q1 − ∂1w3
))

+ λ
2
21∂3H0

1 F
(| curlH0|2

)+ R13
(
λ2
)

(6.15)
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and

∂2
(
F
(|C urlz H̃|2)Q1

(
λz
)√

G̃11
)

= λ∂2
(
2
(− ∂3H0

2

)
F ′(| curlH0|2

)
curlH0 · curl v

+ F
(| curlH0|2

)(
∂2w3 − ∂3q2

))
− λ
1

11∂3H0
2 F
(| curlH0|2

)+ R14
(
λ2
)
. (6.16)

From (2.9), we have

∂3

[
F
(
| curlH0|2

)
∂3H0

1

]
= H0

1 , ∂3

[
F
(
| curlH0|2

)
∂3H0

2

]
= H0

2 .

By using the above equalities, then from (6.12) we have

∂3

(
F
(
|C urlz H̃|2

)
Q2 (λz)

√
G̃22

)
− H0

1

= λ∂3
(
2∂3H0

1 F ′ (| curlH0|2
)
curlH0 · curl v

+ F
(
| curlH0|2

)
(∂3q1 − ∂1w3)

)
+ λH0

1

(

2
2 j z j − κ2z3

)
− λb1 + R15

(
λ2
)

(6.17)

and from (6.13) we have

∂3
(
F
(|C urlz H̃|2)Q1

(
λz
)√

G̃11
)+ H0

2

= λ∂3
(
2
(− ∂3H0

2

)
F ′(| curlH0|2

)
curlH0 · curl v

+ F
(| curlH0|2

)(
∂2w3 − ∂3q2

))
− λH0

2

(

1
1 j z j − κ1z3

)+ λb2 + R16
(
λ2
)
, (6.18)

where the functions b1 = b1(z3) and b2 = b2(z3) are defined by (2.19).
Denote

(P1,P2,P3) = C urlz

[
F
(
|C urlz H̃|

)2
C urlz H̃

]
.

We can obtain that, from (2.4), (6.12) and (6.17)

P1 = λ∂2
(
F
(| curlH0|2

)(
∂1w2 − ∂2w1

))− λ∂3
(
F
(| curlH0|2

)(
∂3q1 − ∂1w3

)
+ 2∂3H0

1 F ′(| curlH0|2
)
curlH0 · curl v)− H0

1 − λb1 + R17
(
λ2
)
,

(6.19)

from (2.4), (6.12) and (6.18)

P2 = −λ∂1

(
F
(
| curlH0|2

)
(∂1w2 − ∂2w1)

)
+ λ∂3

(
F
(
| curlH0|2

)
(∂2w3 − ∂3q2)

+ 2
(
−∂3H0

2

)
F ′ (| curlH0|2

)
curlH0 · curl v)− H0

2 + λb2 + R18

(
λ2
)

(6.20)
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and from (2.4), (6.15) and (6.16)

P3 = λ∂1
(
2∂3H0

1 F ′(| curlH0|2
)
curlH0 · curl v + F

(| curlH0|2
)(

∂3q1 − ∂1w3
))

− λ∂2
(
2
(− ∂3H0

2

)
F ′(| curlH0|2

)
curlH0 · curl v

+ F
(| curlH0|2

)(
∂2w3 − ∂3q2

))
+ λ
2

21∂3H0
1 F
(| curlH0|2

)+ λ
1
11∂3H0

2 F
(| curlH0|2

)+ R19
(
λ2
)
.

(6.21)

Therefore, at the point (0, 0, z3) we have

P1
(
0, 0, z3

) = λ∂2

(
F
(| curlH0|2

)(
∂1w2 − ∂2w1

))
− λ∂3

(
F
(| curlH0|2

)(
∂3w1 − ∂1w3

)
+ 2∂3H0

1 F ′(| curlH0|2
)
curlH0 · curlw)− H0

1 − λb1 + R20
(
λ2
)
,

P2
(
0, 0, z3

) = λ∂3
(
F
(| curlH0|2

)(
∂2w3 − ∂3w2

))
− λ∂1

(
F
(| curlH0|2

)(
∂1w2 − ∂2w1

))
+ 2
(− ∂3H0

2

)
F ′(| curlH0|2

)
curlH0 · curlw)

− H0
2 + λb2 + R21

(
λ2
)

and

P3
(
0, 0, z3

) = λ∂1
(
2∂3H0

1 F ′(| curlH0|2
)
curlH0 · curlw

+ F
(| curlH0|2

)(
∂3w1 − ∂1w3

))
− λ∂2

(
2
(− ∂3H0

2

)
F ′(| curlH0|2

)
curlH0 · curlw

+ F
(| curlH0|2

)(
∂2w3 − ∂3w2

))+ λb3 + R22
(
λ2
)
.

Plugging the expressions of Pi back to (2.6) at the point z = (0, 0, z3), we get

−λ curl
[

F (|M0|)2 curlw + 2F ′ (|M0|2
)

〈M0, curlw〉M0

]
− λw

= λb + R23

(
λ2
)

.

where M0 = curlH0. Thus we can obtain the limiting system (2.18) for w we
required.

Appendix B. Derivation of System (2.30)

We follow the notations used in Section 2 and in appendix A. To derive system
(2.30), we need to take the expansions for Ri (λ

2) in appendix A in the form of

Ri (λ
2) = λ2R + Ri (λ

3) for i = 1, . . . , 23.
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Since the domain is smooth, we have the expansions of R1(λ
2) in (6.1) and of

R2(λ
2) in (6.2):

R1

(
λ2
)

= λ2
3∑

i, j=1

ai j zi z j + R24

(
λ3
)

, (7.1)

R2

(
λ2
)

= λ2
3∑

i, j=1

bi j zi z j + R25

(
λ3
)

, (7.2)

where the coefficients ai j and bi j are determined by the domain �. Then by Taylor
expansion for Ĥ0(y1, y2, z3) (defined by (2.15)) at the point (0, 0, z3), we have the
expansion for R0 in (6.5):

R0(|y21 + y22 |) = 1

2

2∑
i, j=1

yi y j∂yi y j Ĥ0(0, 0, z3) + O
(
|y21 + y22 |3/2

)

and the expansion for Ĥ1(y1, y2, z3) (defined by (2.17)) at the point (0, 0, z3),

Ĥ1 (y1, y2, z3) = w (0, 0, z3) + y1∂y1Ĥ1 (0, 0, z3)

+ y2∂y2Ĥ1 (0, 0, z3) + O
(
|y21 + y22 |

)
.

Thus from the inner expansion (2.8) and the expansion (6.6), we have the expansion
for R3 in (6.6):

R3(λ
2) = λ2

⎛
⎝� + 1

2

2∑
i, j=1

zi z j∂yi y j Ĥ0(0, 0, z3) +
2∑

i=1

zi∂yi Ĥ1(0, 0, z3)

⎞
⎠

+R26(λ
3).

Then we have the expansions for R4 in (6.7), for R5 in (6.8) and for R6 in (6.9):

R4(λ
2) = λ2(∂2�3 − ∂3�2 + ρ1) + R27(λ

3), (7.3)

R5(λ
2) = λ2(∂3�1 − ∂1�3 + ρ2) + R28(λ

3), (7.4)

R6(λ
2) = λ2(∂1�2 − ∂2�1 + ρ3) + R29(λ

3), (7.5)

where the functions ρ1, ρ2, ρ3 are determined by ai j , bi j , κi , 

k
i j , Ĥ0 and Ĥ1, and

hence depends on the domain � and the strength of the magnetic field He
T .

From (7.3)–(7.5) and (6.10), we see that

R7

(
λ2
)

= 2λ2 (curlH0 · curl� + ρ4) + R30

(
λ3
)

. (7.6)

We thus obtain that

R8

(
λ2
)

= 2λ2F ′ (| curlH0|2
) (

curlH0 · curl� + ρ5) + R31

(
λ3
)

. (7.7)
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From (6.12) and (7.7), it follows that, for i = 1, 2,

Ri
10

(
λ2
)

= λ2
[
∂i

(
F
(
| curlH0|2

)
(∂1�2 − ∂2�1)

)
+ ρ6

]
+ Ri

32

(
λ3
)

.

(7.8)

From (7.7) and (6.13), we have

R11
(
λ2
) = λ2

(
2∂3H0

1 F ′(| curlH0|2
)
curlH0 · curl�

+ F
(| curlH0|2

)(
∂3�1 − ∂1�3

)+ ρ7
)+ R33

(
λ3
)
, (7.9)

and from (7.7) and (6.14) we have

R12
(
λ2
) = λ2

(
2
(− ∂3H0

2

)
F ′(| curlH0|2

)
curlH0 · curl�

+ F
(| curlH0|2

)(
∂2�3 − ∂3�2

)+ ρ8
)+ R34

(
λ3
)
. (7.10)

Therefore, (7.9) and (6.15) show that

R13
(
λ2
) = λ2

[
∂1
(
2∂3H0

1 F ′(| curlH0|2
)
curlH0 · curl�

+ F
(| curlH0|2

)(
∂3�1 − ∂1�3

))+ ρ9
]+ R35

(
λ3
)
, (7.11)

(7.10) and (6.16) show that

R14
(
λ2
) = λ2

[
∂2
(
2
(− ∂3H0

2

)
F ′(| curlH0|2

)
curlH0 · curl�

+ F
(| curlH0|2

)(
∂2�3 − ∂3�2

))+ ρ10
]+ R36

(
λ3
)
. (7.12)

From (6.17) and (7.9) we have

R15
(
λ2
) = λ2

[
∂3
(
2∂3H0

1 F ′(| curlH0|2
)
curlH0 · curl�

+ F
(| curlH0|2

)(
∂3�1 − ∂1�3

))+ ρ11
]+ R37

(
λ3
)
. (7.13)

From (6.18) and (7.10) we have

R16
(
λ2
) = λ2

[
∂3
(
2
(− ∂3H0

2

)
F ′(| curlH0|2

)
curlH0 · curl�

+ F
(| curlH0|2

)(
∂2�3 − ∂3�2

))+ ρ12
]+ R38

(
λ3
)
. (7.14)

We can obtain that: from (6.19), (7.8) and (7.13) we have

R17
(
λ2
) = λ2∂2

(
F
(| curlH0|2

)(
∂1�2 − ∂2�1

))
− λ2∂3

(
F
(| curlH0|2

)(
∂3�1 − ∂1�3

)
+ 2∂3H0

1 F ′(| curlH0|2
)
curlH0 · curl�)+ λ2ρ13 + R39

(
λ3
);

from (6.20), (7.8) and (7.14) we have

R18
(
λ2
) = −λ2∂1

(
F
(| curlH0|2

)(
∂1�2 − ∂2�1

))
+ λ2∂3

(
F
(| curlH0|2

)(
∂2�3 − ∂3�2

)
+ 2
(− ∂3H0

2

)
F ′(| curlH0|2

)
curlH0 · curl�)+ λ2ρ14 + R40

(
λ3
)
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and from (6.21), (7.11) and (7.12) we have

R19
(
λ2
) = λ2∂1

(
2∂3H0

1 F ′(| curlH0|2
)
curlH0 · curl�

+ F
(| curlH0|2

)(
∂3�1 − ∂1�3

))
− λ2∂2

(
2
(− ∂3H0

2

)
F ′(| curlH0|2

)
curlH0 · curl�

+ F
(| curlH0|2

)(
∂2�3 − ∂3�2

))+ λ2ρ15 + R41
(
λ3
)
,

where the functions ρ13, ρ14, ρ15 are determined by the domain� and the boundary
data He

T . We need to mention that for the above ρi we always have

|ρi (z)| � Ce−z3 for i = 1, . . . , 15.

Therefore, at the point (0, 0, z3) we have

−λ2 curl
[

F (|M0|)2 curl� + 2F ′ (|M0|2
)

〈M0, curl�〉M0

]
− λ2� = λ2� + R42

(
λ3
)

for some � depending on ρ13, ρ14 and ρ15 and also satisfying

|�| � Ce−z3 .

Thus we can obtain the limiting system (2.30) for � we required.

Appendix C. Proof of the Equality (4.1)

Proof. Consider the following equation

f ′′ =
(
1 − f 2

)
f for z3 > 0, f ′(0) = −|h̃|.

Multiplying f ′ and then integrating the equaiton on both sides, we obtain that

f ′2 = f 2 − f 4

2
.

Solving the above equation, we have

f 2(0) = 1 −
√
1 − 2 f ′2(0) and f 2(z3) = 8Ce2z3

(Ce2z3 + 1)2

with the constant C satisfying

f 2(0) = 8C

(C + 1)2
.

Note that∫ ∞

0
f ′2dz3 =

∫ ∞

0

(
f 2 − f 4

2

)
dz3 = 1

2

∫ ∞

0
f 2dz3 + 1

2

∫ ∞

0
f f ′′dz3

= 1

2

∫ ∞

0
f 2dz3 + 1

2

(
− f (0) f ′(0) −

∫ ∞

0
f ′2dz3

)
.
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This gives that ∫ ∞

0
f ′2dz3 = 1

3

(∫ ∞

0
f 2dz3 − f (0) f ′(0)

)
.

Since ∫ ∞

0
f 2dz3 =

∫ ∞

0

8Ce2z3

(Ce2z3 + 1)2
dz3 = 4

C + 1
= 2 −

√
4 − 2 f 2(0)

and

√
4 − 2 f 2(0) =

√
2 + 2(1 − f 2(0)) =

√
2 + 2

√
1 − 2 f ′2(0) = −2 f ′(0)

f (0)
,

we obtain that ∫ ∞

0
f ′2dz3 = 1

3

(
2 + 2 f ′(0)

f (0)
− f (0) f ′(0)

)
.

We end our proof. �

Appendix D. Proof of Theorem 1.2

Proof of Theorem 1.2. in the case of β < 1/
√
2. Fix x0 ∈ � and let R0 =

dist(x0, ∂�). Denote

J = λ curlH, u = J · J.
From Lemmas 5.1 and 5.2, we see that for any ε > 0 there exists r0 sufficiently
large (independent of λ) such that for any x ∈ BR0−λr0(x0) (assume λ small) we
have

|J| < ε, λ|∇J| < ε, λ2|∇2J| � C. (9.1)

Taking curl on both sides of the quasilinear system (1.4), and then applying the
formula

− curl curlB = �B − ∇ divB,

we then get

λ2�(F(u)J) − λ2∇(F ′(u)J · ∇u) − J = 0. (9.2)

By the simple computations,

�(F(u)J) = F ′(u)�uJ + F ′′(u)|∇u|2J + 2F ′(u)∇u · ∇J + F(u)�J,

∇(F ′(u)J · ∇u) = F ′′(u)(J · ∇u)∇u + F ′(u)∇(J · ∇u).
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Using the fact that ∇u = J · ∇J, and then by (9.1), for λ sufficiently small we have
the estimates

(i) λ2∇(F ′(u)J · ∇u) · J = o(1)J · J,
(ii) λ2(F ′(u)�uJ + F ′′(u)|∇u|2J + 2F ′(u)∇u · ∇J) · J = o(1)J · J,
(iii)

1

2
λ2(F(u) − 1)�u = o(1)J · J.

Since

F(u)�J · J = 1

2
F(u)�u − F(u)|∇J|2

= 1

2
�u + 1

2
(F(u) − 1)�u − F(u)|∇J|2,

by (i)–(iii), (9.2) turns to

1

2
λ2�u − (1 + ε(x))u − λ2F(u)|∇J|2 = 0 in BR0−λr0(x0) (9.3)

forλ sufficiently small,where ε(x) = o(1) asλ → 0.Nowwe choose r0 sufficiently
large (independent of λ) such that

|ε(x)| � ε0 for x ∈ BR0−λr0(x0).

Let v be the radially symmetric solution

λ2�v − (2 − 2ε0)v = 0 in BR0−λr0(x0), v = v0 on ∂ BR0−λr0(x0)

with the constant v0 satisfying

v0 = ‖λ curlH‖2L∞(�).

Let w = u − v. Then w satisfies

λ2�w − (2 − 2ε0)w = 2(ε0 + ε(x))u + 2λF(u)|∇J|2 � 0 in BR0−λr0(x0),
w � 0 on ∂ BR0−λr0(x0).

By the maximum principle, we see that w � 0. Therefore, there exists λ0 such that
for any λ ∈ (0, λ0) we have, for x ∈ BR0−λr0(x0),

|λ curlH|2 = u � v � Cλ−1e−(
√
2−2ε0)

d(x)
λ ,

where the constantC depends on� andHe
T . By (1.6), there exists a positive constant

λ0 such that for any λ ∈ (0, λ0) and β < 1/
√
2 we have

|Q(x)| � Ce−βd(x,∂�)/λ,

where the constant C depends on β, � and He
T . The proof is finished. �
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