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Abstract

The unique global strong solution in the Chemin—Lerner type space to the
Cauchy problem on the Boltzmann equation for hard potentials is constructed in a
perturbation framework. Such a solution space is of critical regularity with respect
to the spatial variable, and it can capture the intrinsic properties of the Boltzmann
equation. For the proof of global well-posedness, we develop some new estimates
on the nonlinear collision term through the Littlewood—Paley theory.
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1. Introduction

There have been extensive studies of the global well-posedness for the Cauchy
problem on the Boltzmann equation. Basically, two kinds of global solutions can be
established in terms of different approaches. One kind is the renormalized solution
by the weak stability method [8], where initial data can be of large size and of no
regularity. The uniqueness for such solutions still remains open. The other kind is
the perturbative solution, by either the spectrum method [22,24,28,29,31] or the
energy method [17,18,20,21], where initial data is assumed to be sufficiently close
to Maxwellians. In general, solutions exist uniquely in the perturbation framework.
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It is a fundamental problem in the theory of the Boltzmann equation to find a
function space with minimal regularity for the global existence and uniqueness of
solutions. This paper aims at presenting a function space whose spatial variable
belongs to the critical Besov space B;/ 12 in dimension three. The motivation to
consider function spaces with spatially critical regularity is inspired by their many
existing applications in the study of the fluid dynamical equations [4,7,27], see
also the recent work [26] on the general hyperbolic symmetric conservation laws
with relaxations. Indeed it will be seen in the paper that the Boltzmann equation
at the kinetic level shares a similar dissipative structure in the so-called critical
Chemin-Lerner type space (cf. [6]) with those at the fluid level. Specifically, using
the Littlewood—Paley theory, we establish the global well-posedness of solutions in
such function spaces for the angular cutoff hard potentials. It remains an interesting
and challenging problem to extend the current result to other situations, such as soft
potentials [15,23], angular non cutoff [2,13] and the appearance of self-consistent
force [11].

The Boltzmann equation in dimension three (cf. [5,32]), which is used to
describe the time evolution of the unknown velocity distribution function F =
F(t,x,&) = 0 of particles with position x = (xi, x2, x3) € R3 and velocity
£ = (£, &, &) € R attime r > 0, reads

oF+&-VoF=Q(F, F). (1.1)
Initial data F (0, x, &) = Fo(x, &) is given. Q(-, -) is the bilinear Boltzmann

collision operator, defined by

Q(F, H) = /R d&, /S do |§ — £.|” Bo(O)(FLH' — F.H),
where
Fi=F(@t,x,E), H=H@xE) F.=F@x§&), H=H{xE§),
with
E=t—(E-&) v, E=+(¢-§) 0o,

and 0 is given by cos 6 = w- (§ —&,)/|& — &«|. The collision kernel |€ —&,|” By(0)
is determined by the interaction law between particles. Throughout this paper, we
assume 0 <y < 1and 0 < By(9) < C|cosd| for a constant C, and this includes
the hard potentials with angular cutoff as an example, cf. [12].

In the paper, we study the solution of the Boltzmann equation (1.1) around the
global Maxwellian

=) = m) e K2,

which has been normalized to have zero bulk velocity and unit density and temper-
ature. For this purpose, we set the perturbation f = f(t,x,£) by F = u+u'/? f.
Then (1.1) can be reformulated as

O f+&-Vif +Lf =T(f. 1), (1.2)
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with initial data (0, x,&) = fo(x, &) given by Fy = u + u'/? fo. Here Lf,
['(f, f) are the linearized and nonlinear collision terms, respectively, and their
precise expressions will be given later on. Recall that L is nonnegative-definite on
Lg, and ker L is spanned by five elements /i, & /(1 =i < 3), and |§|2ﬂ in

Lg. For later use, define the macroscopic projection of f(t, x, &) by

Pf ={a(t,x)+&-b(t,x)+ (& = 3)ct, )}/, (1.3)

where for the notational brevity we have skipped the dependence of coefficient
functions on f. Then, the function f (¢, x, §) can be decomposed as f = P f +
{I-P}f.

We now state the main result of the paper. The norms and other notations below
will be made precise in the next section. We define the energy functional and energy
dissipation rate, respectively, as

Er(f) ~ ”f”Z;OZg(BE/Z)’ (1.4)
and
Dr(f) = IVa @ b. ) ey + =PIl gz (15)
Theorem 1.1. There are eg > 0, C > 0 such that if
1 follz2 522 = &0,

then there exists a unique global strong solution f(t, x, &) to the Boltzmann equa-
tion (1.2) with initial data f(0, x, &) = fo(x, &), satisfying

Er(f)+Dr(f) = Cllfollzég(B;/z), (1.6)

forany T > 0. Moreover, if Fo(x, &) = 4+ n'/? fo(x, €) 20, then F(t, x, &) =
pAp 2 fx,8) 2 0.

We now give a few comments on Theorem 1.1. Those function spaces appearing
in the key inequality (1.6) are called the Chemin—Lerner type spaces. When the
velocity variable is not taken into account, the usual Chemin-Lerner space was
first introduced in [6] to study the existence of solutions to the incompressible
Navier—Stokes equations in R3. To the best of our knowledge, Theorem 1.1 is the
first result for the application of such a space to the well-posedness theory of the
Cauchy problem on the Boltzmann equation. Moreover, noticing for s = 3/2 that
the Besov space is By = B; | <> L3, but the Sobolev space Hj is not embedded
into L$°, the regularity with respect to the x variable that we consider here is critical.
In most of the previous work [2,10,13,15,20,24], the Sobolev space H; (s > 3/2)
obeying the Banach algebra property is typically used for global well-posedness
of strong or classical solutions. Therefore, Theorem 1.1 presents a global result
not only in a larger class of function spaces but also in a space with spatially
critical regularity. Note that so far it is unknown how to obtain any blow-up result
in the space Lé(H;) with s < 3/2 for the Boltzmann equation in the perturbation



714 RENJUN DUAN, SHUANGQIAN LI1U & JIANG XU

framework, and thus the criticality of spatial regularity in such a function space is
only restricted in the sense that the critical embedding H. ; 2 L°is false in three
dimensions. Here, we would mention DANCHIN [7], where the homogeneous critical
space of Besov type was used for the study of the well posedness of the Cauchy
problem on the compressible Navier—Stokes equations near constant equilibrium
states. In that work, the critical regularity in a spatial variable is closely linked to the
scaling invariance of the equations under consideration, and the Sobolev imbedding
B)* < L was also used to control the fluid density.

We would also point out another two kinds of applications of the Besov space to
the Boltzmann equation. In fact, in ARSENIO and MAsMoUDI [3], a new approach to
velocity averaging lemmas in some Besov spaces is developed based on the disper-
sive property of the kinetic transport equation, and in SOHINGER and STRAIN [25],
the optimal time decay rates in the whole space are investigated in the framework
of [13] under the additional assumption that initial data belongs to a negative power
Besov space B; . for some s < 0 with respect to x variable.

In what follows let us recall, in a little bit of detail, some related works as far
as the choice of different function spaces for the well-posedness of the Boltzmann
equation near Maxwellians is concerned. The first global existence theorem for the
mild solution is given by UkaI [28,29] in the space

5
L0, 00; L (Rg; HY(RD), B> 5, N 22,

by using the spectrum method as well as the contraction mapping principle, see
also NISHIDA-IMAI [22] and KAwASHIMA [19]. Here L;}"(R;) denotes a space of
all functions f with (1 + |£])? f uniformly bounded. Note that in the above space,
HY with the integer N = 2 can be reduced to H’ with £ > 3/2; see UKAI
and AsaNo [30] for the study of the soft potential case in such a space. Using a
similar approach, SHIZUTA [24] obtains the global existence of the classical solution
f(t,x,8) € CM1O((0, 00) x T7 x R}) on a torus, with the uniform bound in the
space
3
5

The spectrum method was later improved in UKAI and YANG [31] for the exis-
tence of the mild solution in the space

. 5
L¥(0,00; LF(Rg; C*(T})), B>, 5 >

3
L0, 00; LRy x RY) N L (Rg; LY (RY)), B> 7,

without any regularity conditions, where some L>°—L? estimates in terms of the
Duhamel’s principle are developed. Note that the L> N L™ theory has been also
developed by Guo [14,16] to treat the Boltzmann equation on the bounded domain.

On the other hand, by means of the robust energy method, for instance, Guo
[17], Liu et al. [20] and Liu and Yu [21], the well-posedness of classical solutions
is also established in the space

C(0,00; HY. ;(R} xR})), N =4,
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where the Sobolev space Hzl,\;,s(Ri X Rg) denotes a set of all functions whose
derivatives with respect to all variables 7, x and & up to N order are integrable
in Lz(]Ri X Rg). It turns out that if only the strong solution with the uniqueness
property is considered then the time differentiation can be disregarded in the above
Sobolev space. Indeed the first author of this paper studied, in [10], the existence
of such strong solution in the space

C(0,00; L*(R3; HN(R3))), N >4,

where N = 4 can actually be straightforwardly extended to N = 2, cf. [13].
We here remark that the techniques used in [10] lead to an extensive application
of the Fourier energy method to the linearized Boltzmann equation as well as the
related collision kinetic equations in plasma physics (cf. [9, 11]), in order to provide
the time-decay properties of the linearized solution operator instead of using the
spectrum approach, and further give the optimal time-decay rates of solutions for
the nonlinear problem.

The previously mentioned works are mainly focused on the angular cutoff
Boltzmann equation. Recently, AMuXy [2] and GRESSMAN and STRAIN [13] inde-
pendently prove a the global existence of small-amplitude solutions in the angular
non-cutoff case for general hard and soft potentials. In particular, the function space
for the energy that [13] used in the hard potential case can take the form of

L>®(0, 00; L*(RE; HY(R3))), N =2.

Notice that the energy dissipation rate in the non-cutoff case becomes more
complicated compared to the cutoff situation, see (3.3), and the key issue in [2, 13]
is to provide a good characterization of the Dirichlet form of the linearized Boltz-
mann operator so as to control the nonlinear dynamics. Very recently, AMUXY
[1] presents a result for local existence in a function space significantly larger than
those used in the existing works, where in the non cutoff case the index of Sobolev
spaces for the solution is related to the parameter of the angular singularity, and in
the cutoff case the solution space may take

3
L0, To; LARE H'(RD)), s > 2,

where Ty > 0 is a finite time.

As mentioned before, whenever s = 3/2, since H; is not a Banach algebra,
it seems impossible to expect to obtain a global result in L°°(0, co; X) with X =
Lg Hy. A natural idea is to replace Hy by By = B; |, which is a Banach algebra and

is of the critical regularity. In fact, instead of directly using L°°(0, oo; BS Lg) we will

consider the Chemin-Lerner type function space Z‘;O Zg__ (B3), which has stronger

topology than L°°(0, oo; B;L%). Here, for T 20, f(t,x,&) € Z;ozg(B;) means
that the norm

D29 sup A f( ),

2
x.£
g1 0T
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is finite. The reason why the supremum with respect to time is put after the sum-
mation is that one has to use a stronger norm to control the nonlinear term, for
instance, see the estimate on /; given by (3.7).

In what follows we explain the technical part in the proof of Theorem 1.1.
First, compared to the case of the fluid dynamic equations mentioned before, the
corresponding estimates in the space L F Z§ (BY) for the Boltzmann equation are
much more complicated, not only because of the additional velocity variable & but
also because of the nonlinear integral operator I'(f, f). In fact, applying the energy
estimates in Li g to(l .2) for each A, f and due to the choice of the solution space

Z‘}O Zg (BY), one has to take the time integral, take the square root on both sides of

the reSulting estimate and then take the summation over all ¢ = —1, so that we are
formally forced to make the trilinear estimate in the form of

T 1/2
22%[/ |(AqF(f,g),Aqh)|dt] )
>0 0

We need to control the above trilinear term in terms of the norms £7(-) and
D (-) which correspond to the linearized dynamics in the same space Zgozg (BY)
and play the usual role of the energy and the energy dissipation, respectively. Thus,
Lemma 3.1 becomes the key step in the proof of the global existence. Due to the
nonlinearity of I'(f, g), we need to use the Bony decomposition, for instance, for
the loss term,

fvg = Tf*g +7;gf* +R(fs, 2),

where notions 7" and R are to be given later on. For each term on the right of the
above decomposition, we will use the boundedness property in L? (1 £ p < 00)
for the operators A, and S; see (9.2) in the Appendix and further make use of
the techniques in [6] developed by Chemin and Lerner to close the estimate on the
above trilinear term.

Second, it seems very standard (cf. [10,11]) to estimate the macroscopic com-
ponent (a, b, ¢) in the space ZZT (B;/ 2) on the basis of the fluid-type system (5.2).
The only new difficulty that we have to overcome lies on the estimates on

D 20 UAAD 2 12 + 1Oim (Mgl 2 12), s = 1/2.
q2-1

where A; and ©;,, with 1 < i, m < 3 are velocity moment functions, defined later
on,and h = —L{I — P}f + ['(f, f). As in [15,18], this can actually be done in
the general situation given by Lemma 4.2. We remark that the proof of Lemma 4.2
is based on the key Lemma 3.1, related to the trilinear estimate. The global a priori
estimate (6.1) can then be obtained by combining those trilinear estimates and the
estimate on the macroscopic dissipations.

Third, since the local existence in the space Z‘}o Zg (By) is not obvious, we also
provide the complete proof of that by using the idea of, for instance, [23]. The main
goal in this part is to obtain the uniform bound of an approximate solution sequence
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in the norm }7T (+) given in (7.2), and also show the uniqueness and continuity with
respect to T of solutions satisfying such a uniform bound. Here, once again, the
result of Lemma 3.1 is needed. We also point out that the proof of continuity for
T+ Yr(f)is essentially reduced to prove that

te D 2RIAGf @),

q2-1

is continuous, with the help of the boundedness of the norm 5T (f),see Theorem7.1
for more details.

The rest of the paper is arranged as follows. In Section 2, we explain some
notations and present definitions of some function spaces. In Sections 3 and 4, we
deduce the key estimates for the collision operators I' and L. The estimate for the
macroscopic dissipation is given in Section 5. Section 6 is devoted to obtaining the
global a priori estimates for the Boltzmann equation in the Chemin—Lerner type
space. In Section 7, we construct the local solutions of the Boltzmann equation and
further show qualitative properties of the constructed local solutions. In Section 8
we give the proof of Theorem 1.1. Finally, an appendix is given for some preliminary
lemmas which will be used in the previous sections.

2. Notations and Function Spaces

Throughout the paper, C denotes some generic positive (generally large) con-
stant and A denotes some generic positive (generally small) constant, where both
C and X may take different values in different places. For two quantities A and
B, A < B means that there is a generic constant C > 0 such that A < CB, and
A ~ Bmeans A < Band B < A. For simplicity, (-, -) stands for the inner product
in either L3 = L*(R}), L} = L*(R}) or Lif = L*(R] x R}). We use S(R?) to
denote the Schwartz function space on R?, and use S’(R?) to denote the dual space
of S(R?), that is the tempered function space.

Since the crucial nonlinear estimates require a dyadic decomposition of the
Fourier variable, in what follows we recall briefly the Littlewood—Paley decompo-
sition theory and some function spaces, such as the Besov space and the Chemin—
Lerner space. Readers may refer to [4] for more details. Let us start with the
Fourier transform. Here and below, the Fourier transform is taken with respect
to the variable x only, not variables £ and ¢. Given (, &), the Fourier transform
f(t, k,&) = Fx f(t, k, &) of a Schwartz function f (¢, x, &) € S(Ri) is given by

Fl k.8 = / dre R (1, x, ),
R3

and the Fourier transform of a tempered function f(¢,x,&) € S ’(R;) is defined by
the dual argument in the standard way.

We now introduce a dyadic partition of Ri. Let (¢, x) be a couple of smooth
functions valued in the closed interval [0, 1] such that ¢ is supported in the shell
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keR: 3 < |kl < 8} and x is supported in the ball B(0, 3) =

XK+ e k) =1, VkeR?
q20

> e k) =1, VkeR\{0}.
g€’

The nonhomogeneous dyadic blocks of f = f(x) € & (Ri) are defined as
follows:

ALf 1=X(D)f=&*f=/R}1/~/(y)f(x—y)dy, with § = 7 4.

Ayf = 9Q7ID)f =2% / Y (Q2y) f(x —y)dy with ¢ =F o, g0,
R3

where * is the convolution operator with respect to the variable x and F~! denotes
the inverse Fourier transform. Define the low frequency cut-off operator S, (¢ =
—1) by

Sof = D Ajf
jSq-1

It is a convention that Sy f = A_; f forg = 0, and S_; f = 0 in the case of
q = —1. Moreover, the homogeneous dyadic blocks are defined by

Byf = p@ID)F =2 [ w@InFG -yl Yoel.

With these notions, the nonhomogeneous Littlewood—Paley decomposition of
f € S'(R}) is given by

f= ZAqf-

q2—1

For f € &', one also has

fzquf

g€’

modulo a polynomial only. Recall that the above Littlewood—Paley decomposition
is almost orthogonal in L2.

Having defined the linear operators A, for g = —1 (or Aq for g € Z), we give
the definition of nonhomogeneous (or homogeneous) Besov spaces as follows.
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Definition 2.1. Let 1 < p < coand s € R. For 1 < r < 00, the nonhomogeneous
Besov space By, . is defined by

B, :=1feS®): f= D AfinS, with
q2-1

1
r

1fllsy, = [ D @¥IAfll) | <oot,

q2-1
where in the case r = 0o we set

£y, = sup 2701 Ag fll -
q2-1

Let P denote the class of all polynomials on Ri and let §’/P denote the tem-
pered distributions on Ri modulo polynomials. The corresponding definition for
the homogeneous Besov space is given as follows.

Definition 2.2. Let 1 £ p < coand s € R. For 1 £ r < o0, the homogeneous
Besov space is defined by

By, :=1feS/P: f=)D A,finS/P, with
q€el
1

D CENAfll) | <oot.

qeL

[ f”]'g;'” :

where in the case r = 0o we set

1y, = sup 2l A fll,p < oo.
qeZ
To the end, for brevity of presentation, we denote Bg,] by B*, and Bé,l by BS,

respectively, and we also write B, B as B, B; to emphasize the x variable.

Since the velocity distribution function f = f(z, x, &) involves the velocity
variable £ and the time variable ¢, it is natural to define the Banach space valued
function space

LY'LPLY = LV (0, T; L7 (RE; L7 (RY))),
forO0 < T <00, 1< pr, pa2, p3 S oo, with the norm

p1/p2 1/

r p2/p3
||f||L§1L§2Lf3 = /0 (/RS (/]1%3 Lf (@t x, )7 dx) df) dt )
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where we have used the normal convention in the case when p; = o0, py = ©©
or p3 = 0o. Moreover, in order to characterize the Boltzmann dissipation rate, we
also define the following velocity weighted norm

T p2/p3 pi/p o
Wi e = / (/ v(S)(/ |f<t,x,s>|”3dx) ds) de
v 0 R3 R3

for0 < T < 00,1 < py1, p2, p3 < 00, where the normal convention in the case

when p; = 00, pp = 00 or p3 = oo has been used.
In what follows, we present the definition of the Chemin-Lerner type spaces

LYLE(By,), LYLE, (B ),

and
LYLP(By,). LYLE,(B ),
which are initiated by the work [6].
Definition 2.3. Let 1 < 01,02, p,r Sooands € R.For0 < T < oo, the space
L{'Lg* (B3, ) is defined by

LYLE B, ) =1 x.6) €St I flgngeg, ) < oo

where
1
o1/ rfer\ 7
179 72 sy, = qu”(/ (/ 184 £1%, s) dt)
. =
that is,

1/r
e~ _ qsr
Iz, = | 22 2180 g o |
g=-1

with the usual convention for g1, 02, p, r = co. Similarly, one also denotes

1/r
”f”Z? Zgzv(B; D z 2qsr”A f”LmL@z LP )
g2-1
and
1/r
o . — qsr
Iz, = | 222180 g oy |
qel
1/r

1 lz9 £z sy, = | 222" 18 S a1, |
qeZ

with the usual convention for g1, 02, p, ¥ = 0.
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We conclude this section with a few remarks. First, since the goal of the pa-
per is to establish the well-posedness in the spatially critical Besov space for the
Boltzmann equation, we mainly consider the above norms in the case that p = 2,

r = 1 and g = 2. Thus, the spaces Zé}zg(B;), Z?Zg’v(ch), Z?Zg(l?j) and

Ité} Zév(B;) with o = 1 or co will be frequently used. Next, whenever a function
f = f(t,x,§&) is independent of ¢ or &, the corresponding norms defined above
are modified in the usual way by omitting the ¢-variable or £-variable, respectively.
Finally, it should be pointed out that the Chemin-Lerner type norm || - || T2 By,

is the refinement of the usual norm || - || L9182 B5,) given by

0/r o1/ 1/e1

T
e, =| [ [ L2 2 a0m, ) a] ]
0 R- qi—l

forO0<T < 00,1 =1, p,01,02 < 0.

3. Trilinear Estimates

Recall the Boltzmann equation (1.2). The linearized collision operator L can be
written as L = v — K. Here the multiplier v = v(§), called the collision frequency,
is given by

V(&) =/ dE*/ do & — &|" Bo(0)u(§:).
R3 s

Itholdsthatv(§) ~ (1+|&€])7, cf. [5,31], and the integral operator K = K> —K
is defined as

LK1 £1(6) = /]R | d&. /S L dolé — &1 Bo@)p' 2 En' 2 € f €, GBD)

Kaf16) = [ ds, [ dols — &1 o6
R3 S2
(! PEDFE) + 1P E) FED). (3:2)
L is coercive in the sense that there is Ay > 0 such that
[oreras = [ vena-rpise (3:3)
R3 R3
Moreover, the nonlinear collision operator I'(f, g) is written as

U(f,e) =n &0 f,17?g] = Tauin(f, &) — Tioss ([ &)

= /R dé, /S L do & — &7 Bo@)u' 2 (€ f(EDE

—g(&) / dé, / do & — &"Bo@)u'"(ED fFED. (34
R3 S2
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In this section, we intend to give the key estimates for the nonlinear Bolztmann
collision operator I'(-, -) defined by (3.4) in terms of the spatially critical Besov
space. It should be pointed out that the following lemmas are new and they play
a crucial role in the proof of the global existence of solutions to the Boltzmann
equation (1.2). First we show the trilinear estimate in the following:

Lemma 3.1. Assume s > 0,0 < T < oo. Let f = f(t,x,8), g = g(t, x,8),
and h = h(t, x, &) be three suitably smooth distribution functions such that all the
norms on the right of the following inequalities are well defined, then it holds that

T 1/2
4 < [hv2
Zz [/0 I<Aqr<f,g>,Aqh>|dr} ST

H\/

-1
1/2 1/2 1/2 1/2
o LT VP PR T i

1/2 1/2 1/2 1/2
LAy S PR A R

where the inner product (-, -) is taken with respect to variables (x, §).

Proof. Recalling (3.4) and using the inequality (A + B)l/ 2 < A2 4 B2 for
A 2 0and B = 0, one has

T 3 T 3
|:/0 [(AGT(f, 8), Aqh)|dt:| < [/0 [(AyTgain(f, 8, Aqh)ldl]

1

T 2
+[/0 |(Aquoss(fvg)7Aqh)|dti| -(3.0)

Here, notice, that since the collision integral acts on the & variable only and that
A, acts on x variable only, one can write

AyTin(f. 8) = /R &, /S o€ — &7 Bo@n 20 A FEDEN,

AyTioss(f. §) = /]R a /S g — &l Bo@n PG A [ ()]

By applying the Cauchy—Schwarz inequality to both integrals on the right of
(3.6) with respect to all variables (¢, x, &, &, ), making the change of variables
(§,&) — (&', &) in the gain term, and then taking the summation over ¢ = —1
after multiplying it by 29°, we see that
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T
|

1/2
> o [/ (AT(f, &), Agh)] dt:|
g=-1 0

T 1/271/2
<> o [(/ a | dxdsds*dms/—s;w/%s;)|Aq[f*g]\2) }
g>—1 0 R xS2
T 1/271/2
x[(/ ar | dxdsds*dms—s*wl/z(s*)mth) }
0 R®
T 1/271/2
+ qus[(/ ar [ ardededols 6760 Al ) }
4> 0 RIxS?

T 1/2711/2
x[(/ ar [ axdz a6, doe - 6.7t 60 8,07 } = I,
0 R

where 0 < By(0) < C|cosf| < C has been used. Further, by using the discrete
version of Cauchy—Schwarz inequality to the two summations 4>—1 above, one
obtains that h

. 2
I < Zz‘“(/ dr/ dxdédé*lé—E*Iy!Aq[f*g]lz)
S 0 R

1/2

. 12
| 3 o (/ d;/ dx de dt, |§—E*|V/L”2($*)|Aqh|2)
g2—-1 0 ®

=112 % 112,

where £/ — £]| = |§ — &, u"/?(€]) < 1 and [ dw = 47 have been used. It is
straightforward to see that

< — ~
11 = Hh”""’r’@,u(l?i)’
due to

/R} A&, 1§ — &7 ! 26 ~ (L 1EDY ~ v(&).

We now turn to compute /. Recalling Bony’s decomposition, one can write
Aglfgl as

Aq[f*g] = Aq[lff*g + /ng* + R(f« )]

Here 7.+, and R (-, -) are the usual paraproduct operators. They are defined as
follows. For suitable smooth distribution functions u and v,

Too=> Siuhjv, Ruv)= > Ajuljv.
j 1j/=jI<1
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We therefore get from Minkowski’s inequality that

o\ 172
T
rs Yo | [Car [ axdedele 07 |3 800) 15 8)
>_ 0 RY X
q= J
o\ 172
T
w2 | [ [ avdedes - [ a8 188,£)
q2-1 4
N\ 172
T
+ 2| [ [ avacasie e DIIETAV
q2—1 li—j"<1

=1+ hL+ 15

Now we estimate 11, I and I3 term by term.
Estimates on I,: Notice that

ZAq[Sj—[f*Ajg]z Z AgLSj-1fsAjgl.
J

li—ql<4

By Minkowski’s inequality again, one can see that

T 12
DYDY 245(/0 arf dxd%‘dé*léflylAq[Sj1f*Ajg]|2)

q2-11j—q|<4
T 172
2 2 (/ ar [ axae e, |s*|V|Aq[s,»1f*Ajg]|2)
g=—11j—q|<4 0 R
=nha+ 1.
(3.7
Applying (9.2) in the appendix, one can deduce that
T ) 172
I < Z Z 295 (/ dt/3 ||f*||%§c d&'*/} |€:|V "Ajg’|L§ dé—')
g=—11j—q|<4 0 R R
T 1/2
3 2
> 2 2’“( sup /3 IIf*IIfgodé*/ dt/3|§|7 |asel d,g)
g2-11j-qiSe  \OSIETIR o /R
T ) 1/2
< qs YA
=2 2. (/0 df/R3 §17 125812 ds) 1 llr2ee
g2—11j—q|<4
<

G=Ds (i =
> 2 2 asln e

g2—11j—q|<4



Boltzmann Equation in Critical Besov Space 725

where ¢ () is defined as

T ) 1/2
j 14 .
2 ([ ar [ e sl ac)

”g”ZZTZév(B;)

ca(j) = ; (3-8)

which satisfies |[c1(j)||,;1 £ 1. From the above estimate on [ 1, using the following
convolution inequality for series

SN 20 (= > 12427 * el (D)
g2-11j-qI<4 g2-1

1;1<42” Nt ler (DNl < +00,  (3.9)

[IA

we further get that
1 < ’ 00 00 -

The estimate for /] > is slightly different from /; ;. In fact, we may compute it
as

A

LI

. 1/2
Sy zqs(/o dt/Rslf*|V||f*||i;cd‘§*/RS [4s8]7: dg)

g2—11j—q|<4

T 1/2
>y zqs( sup / |4l ds/ dr/ IS*IVIIf*II%oodS*)
R3 x 0 R3 *

. <<
g2-11j-q|<4 0=r=T

1/2
=2 2 2‘“( sup /]R lajel: ds) 122 o

[IA

‘ <<
g2-1)j-qI<4  \O=IET

< Z Z G=Ds or (i FooT

< 2 e (DI zerzap 1 £z 12 | 1ee
g2—11j—qI<4

where ¢, (j) is defined as

1/2
: 2
2J8 A ; d
(égréj ﬂm;e)

”g”Z?JZg(B;')

()=

Since [|c2(j)|l,1 = 1, then in a similar way as for obtaining (3.10), we have
haS IIfIILzTLgULgoIIgllz;ozg(Bs, (3.11)
Now substituting (3.10) and (3.11) into (3.7), one has

ns ”g”ZZTZéU(B;')||f||L‘}°L§L§° + ”f”LQTL%_uL?(O”g||Z<;OZ§(B;)~
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This gives the estimate for /.
Estimates on I: From (3.14), we have

T 1/2
L Y > 2 (/0 dr/Rg dxdsdsusmq[sjlgAjf*]F)

q2—1]j—q|<4

T 1/2
>y 2“(/ dt/gdxdédé*Ié*IVIAq[Sj—lgAjf*]lz)
g2—11j-q1<4 o K
=D+ Dy (3.12)

As before, it follows from (9.2) in the appendix that

T 1/2
his > 2 2‘”(/0 dt/R3||Ajf*||i§ds*/R3|§|V||g||i;cds)

q2—11j—q|<4
T 1/2
=2 2 zqs( sup [ 18, .15 06 dffglélyllgnigods)
q=-11j—q|<4 0si<T/R 0 R’
12
<> > 2| s / INTAT N BRI
> 1< 0 <T/R3 x v
q=2—11j—q|=4
< G=DS or (7 o
= Z Z 2 c3(J)||f||LC1>-OL%2—((B§—))||g||L%~L§’VL§o (3.13)
q2-11j—q|<4
with

1/2
2J'S(sup / ||A,-f||izds)
0 <1 JR3 *

||f||[;9[§((3;))

c3(j) =

Similarly, it holds that

T 1/2
nas Y X (Do [ eriani oe [ el o)
gz-1lj—qiza V0 IF SR
. 172
=3 > 2‘”( sup [ gl gz [ dz/z|s*|y||A,-f*||i%ds*)
g2-11j-qi<s  \OZIETIE o IE ‘
T 1/2
S 2
<> > (/0 d’/Rg IE*IVIIA,;f*IILng*) I8l ser2000
q2—11j—q|<4
(g—J)s ; )~
< > 2 2T abIf g e lslipn (3.14)

q2—11j—q|<4
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with

. T 172
273 (/ dt/ ISI’/IIA,/fIIiz dE)
0 R3 x .

”f”ZZT’ng‘”(B;)

ca(j) =

Noticing [[(c3)|l;r = 1 and [lca(j) |l £ 1, it follows from (3.12), (3.13) and
(3.14) that

15) 5 ”f”Z;QZg((B;))”g”L%Lngj\?o + Ilf”z%zg._v((B;))”g”L?LngO'
Estimates on I3: We start from the fact that
D 2L AdApfidjgl= DL D AglAjfudgl.
Jolj=inst max{j,j'}Z¢ =2 1j—j'1=1
With this, one can see that

T
sy Y Y 2‘”(/0 af, dxdédf*ISIIAq[Aj/f*Ajg]IZ)

gZ—1max{j,j}2q-21j—j'|=1

1/2

T 1/2
YD Y (/ a |, dxdsds*|s*||Aq[Aj/f*A_,g]|2)
g2—1max(j.j')Zq—21j /|51 o
=11+ 1I3).
As before, applying (9.2), we get that
T 1/2
ISED DS 2“(/ dt/gIIf*II%;odé*/}IélllAjglliEdS)
q2-1j29-3 0 ® ®
T 1/2
<> > 2‘”( sup /Snf*n%gods*/ dl/3|§|||Ajg||ijzcd‘§)
q2—-1j2q-3 01T /R 0 R
T 1/2
<> > 2‘”—”2”(/ dt/3|s|||A,-g||i§ds) I e r2 000
q2-1j2q-3 0 R
S22 2 2 FaWlglnn eyl lpzs
q2-1j2q-3

< -
~ ”g”LzTLév(B;)”f”L%OLgLE(’O’

where ¢ (j) is defined in (3.8), and the same type of convolution inequality for the
series as in (3.9) has been used in the last inequality. Similarly, one can see that /3 »
is also bounded as

I3, 5 ”f”ZZTZQV(B;)”g”L%chLgo'

Combing all of the above estimates on I, I> and I3, we obtain the inequality
(3.5). Hence, the proof of Lemma 3.1 is completed. O
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Having Lemma 3.1, one can see that the following result also holds true.

Lemma 3.2. Assume that s > 0,0 < T < +oo, and let f = f(t,x,8),g =
g(t,x,&),and h = h(t, x, &) be some smtable smooth distribution functions such
that the following norms are well defined, then it holds that

T 1/2
qs < l~/2~
S 2 [/0 |<Aqr<f,g),Aqh>ldt] SIZE o

q2-1

1/2 1/2 1/2 1/2
<[Igls 7 1500 T I 00 181752

1/2 1/2 1/2 1/2
HIFIE T I8l 200 *+ 1812 T (X)nfnL{,oLz(Bv)] (3.15)

32

where X denotes either the inhomogeneous critical Besov space By'~ or the homo-

.. n3/2
geneous critical Besov space Bx/ .

Proof. Noticing that B3/2 C L% and B3/2 C L%, (3.15) follows from (3.5) in
Lemma 3.1 and (9.5) in Lemma 9 5. This ends the proof of Lemma 3.2. 0O

The following is an immediate corollary of Lemmas 3.1 and 3.2.

Corollary 3.1. Assume s > 0,0 < T < oo. Let f = f(t,x,§), g = g(t, x, &),
and h = h(t, x, &) be three suitably smooth distribution functions such that all the
norms on the right of the following inequalities are well defined, then it holds that

T 12
295 / (A, TS, g), A h>|dr} <,
> 2| [ 1egrere.a, B2,m

g2~

1
1/2 1/2 1/2 1/2

llgll++ 5 1P S+ + gl 7 IPfllZ72, s } (3.16)

[ L%Liz_.’u(B LY LZ(X) Lng_v(X) LY L2(B

T 1/2
1/2
> o [ / [(AGT(f, Pg),Athdr} SWIET g
> 1 0 T=E v\ Px
1/2 1/2 1/2 1/2
[ufuzéT P8l nog T 1125 oo PEI S 22 } L(3.17)
and

7 1/2
1/2
S o [/ (AT (P, Pg),Aqh)|df] ST
T=E v\ " x
g2-1 ’

1/2 1/2 1/2 1/2
[nPgnL/ooLz(Bs IP I 200, + WP 72 oy IS IS Zé@)] L (3.18)

where X denotes either B3/2 or B;’/z as in Lemma 3.2.
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Proof. We prove the first estimate (3.16) only, since (3.17) and (3.18) can be
obtained in the same way. In fact, (3.16) follows directly from Lemma 3.1 with a
slightly modification. Applying / from Lemma 3.1 with f = P f, and noticing that

18P Fl 2 12 ~ NAGPF N 22, ISPFNL2 12 ~ ISP A2,

one can always take the L{°-norm of the terms involving P f, so that it is not
necessary to exchange the L{°-norm or L,z-norm of Pf or g. By this means, (3.16)
can be verified through a tedious calculation, we omit the details for brevity. This
completes the proof of Corollary 3.1. O

4. Estimate on Nonlinear Term

In this section we give the estimates on the nonlinear term I'(f, f) and an
estimate on the upper bound of Lf. Recall (1.4) and (1.5).

Lemma 4.1. It holds that

y T 1/2
S 0¥ [/0 |(Aq1”(f,f),Aq{I—P}f)|dt} < VE D). @)

q2-1
forany T > 0.
Proof. By the splitting f = Pf + {I — P} f, we have

L ) =T®LPH+TE®L{I=PHf) +T({I-P}f, Pf)

4.2)
+ T ({I-P}f, {I-P}f).

It now suffices to compute the left hand of (4.1) in terms of the corresponding
four terms on the right of (4.2). In light of Corollary 3.1, one can see that

. , 12
> 27 [/O [(ATPLPf), Al —P}f) dt}

q2-1
1/2 1/2 1/2
SRS e o SIS 7 o W= PUAIZT, ) S VERDDr (D),
where we have used Lemma 9.3 to ensure
12 1/2 - 172
”Pf”L2 L2(B3/2 S ll(a, b, C)”Lz B Vx(a, b, C)”Z%(B;/Z)
1/2

S IVa(a, b, o)l 2(31/2) SVDr ().
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In a similar way, we next get from Corollary 3.1 that
y T 1/2
> a7 [/0 (AT (RS AT = P}f), Ag(T —P}f)ldt]
=1

1/2 1/2 1/2
S|I{I-P}HfIIZ - Prll- - I-P}f|. -
SIUE=PIIZ G o IPIIZ i M= PUAI o

T 1/2
3q
Z 22 [/0 [(AT{I =P}, Pf), Ag{l =P} ) dt]
< 1/2 _ 1/2 _ 1/2

and

3 T 1/2
Z 27 [/ (A T{I=P}f, {I-P}f), Aq;{I—P}f)IG‘lt}
q2-1 0
SR o =P g2 o
T =g\ Px T vy

Furthermore, it is straightforward to see that the above three estimates can be

further bounded by /&7 (f)Dr (f) up to a generic constant. Therefore (4.1) follows
from all the above estimates, and this completes the proof of Lemma 4.1. 0O

The following lemma will be used in the process of deducing the macroscopic
dissipation rates in the next section.

Lemma 4.2. Let { = ¢(§) € S(Ri) and 0 < s < 3/2. Then it holds that

T 12
> o[ [ ok a] saomi. @

q2—1

for any T > 0, where the inner product (-, -) on the left is taken with respect to
velocity variable & only.

Proof. We first consider the general case of I'(f, g) instead of I'(f, f). By Holder’s
inequality and the change of variable (&, &) — (&', &), it follows that

1/2
1A4(T(f. ), 0| < (/R dé dé, |& —s*|m1/2(s;)|Aq[f*g]|2)
1/2
x (/R de d&, |& — s*w”z@*)w:(snz)
1/2
+ (/R d& d&, |£ — S*IVMI/Z(E*)IAq[f*g]IZ)
1/2
x (/R de dé, |& — s*w‘/z@*n;(s)ﬁ)

1/2
N (/Rﬁ dé dé, |§ —E*IVIAq[f*g]IZ) . 4.4
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With (4.4) in hand, one can further deduce

T 1/2
> o [/ 1A¢(C(f. 8). D72 dz}
> 0 )

T 1/2
<> (/0 dt/Ro dx dé d, IS—E*IIAq[f*gllz) = 1.

q2—1

Recalling that we have obtained the estimates for / in the proof of Lemmas 3.1
and 3.2,

I 5 |:||g||1f%1f§,v(3§)||f||zf}01f§(x) + ”f”Z%Zév(X)”g”Z?"Zg(B;)

+”g”Z%Z§qv(X)”f”Z?“Zg(B;) + ||f||z%zg’u(3;)||g||Z;OZ§(X)i|a 4.5)
where X denotes either B;/ 2 or B;/ 2,
In particular, if I'(P f, P f) is considered, it follows from Corollary 3.1 that

I SIPFlizeramy IPFp 2o S Er(HDr(.

where we have used 0 < s < 3/2. Recalling the splitting (4.2) and applying (4.5)
and Corollary 3.1, the other three terms corresponding to the splitting (4.2) can be
computed as:

T 1/2
3 o [/0 1A (C®F = PLF), 012, dt]

q2-1

T 1/2
+ 2% [/ 12T =PYA.PF). OII7, dr]
q2-1 0
< — ~y= ~~
S =P Iz222 ) 1P Iz 725,
=P lizzg (5 IPf Iz 220y,

and
T 1/2
> o [ / IAg(C(L =P} f. (T =P} 1), )2, dr]
> 0 *
g=—1
S =PI 2 =P iz g2,
I =P f 2 22 g2 | 0= P)F ez -
which can both be further bounded by Er(f)Dr(f) up to a generic constant.

Combing all the above estimates, we obtain (4.3). This completes the proof of
Lemma4.2. O
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Finally we give an estimate on the upper bound of the linear term Lf.
Lemmad4.3. Let ¢ =¢(§) € S(Rg) and s > 0. Then it holds that
T 1/2
>Z 208 [ /0 A (L= PYf, I, dr} SIE-P Iz gy 46
g=—1

for any T > 0, where the inner product (-, -) on the left is taken with respect to
velocity variable & only.

Proof. Since L{I — P} f can be rewritten as
LI —P}f = —(D{I =P} f, k"5 + T2 (1= P} )},

then (4.6) follows directly from similar estimates as in the proof of Lemma 4.2.
This ends the proof of Lemma 4.3. O

5. Estimate on Macroscopic Dissipation

In this section, we obtain the macroscopic dissipation rate basing on the Equa-
tion (1.2).

Lemma 5.1. It holds that
19x(a. b, O)lip2 g2y < foll 2 g3, + €7 ()
HH= Pl e, + Er(Dr(f). (5.1)
forany T > Q.

Proof. First, as in [9,11], by taking the following velocity moments
1 1
e I G Ve (3

with 1 < i, m < 3 for the Equation (1.2), the coefficient functions (a, b, ¢) of the
macroscopic component P f given by (1.3) satisfy the fluid-type system

da+Ve-b=0,
b+ Vi(a+2c)+ V.- O({I-P}f) =0,
1 1

0 [Oim({I =P} f) + 2¢8im] + 0iby + 9ubi = Oy (r + ),
I ANi({I=P}f)+ dic = Ai(r + I,

where the high-order moment functions ® = (0;,(-))3x3 and A = (A;(-));<;<3
are defined by -

1
Oim(f) = (E&m — D2, ), Ai(f) = E(usﬁ —5Eu'2, ),
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with the inner product taken with respect to velocity variable £ only, and the terms
r and h are given by

r=—§-Vi{I-P}f, h=—-L{I-P}f+T(f /).
Applying A, with g = —1 to the system (5.2), we obtain

atAqa + Vx . Aqb = 0,
3 Agb+ VilAg(a+2c) + Vi - O(AHL =P} f) =0,
1 1
3;ch + gvx : Aqb + gvx : A(Aq{l - P}f) = 0’
[Oim (Ag{I = P}f) + 204¢8im] + 0i Agbm + dm Agbi = O (Agr + Agh),
AN (AT =P} )+ 0;Agc = Ai(Agr + Agh).

Now, in a similar way to [10], one can prove from the above system that

d .
& @)+ M8 Va(a, b, Ol

S 1A VeI P}flling

3 3
+C 3 A (Agh) 12 + € 3 18 (A, (5.3)

i=1 i,m=1

forany r > 0, where the temporal interactive functional S;m (f (1)) foreachg = —1
is defined by

3

EMF®) = D (Agdic, Ai(Ag{(T—P}f))
i=1
3
K1 D B Agbm + dmAgbi, O (1= PYA, f)

i,m=1
3
+i2 D (Agdia, Aghy). (5.4)

i=1

with suitably chosen constants 0 < k2 <« k1 < 1. Integrating (5.3) with respect to
t over [0, T'] and taking the square roots of both sides of the resulting inequality,

one has
T
([ 18,9 @ b0 )

S VISR TN+ CIERF O + 184 Vell = P)f 13 12,2

12

3 3
+ 2 (A A 22 + D 1Oim(AgD)II 2 2 (5.5)

i=1 i,m=1
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Now multiplying (5.5) by 29/2 and taking the summation over ¢ > —1 gives

IVe(@ b, o)lza gy S D 292 JIEPCF T

gz-1
+ D 202 JIEn (£ ()]
q2-1

I—P)f|-
+II{ }f”L%L;v(Bﬁ/z)

3
+2 20 22 A (Agh) | 12

i=lg=z-1

3
+ > 2 210m AWz (5.6)

i,m=1 qi—l

Furthermore, it follows from (5.4), Lemma 9.4 and the Cauchy—Schwarz in-
equality that

D22 JIERFON S D] 218G Vela, b, DIz + 18gb(D)] 12

g=—1 q2—1
HIAg Va{l — P}f(l)lngLg},

for any 0 < r < T, which implies

D292 JIEMFT)I S Er(f). D 292 JIEMFO))] S I follz 302

q2-1 921
5.7
It further follows that Lemmas 4.2 and 4.3 imply
D 2P 1A AWz e + D 2710 (Al 22
q2-1 q2-1
SIHE=P)fligg g +Er(HDI(), (58)

Therefore (5.1) follows from (5.6) with the help of (5.7) and (5.8). This com-
pletes the proof of Lemma 5.1. O

6. Global a Priori Estimate

This section is devoted to deducing the global a priori estimate for the Boltzmann
equation (1.2).

Lemma 6.1. There is indeed an energy functional E7 (f) satisfying (1.4) such that
Er(f)+Dr(f) = C||f0||z§(33/2) + C{VEr () + Er(MNIDr(f) (6.1)

forany T > 0, where C is a constant independent of T.
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Proof. Applying the operator A, (¢ = —1) to (1.2), taking the inner product with
239N, f over R} x Rg and applying Lemma 9.1, we obtain

1d
s 2 18 fI7 2 + 202 A, {I—P}fIILz 2
< 23q|(Aqr(f, 1), AT =P} f)]. (6.2)

Integrating (6.2) over [0, 1] with 0 < 7 < T and taking the square root of both
sides of the resulting inequality yields

. . t 1/2
237||Aqf(t)||L§L§ + Va2t ( / [Aq (T — P}fnizup% dr)
3 1/2
<274, fo||L2L2+22 (/ [(AGT(f. £). A {I—P}f)ldt)

for any 0 < ¢ < T. Further, by taking the summation over ¢ = —1, the above
estimate implies

1/2
z 2% sup 1Ag f(t)||Lsz+fZ 22(/ | Ag{I—- P}f”Lz 2 )
q> 1 0< stS T q> 1 0
3 1/2
< z ﬁnAqfoanLﬁ Z 2% (/ [(AqT(f, f),Aq{I—P}f)Idt) .
g2-1 q=-1

Due to Lemma 4.1 it further follows that

17z 22 + VAT =PI Sl 2 g2y S Wollza gy +VERNDT(P),

(6.3)
where T > 0 can be arbitrary. Furthermore, we recall Lemma 5.1. By letting
0 < k3 K 1, we get from (5.1) x k3 + (6.3) that

Iz a2 ~ xasr(nﬂ{nvx(a, b.O)liz2 (i HIL =PI f Iz Zé,vwi/%]
S IIfollzg(Bg/z) +{VEr () +Er(MNIDr(f). 6.4)
Therefore, (6.1) follows from (6.4) by noticing

||f||zc;oz§(33/2) —k3&r(f) ~ Er(f),

since k3 > 0 can be small enough. The proof of Lemma 6.1 is complete. O
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7. Local Existence

In this section, we will establish the local-in-time existence of solutions to the
Boltzmann equation (1.2) in the space Z?Z%(Bf/ 2) for T > 0 small enough. The
construction of the local solution is based on a uniform energy estimate for the
following sequence of iterating approximate solutions:

(0 +& - Vi) F 4 P ) /]R L E— G B@F" ) déde

=/ ZIS—S*IVBO(G)F”(EL)F"(S’)dé*dw,

R3xS

F'™ N0, x, £) = Fo(x, &),

starting with FO(¢, x, &) = Fo(x, £).
Noticing that F"™+! = ;1 4 u!/2 f"+1, equivalently we need to solve f"+! such
that

(0 +& - Ve + 0} " — Kf" = Taain(f", f™) — Dioss (f" ),
0. x.8) = folx, 8).

Our discussion is based on the uniform bound in »n for E7 (f") for a small time
T > 0. The crucial energy estimate is given as follows.

(7.1)

Lemma 7.1. The solution sequence { f"}° | is well defined. For a sufficiently small
constant My > 0, there exists T* = T*(My) > 0 such that if

1 fol72 522, < Mo,
then for any n, it holds that
Yr(f") i=Er(f") +Dr(f") £2Mo, VT €0, T%), (7.2)
where Dr ( f) is defined by

D = fll= 7 .
7(f) IIfIILzTLg.v(sz/Q

Proof. To prove (7.2), we use induction on n. Namely, for each integer / = 0, we
are going to verify
Yr(f) < 2Mo (7.3)

for0 £ T < T*, where My and T* > 0 are to be suitably chosen later on. Clearly
the case [ = 0 is valid. We assume (7.3) is true for / = n. Applying A, (g = —1)
to (7.1) and taking the inner product with 23 Ay f n+1 over Ri X Rg, one has

d
_23q A n+1,2 + 23q+1 A n+12

= 2 (A Taain (/" f™) = BqTioss(f" [ + KAg " Bg /™4,
(7.4)
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which further implies

d
2B G + 2T AT

< 234“|(Aqrgam<f M A )
22 (AgTioss (F7, f1). Ag DI+ 229K A £, Ag fI.
(7.5)

Now by integrating (7.5) with respect to the time variable over [0, ] with

0 <t < T, taking the square root of both sides of the resulting inequality and
summing up over ¢ = —1, one has

T ) 1/2
3q q+1

Z 7 sup ||A fn+1 (Z)“LZLZ + E 2 (/ H Aqfn—H ey dl)
e 0 &

0T

<> 27||Aqf0||L§L§
g2-1
3g+1 T 172
+ D27 (/ |(Aqrgam<f",f">,Aqf"“ndt)
q=2-1 ’

3g+1 T 1/2
+ > 2% |(AgTioss (f" "), Ag ] dr
>_ 0

1/2

n T
+ > 2% (/ |(KAqf",Aqf”+1)|dt)
>_ 0
(7.6)

From Lemmas 3.2 and 9.2, (7.6) implies

Er(f"™ + Dr(f"th
< 1ol + CVEG Br(£1y Br(sr)
+ CVE D (Y + ¢ Jer (O Br(pmyBr(prtty 0D

1/2
3(1
+ Z 277 (/ ”Aqfn”LngllAqfn+l”LgL% dt)

q2—1
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The last term on the right hand side of (7.7) can be bounded by

1/2
VT S 2 (sup 18g f"ll 212 s IIAqf ||L§Lg)
0

g=>—1 0 <T
1/2 1/2
VT[S 2% sup 189/ 222 > 2% sup A, AN VFYE:
>_1 0<t<T >_1 0<t<T
9= 9=
SNTE(f™) +VTE ("),
(7.8)

where in the second line the discrete version of the Cauchy—Schwarz inequality has
been used. Using the Cauchy—Schwarz inequality, the second and fourth terms on
the right hand side of (7.7) can be dominated by

~ C _ — ~
nDT(fn"r]) + ;ET(fn)DT(fn) + C DT(fn){gT(fll+l) + DT(frH_l)},
(7.9)

where 7 is an arbitrary small positive constant. By substituting (7.8) and (7.9) into
(7.7), applying the inductive hypothesis and recalling 0 < T < T*, it follows that

(1 = CVT* = CV/M)Er (S + (1 = n = 20/ M) Dr (")
C
< Mo+ CNT*My+ —M3.
n
This then implies (7.3) for / = n 4 1, since n > 0 can be small enough and

both T* > 0 and My > 0 are chosen to be suitably small. The proof of Lemma 7.1
is therefore complete. 0O

With the uniform bound on the iterative solution sequence in terms of (7.1)
by Lemma 7.1, we can give the proof of the local existence of solutions in the
following theorem. We remark that the approach used here is due to Guo [18].

Theorem 7.1. Assume 0 < y < 1. For a sufficiently small My > 0, there exists
T* = T*(Mgp) > 0 such that if

||f0||z§(33_/2) < Mo,

then there is a unique strong solution f(t, x, &) to the Boltzmann equation (1.2) in
0, T*) x Rf’c X Rg with initial data f (0, x, &) = fo(x, &), such that

Yr(f) < 2M,

foranyT € [0, T™), where YT(f) is definedin (7.2). Moreover ?T (f) is continuous
in T over [0, T*), and if Fo(x,&) = pn + u'/?fo = 0, then F(t,x,&) = p +
u!2 f(t, x,&) = 0 holds true.
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Proof. In terms of (7.2), the limit function f (¢, x, &) of the approximate solution
sequence { f"}°° | must be the solution to (1.2) with f(0,x,&) = fo(x, &) in the

sense of distribution. The distribution solution turns out to be a strong solution
because it can be shown to be unique as follows.

To prove the uniqueness, we assume that another solution g with the same initial
data with f, thatis g(0, x, &) = fo(x, &), exists such that

Yr(g) £ 2My,

on T € [0, T*). Taking the difference of the Boltzmann equation (1.2) for f and
g, one has

[0, +&-Vi(f - +v(f—g9=T(f—-g H+TE f—g+K(f -9

Then, by performing the completely same energy estimate as for obtaining
(7.7), it follows that

Yr(f —g)
SVEr(f) +Er(@)Dr(f — )
+ Ve =y Dr(f) + DrDrf —

. , 1/2
Y /O 186(F = 22218 (f = ©)ll 22

q2-1

< VE (D) + Er@Dr(f — )& (F — oW/ Dr(f) + B/ Br(f — o)
+VTEN(f — ) +NTEN(f - ).
We therefore deduce f = g by letting T < T*, because Yr( ) < 2M,,

Yr (8) = 2My, and My and T* can be chosen suitably small.
To prove that T + Y7 (f) is continuous in [0, T*), we first show that

o EFW) = 3 2318, F O, (7.10)
q2-1

is continuous on [0, 7*). Indeed, take #1,, with 0 < #1,p < T*and lett; < 1,
for brevity of presentation. By letting f"*! = f" = f in (7.4), integrating the
resulting inequality with respect to the time variable over [71, ;], taking the square
root of both sides and then summing up over ¢ = —1, similar to obtaining (7.7),
one has

" 153 1/2
@) - EFEN S WMo +1) > 2% ( / 184 £172 12 dr) :

q2—1

With this, it suffices to prove

1/2
. 3q 2 2
Jim ;lzz (/,1 ||A,,f||L§NL§d;) =0. (7.11)
q=—
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3
Take & > 0. Since 3, >_ 27 (fOT ||Aqf||i§ 12 dr)!/? is finite for a fixed time
T with max{t], to} < T < T*, there is an integer N such that

12
3 0¥ (/ 184712 Lgdr)

g2=N+1

1/2
3q
< > 2(/0 1A, f||L2 Ny ) <

gZN+1

| ™

On the other hand, it is straightforward to see

1/2

. 39

22 ([ i ) o
4]

—1Z¢SN

which implies that there is 6 > 0 such that

w /[ 12

29 2 &

E (/ 1807122 dr) <
1 E,vx 2

—1Z¢SN

whenever |, — t1| < 6. Hence, for |t — #1| < 6,

([ , 1/2 e e
22 Iagsig ) = X+ X )<t =e
1 X

q2-1 —1ZgSN  g2N+1

Then (7.11) is proved, and thus t +— E(f(z)) is continuous on [0, T*). In
particular, £(f(¢)) given in (7.10) is well defined for each ¢t € [0, T*). Notice that
the same proof also yields that for each ¢ = —1, the function t — [[A, f()]l,2 .
is continuous on [0, T™). N '

We now show that 7 — Y7 (f) is continuous in [0, 7*). Indeed, take Ty, T»

with0 £ T; < T» < T*. Recall (7.2). Notice that YT( f) is nondecreasing in 7.
Then,

0 < Yr(f) — Y1, (f)

> 235( sup nAqf(r)nL;g—IIAqf<T1>”Li.g)

g>—1 N<t<T

+ Z 2% (/ 184 fOIZ; 13 )

Here, the second summation on the right tends to zero as 7, — T by (7.11), and
in completely the same way to proving (7.11), one can see that the first summation

A

1/2
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on the right also tends to zero as 7, — T, since t > [|A, f(?) ”Lzs is continuous
and ||f||Z°°ZZ(B3/2) is finite for some fixed time 7 with 75 < T < T*.
7 Lg(bx
Finally, by using the iteration form (7.1), the proof of the positivity is quite
standard, for instance see [15]. We now finish the proof of Lemma 7.1. O

8. Proof of Global Existence

In this section, we prove the main result Theorem 1.1 for the global existence of
solutions to the Boltzmann equation (1.2) with initial data f (0, x, §) = fo(x, &).
The approach is based on the local existence result Theorem 7.1 as well as the
standard continuity argument.

Proof of Theorem 1.1. Recall (1.4) and (1.5). Define

Yr(f) =&r(f)+Dr(f).

Let us redefine the constant C on the right of (6.1) to be C; = 1, and choose
M > 0 such that

CiWMi+ M) £

S

Set
M = min{M, My}.
Let initial data f{y be chosen such that

I foll <M
OVIs =4c, = 2

A
|

Define
T =sup(T : Yr(f) < M}.
By Theorem 7.1, T > 0 holds true, because the solution f exists locally in

time and 7'+ Y7 (f) is continuous by the same proof as for Yr( f). Moreover,
Lemma 6.1 gives that for0 S T < T,

Yr(f) = Cillfollzz gy + CL/ My + M)Y7 ().
Thatis, for0 < T < T,
M
Yr(f) =2C ||fo||z§(33/z) = - <M.

This implies T = oc. The global existence and uniqueness are then proved.
The proof of Theorem 1.1 is complete. O
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Appendix

In this appendix, we will state some basic estimates related to the Botlzmann
equation and Besov space. First we point out that the coercivity property (3.3) of
the linearized collision operator L implies:

Lemma 9.1. Let (-, -) be the inner product on Lig. It holds that

(AqLf, Ag ) Z 2olT=PIAGfI, o,

for each g = —1. Moreover, for s € R, it holds that
T 1/2
> o ( / (AgLf, Mg f) dz) 2 VaolL=P}f 222 (-
0 Lv X
q2-1
forany T = 0.

Itisknown that K = K, — K definedin (3.1) and (3.2) is a self-adjoint compact
operator on Lg (cf. [5]) and it enjoys the following estimate.

Lemma 9.2. Let (-, -) be the inner product on Liﬁs. It holds that
(Aqu, Aqg) < C”Aqf”[‘gL)Z{HAqg”LgL)ZC’ .1
for each g 2 —1, where C is a constant independent of q, f and g.

Proof. Kg can be written as

Kg= /R K. £08(6) dés.

and K(&, &) is a bounded operator from Lg to Lg. Then (9.1) follows from the
Cauchy—-Schwarz inequality. O

In addition, for the convenience of readers we list some basic facts which are
frequently used in the paper.

Lemma 9.3. Let 1 < p < o0, then
1Ag -l p =C|- lzps 1Sq - lipp =CJ- lp 9.2)

where C is a constant independent of p and q.
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Lemma 9.4. Let 1 < g, p,r S 00, if s > 0, then
Vi - ||Z§(B;,r) ~ - ||z§(3;ﬁl), Il - ||L@(3v I ”ZL}(BZJ)' 9.3)

We would like to mention that the first relation can be achieved by the classical
Bernstein inequality (see, for example, [4]) and another follows from the recent fact
in [26], which indicates the relation between homogeneous and inhomogeneous
Chemin-Lerner spaces.

Finally, the Chemin—Lerner type spaces L5 Zgz (Bj, ;) may be linked with the

classical spaces L3' ng (B3, ,) in the following way:

Lemma 9.5. Let 1 < 01,02, p,r Sooands € R.
(1) If r =z max{o1, 02}, then

”f”z;l Z?(B;J) § ”f”]f;l ng(BlsN)- 94
(2) If r = min{o1, 02}, then
”f”]t;l Z§2(B;”) 2 ”f”Lﬁ;l ng(B;J.r)' 9.5)

Proof. We only prove (9.5) in terms of 1 < r, 02, 01 < 400, the other cases and
(9.4) can be proved similarly.

Since g2/r = 1 and o1/r = 1, by applying the Generalized Minkowski’s
inequality twice, one can see that

. o/r o1/02 1/e1
”f”Li‘Lg’Z(B;,_,.): /0 /R3 qu””AqurLf d¢ dr
g2—1
re 1/01
. 02/r o’
=/0 /R > oviag s, ) e| @
g2-1
o1 1/01
T rloa\ "
</ qu"( 18, £1%, é) at
0
g=-1
r 1
o1 o1 r
T rlea\ "
=/0 qu”( 180 £1% é) i
q2-1
1/r
<

o1/02 r/el
2(1” ( 1A, f|| ) dt

= IIfIIZf;I 2y,

Thus Lemma 9.5 holds true. 0O
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